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1. INTRODUCTORY STATEMENT OF PURPOSE

The purpose of this final report, prepared under Contract
NAS2-5337, is to present the results of the study phase of Phase I of the
contract. The study is concerned with the identification and character-
ization of the causes of signal phase and frequency instability whose
measurement is facilitated by the use of equipment called the Oscillator

Instability Measurement System (OIMS). The study includes:

A. The necessary measurements to be made with the
OIMS on the Pioneer E spacecraft (prior to launch)
and at the NASA Deep Space Station receivers in
order to allow separate identification of phase and
frequency instability caused by the following phe-
nomena:

Spacecraft oscillator
Atmospheric multipath

1
2
3. Scatter by atmospheric turbulence
4

Fluctuations in time-variant spatial
mean of the index of refraction

5. DSS receiver under strong and noisy
signal conditions.

B. The development of procedures and analytical
characterization necessary to separate the
various phase and frequency instabilities
determined from the OIMS measurements
specified in A above.






2. SURVEY OF CAUSES AND ASSOCIATED CHARACTERISTICS
OF PHASE AND FREQUENCY INSTABILITY OF A
RECEIVED OSCILLATOR SIGNAL

The various causes of phase and frequency instability of a
received oscillator signal are listed in Table 1. The special character-
istics (or "'signatures') of each of these causes determine their mea-
surability and the ability to separate their effects on the measured
parameters of the composite received signal. A brief review of these
characteristics will now be made. The source and the receiver causes
of instability are similar in character and they will be covered under
one major heading in Sec. 3. The propagation disturbances are covered

in Sec. 4.



Table 1
CAUSES OF PHASE AND FREQUENCY INSTABILITY

Source Causes (Oscillator)

1.1 Internal Causes

Flicker Noise
Oscillator Loop Noise

Power Supply Ripple

1.2 External Causes

Flicker Noise in Amplifiers and Frequency Processors
(Mixers, Dividers, Multipliers, etc.)

Additive Noise in Output Stages
Spurious Radiation Pickup

Propagation Effects (Transmission Medium)

Variable Refractive Properties of Medium
Scattering by Atmospheric Turbulence
Atmospheric Multipath

Reflection Multipath

Receiver Causes

Front End Noise

Receiver Circuit Parameter Instabilities (essentially similar
to those listed under Source Causes)



3. MODELS AND CHARACTERISTICS OF
UNSTABLE OSCILLATIONS™

Having identified in Table 1 the intrinsic causes of the instabilities
that determine the phase and frequency errors of reference oscillations,
we now turn to the problem of mathematical modeling of unstable oscilla-

tions and the characterization of instabilities caused by various mechanisms.,

There are two approaches to the modeling of oscillations with
frequency instabilities, These approaches may be called the causal

approach and the black-box approach.

In the causal approach, a functional structure of the oscillation
source is postulated, and various causes of instability are identified and
combined with an assumed ideal oscillation signal. The model is thus
centered on postulated occurrences within a box, and the consequences
of these occurrences on the properties of the output signal are then pur-
sued, This approach is essential for an understanding of the reasons for

the instability, especially in the search for developing ultra-stable sources.

In the black-box approach, the model is centered on the resultant
disturbed oscillation at the output terminals of the box, the point where
the oscillation is available to the user. Thus, a number of output signal
models are postulated, their properties explored, and the actual source
output is identified, their properties explored, and the actual source out-
put is identified piecewise (for different frequency regions) with one

(or perhaps more) of these models.

* The material in this section is adaptefi from the paper "Short-Term
Frequency Stability: Characterization, Theory and Measurement," by
E. J. Baghdady, et al., Proc. IEEE, September, 1965,



3.1 Causal Approach

In the causal approach to the modeling of unstable oscillations, two
types of disturbances that give rise to frequency instability are distinguished;

namely, additive noise and multiplicative noigse. In loop-controlled oscillators,

the reference signal input may also contain a non-negligible noise component
added to the reference signal.

Additive noise models take account of noise added to the oscillator
signal either in the oscillator loop or in the buffer amplifier following the
oscillator, as illustrated in Fig.3.1. The spectrum of this type of noise occupies
a frequency region that often extends widely around the oscillator frequency.
The noise introduced into (or originating in) the oscillator loop will be called
internal additive noise; the noise added in the amplifier following the oscil-
lator will be called external additive noise.

In addition to the additive noise near the oscillator frequency, multi-
plicative low-frequency processes are also present that effectively frequency
modulate the oscillator. Examples of such processes are current and voltage
fluctuations (flicker noise), mechanical vibrations, temperature variations,
etc. The deviation ratio of the frequency modulation caused by these processes
is usually large. Consequently, the shape of the resulting r-f spectrum is
essentially identical with the shape of the probability density function of the

resultant baseband noise process.
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Fig.3.1 Block illustration of an oscillator with a buffer
amplifier, showing additive noise sources.
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3.1.1 Additive-Noise Model: External Noise

For this model, it is assumed that the oscillator delivers a
perfectly stable signal, to which relatively white gaussian noise is added.
If the oscillator signal is expressed as

e (t) = Acosw t (3.1)
osc o

the additive noise may be expressed in the form

ne(t) = nc(t) coswot ~ nq(t) sinwot (3. 2)

where nc(t) and nq(t) are white gaussian processes. The sum of the oscil-
lator signal and the additive noise is

eout(t) =[A+ nc(t)] cos wot - nq(t) sinwot (3. 3)

Since we are dealing with very stable oscillators, it can be assumed that the
rms value of the noise is much smaller than the rms value of the oscillator
signal. Hence, only nq(t) sinwot influences the phase of eout(t) significantly,

and
eout(t) ~ A1+ nc(t)/A] cos {wot + [nq(t)/A]} (3. 4)

Thus, a relatively weak externally added noise component results in envelope
fluctuations, nc(t) /A, and phase fluctuations, 4)e(t) . given by

¢e(t) = nq(t)/A (3. 5)

If, over the frequency range of interest, the mean-square one-side spectral
density of the added noise is No voltsz/cps, then the two-side spectral
density of nq(t), will also be No vol"cs2 /cps and the phase perturbations of

eout(t) will have a spectral density No/A2 radz/cps. The added noise will



of course be modified by the r-f filtering in the buffer amplifier. This
filtering restricts the bandwidth of the phase perturbations so that their spec-
trum is confined to a frequency region extending up to one-half of the ampli-
fier r-f bandwidth. Thus, the mean-square spectral density Sd)(w) of the
output signal phase fluctuations will be as illustrated in Fig.3. 2, where Bans
denotes one-half of the amplifier bandwidth.

Since the instantaneous frequency fluctuations are given by
the time derivative of the phase fluctuations, the mean-square spectral

density S‘i)(w) of the frequency fluctuations is given by

2
Si(w) = 0" S;(w) 3.6
b b (3. 6)
In the present case
Si(w) = sz /A2 for |w| < 27B (3.7)
4) o 3 a .

If the r-f amplifier frequency response beyond 27 Ba falls off faster than
l/co2 , the mean-square spectral density of the frequency fluctuations will be
as illustrated in Fig. 3. 2.

It is clear that this type of noise in‘unstable oscillator out-
puts can be characterized by the following two gross parameters:

a) The relative noise density NO/A2 .
b) The buffer amplifier bandwidth 2 Ba .

3.1.2 Additive-Noise Model: Internal Noise

In this model the additive noise enters into the oscillator

loop as shownin Fig, 3.3. The noise ni(t) is assumed white in a frequency
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Fig.3.2 Example of mean-square spectral density of phase
fluctuations due to additive external noise.
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Fig. 3.3 Block diagram of oscillator loop with internal
additive noise.

11



region around the oscillator frequency. The additive noise ni(t) can be

expressed in the form

ni(t) = Vn(t) cos[wot + Bn(t)} (3.8)

where Vn(t) and Gn(t) are low-pass processes. Then the sum of the output

of the limiter and the noise is

e2(t) el(t) + ni(t)

{A+ v () cos[ §(t) - 6 (1] } cos[w t + $(t)]
+ {Vn(t) sin[ $(t) - en(t)]} sinfw t + $(t)] (3.9)

With Vn(t) << A almost all of the time, the instantaneous phase of ez(t) is

approximately [wot + $(t) + 1(t)], in which

()
A

n(t) = sin[ §(t) - 6,(t)] (3. 10)

Thus the effect of the additive noise is to introduce a fluctuating phase shift
into the loop. Recognizing this, we can replace the adder in Fig.3-3 by an
equivalent phase modulator és in Fig. 3-4.

When the phase shift 7(t) is equal to zero, the oscillator will
oscillate at the frequency for which the phase shift through the resonator is
zero (i.e., at its resonance frequency). However, when 7(t) # 0, the intro-
duction of the phase shift will change the oscillator frequency so that the
phase shift in the resonator is equal to -7(t) and the total phase shift around
the loop is zero. Thus the variations of n(t) will cause fluctuations of the

oscillator frequency. Infact, Fig.3-4 represents the block diagram of a

12
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Fig. 3-4 Equivalent diagram of the oscillator in Fig. 3-1
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familiar frequency-modulated oscillator. In this case, however, the control
signal Vn(t) sin [ $(t) - Gn(t)] is dependent on the phase ¢(t) of the oscilla-
tor signal.

The frequency modulation sensitivity is determined by the
phase slope (vs. frequency) of the resonator transfer function. Since the
resulting frequency fluctuations will be small, only the part of the phase
characteristic near the resonant frequency is of interest. In that region the
phase'characteristic can be assumed linear. For a resonator represented

by a single tuned circuit with a half-power bandwidth of B_ cps, the phase

R
shift $(t) caused by a small frequency variation around the resonant frequency

is approximately

.

b(t) ~ §(t)/7By (3.11)
Thus the phase condition for oscillations becomes

n) - (1/2B_) $t) = 0 (3. 12)

whence .
d(t) = wBR[Vn(t)/A] sin[ ¢(t) - On(t)] (3.13)

This is a nonlinear differential equation with random input that seems very
hard to solve. However some observations about the mean-square spectral
density of «i)(t) may be made. If, for example, ¢$(t) was absent from the
right-hand side of Eq.(3.13) thenthe mean-square spectral density of &)(t)
would be equal to the spectral densit;zf of wBR[Vn(t)/A] sin Gn(t); i.e., it
would be white with a mean-square spectral density equal to (WBR/A)ZNO

The presence of ¢(t) in the right-hand side will spread out the spectrum

14



with a downward slope away from w = 0. Aside from the tendency for peaking
at w = 0 (because of the spectral convolutions associated with the nonlinearities
inherent in (3.13) ), the general level of the spectral density of ¢i)(t) will be
lower than (7rBR/A)2No . Since it seems reasonable to assume that this
spectral density is approximately uniform over the frequency range of inter-
est, we can express it as « (WBR/A)zNO, where « is a positive constant
smaller than unity.

As in the case of the external noise it is clear that the ampli-
fier following the oscillator will limit the spectrum of c.l>(t) essentially to the
frequencies up to Ba cps. The appearance of the mean-sguare spectral
density of the phase and frequency fluctuations due to an internal noise source
is shown in Fig, 3-5. In the region where Sd')(f) is uniform, the spectrum of

the phase is given by
sy = 5D /4n?s?
The above type of oscillator instability can then be charac-

terized by the following parameters:

a) The mean-square spectral density « (7rBR/A)2NO
of the oscillator frequency fluctuations.

b) The buffer amplifier bandwidth 2 Ba'

3.1.3 Multiplicative Noise Model

The frequency of an oscillator is always somewhat suscep-
tible to variations in circuit parametets. An ultra-stable oscillator is, of

course, designed so that the sensitivity to the parameter variations is very

15
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Fig. 3-5 Mean-square spectral densities of phase and frequency
fluctuations due to internal noise :source.
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small. Considerable effort is also directed to keeping the parameters as
constant as possible. Examples of phenomena that can cause parameter
variations in an oscillator are temperature variations, voltage supply varia-
tions, current variations, magnetic field variations, mechanical vibrations,
etc. These low-frequency processes essentially frequency modulate the
oscillator. Some of them (as for example voltage supply variations due to
hum or periodic vibrations) are periodic functions and will thus yield a dis-
crete méan—square spectral density for the oscillator frequency or phase
fluctuations. The other processes usually have continuous spectral densities
that decrease monotonically with frequency.

The most common of the above processes are the low-
frequency current fluctuations in the electronic tubes and transistors used
in crystal oscillators. This type of fluctuation is called flicker noise. It
has a spectral density of the form S(w) = B/w, where B is a constant. Since
the energy of the flicker noise must be finite, this spectral density must
ultimately become flat as w = 0. Thus, the spectrum of the frequency fluctu-
ations resulting from flicker noise can be characterized by the gross param-

eter .

17



3.1.4 Loop-Controlled (APC and AFC) Oscillators1

There are two types of loop-controlled oscillators that are of
wide interest, namely, automatic phase-controlled reference oscillators
(APC) and automatic frequency-controlled reference oscillators (AFC). The
performance of these systems in the presence of a strong reference signal is
well-known: the instantaneous frequency noise caused by relatively white in-
put additive gaussian noise is also gaussian with a mean-square spectral
density that rises as the square of frequency and is ultimately bounded by the
filtering effect of the driving filter in cascade with the low-pass equivalent
closed-loop system function.

It is of interest here to consider the situation in which the
input reference signal, if any, is weak compared with the noise present.

3.1. 4.1 APC Oscillator

Consider the functional diagram of an APC loop shown in

Fig. 3-6. Let

ein(t) = [ES + n if(’c)] cos [wift + ()]

3

= if(t) sin [wift + y(t)] (3.14)
in which
ES = constant amplitude of input reference signal
#(t) = instantaneous phase fluctuations of input

reference signal,

x

and n, if(t) and ncl if(’c) are instantaneous amplitudes of cophasal and quadra-

3 2

ture components of the input noise, Also let the oscillation be represented by

18



eosc(t) = Eosc cos [wosct + ‘bosc(t)] (3.15)

Under the assumption of stable feedback operation, and in the absence of

spurious by-products in the output of the multiplier, we have, with wif = wosc’

/ja osc(t) { '—1 * ———n ,if(t)] sin [‘b(t) B (bosc(t)]

1 -

+ = W(t) - !

E "q if(t) cos [zl (t) &’osc(t)_! } ®h p(1;)
(3.16)

where ® denotes convolution and hlp(t) is the impulse response of the low-pass

filter. The existence of a feedback steady-state condition in which Eq.(3. 16)

gives an adequate description of loop performance requires that
- <
| p(t) ¢osc(t)l < 7/2 (3.17)

If a perfect bandpass limiter operates on the sum of signal

and noise before it is applied to the APC loop, Eq.(3. 16) is replaced by

1 .
gt = By WBsin[sm o, @ -4 ®)] (3.19)

osc
where
n, se(t)
_ -1 qg, if
O™ = B F (3.19)
S c,if
It is generally convenient to set
= + 1
d)osc(t) ‘bosc,s(t) ‘bosc, n, d( ) (3.20)
in which ¢osc n c1(’5) combines all the distortion and noise products in the

phase of the oscillation and ¢ (t) represents a pure signal term given by

0SC, s

19



Pty @ heq(t), heq(t) being the impulse response of the low-pass linear
equivalent strong-signal model of the closed-loop system.
When the input signal component is much weaker than the

noise, Eq. (3. 16) can be reduced to

1, 1 , ;
po ¢osc, n, d(t) ~ hﬂp(t) ® { Es Vn, if(t) sin [en, if(t) ‘bosc, n, d(t) ]f
(3.21)
- -1
where On, if(t) tan nq’ if(t)/nc, if(’c) (3.22)
and Vo) = jnz (t) + n’ (t) (3.23)
n, if c, if , if )

Formally, Eq. (3.21) differs from Eq. (3. 13) for the effect of an internal noise

source only by the low-pass filtering effect h  (t).

2p
The introduction of a perfect bandpass limiter to operate

upon the sum of signal and noise before the APC loop transforms Eq.

1 .
u_a ‘bosc, n, d(t) ~ hﬂp(t) B Sm[en, if(t) ) 4)osc, n, d(t):\
(3. 24)

In order to understand the significance of Egs.(3. 21) and (3. 24)
we first note that in this discussion we are concerned primarily with the

situations in which either

(bosc,n, cl(‘c) fluctuates much more slowly than Gn, if(’c)
(3.25)
or Icl>oSC o0 < e, ] < 7/2 (3. 26)

These conditions correspond to an APC loop whose low-pass transmittance

20



to the phase of the oscillation attenuates strongly all frequencies that are
not much smaller than the bandwidth of the i-f system preceding the loop.
Thus, under either of conditions (3.25) and (3.26), Egs. (3.21)

and (3.24) can be approximated by

1 r1
na Pose n, a® = by () B L5 %, £ (3.27)
1 ]
and va Posc, n, d(t) ~ hgp(t) (03] s1n9n, if(’c) (3. 28)
Integration yields
pa
¢osc,n, d(’1:) ~ E, j hfp(u) 2] qu if(u) du (3.29)

in the absence of prelimiting, and

£
<|> Cl(t) A uaj hﬂp(u) X sinen if(u) du (3. 30)

osc, n, s
when the input signal plus noise is prelimited. Equations (3.29) and (3.30) show
that irrespective of prelimiting or the lack of it, the APC loop treats the

noise presented to it in an essentially linear manner with an equivalent

linear filter system function given by
Hoﬂ(s) = paH!Zp(s)/s (3.31)

as long as either of conditions (3.25) and (3.26) is satisfied. Note that Ho (s)

2
is the "open-loop" transfer function of the APC loop.

Some remarks about the physical significance of the above
results are in order. First, note that.Hﬁp(s)/s has a pole at the origin as

long as ng(s) is not allowed to have a zero there. The effect of this pole

is to cause IHOQ(Jw)I to weight a nonzero'noise density around w =0 ina

21



hyperbolic manner. Thus, even though |H lp(jw) /w| cuts off more rapidly
than IHlp(jw)l at the higher frequencies, the behavior near w = 0 does not
allow the integral that yields the mean-squared value of the output noise to
converge. The physical meaning of this is that although the mean value of

¢

unbounded excursions that require a re-examination of condition (3. 26),

osc. n d(t) will be zero, the unboundedness of the mean square indicates
Physically, the oscillation beats continuously with the input noise. Heavy
filtering of the higher-frequency noise beats by Hlp(S)/S causes d)o (t)

sc,n, d

to be rather slow compared with 6 (t), thus allowing the noise modulation

n, if
of the oscillator frequency to have an essentially gaussian character and per-
mitting the approximation of (3.21) by (3.27) and (3.24) by (3.28). The oscillator
phase fluctuations wander out of step with the input noise fluctuations caus-
ing the loop to treat the noise essentially in an open-loop manner. If the
input signal component is much weaker than the noise so that its contribu-
tion a’; the low-pass filter output is dominated by the noise, the loop will be
unable to distinguish the signal from the equivalent of a weak noise compo-
nent. No closed-loop control can therefore be established by the signal,

and the oscillator frequency is modulated mainly by the gaussian noise as

(t). The effect of this modulation of the

filtered by the low-pass filter hlp

oscillator frequency is known to cause the oscillator phase to stray in

random -walk -like manner., But, even though the mean-square error in
identifying the oscillator phase will diverge (directly, for random walk)

with the length of the observation interval [ because of the cumulative action of

the integrationin (3.29) and (3.30)], the mean-square error in identifying the

22



oscillator frequency will go to zero (inversely) with increasing length of the
observation interval. Comparison of (3.30) and (3.29) also shows that prelimit-
ing increases the noise level in the output.

3.1.4,2 AFC Oscillator

The functional diagram of an oscillator with an automatic
frequency control loop is shown in Fig.3-7, We assume that the closed-loop
system can lock properly to the desired signal in the absence of noise, and let
ein(t) and veosc(t) be described by (3.14) and (3.15), respectively. = The AFC
loop is assumed to be driven with no prior amplitude limiting of signal plus
noise. Under these conditions, we further assume that the mixer delivers
in the nominal passband of the loop bandpass filter only the beat components

[E_+x, if(t)] cos [wbpt + (t) - cbosc(t)]

L]

- %, ,;{t) sin [wbpt + (t) - &Osc(t)]

]

in whichw, =Fw - = nominal center frequency of the bandpass filter
bp if osc

within the loop. If an amplitude-insensitive linear FM demodulator and a

linear feedback from the discriminator output to the instantaneous frequency

of the VFO are assumed, we can show that

o AR hLP(t)
‘bosc(t) ) kdbe [tan Ac(t) ® hLP(t) | 8 hlp(t) (3. 32)

where

2

_ 1 B r ;
Ac(t) = [1 + E: X, if(t)‘_] cos Lzb (t) - tbosc(t) ]

1 T _ |
9040 b0
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Fig. 3-7 Block diagram of AFC oscillator,
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.1 . 7
A®={1+ B %o, 1¢® ] sin (o) - b, 0 ]

1
+ E—S x (t) cos [d)(t) - b () ]

>

and hLP(t) is the impulse response of the lowpass analog of the bandpass

filter.
Now let the input reference signal be much weaker than the

noise. Two cases are considered., In the first, we assume that

la(t) - c[)OSc(t)l << 1., We then have from Eq. (3. 32)
~ h
btk Be M B

-1 (g

| O 0 0 [e) - b (D11 Bhy ()
n

o, 160 "B @ 3 - b DT B ()

3

(3.33)
If we introduce some additional assumptions, this expression can be simpli-
fied still further. For example, ifthe looplow-pass filter bandwidth is relatively
"sharply' restricted to a value below one-half of the bandpass filter bandwidth
and if k dbe is not high enough to broaden the bandwidth of {)osc(t) above one-

half of the bandpass filter bandwidth, then
nq, if(‘c) B hLP(t)
n, if(t) R hLP(t)

-1
bose® =Ky, (VB tan™ {u(t) - b (1) +

~ kdbe hlp(t) ® [yt - d’osc(t)] +kdﬁfbhlp(t)mbn,LP(t)

where

1 nq, if(t) B h

if(t) ®h

(t)
(t)

LP
LP

‘bn LP(t) = tan

2

25



Rearrangement of terms yields (with uo(t) = unit impulse)

Cu () +kBoh, (0] B (0 ~kBoh, ()8 HD+d (0]

whence d) SC(’c) = heq,(t) QR [P(t) + ‘bn, LP(t)'\_ (3. 34)

o}

where heq'(t) is the impulse response of a linear filter with transmittance

K Bmptop's)

1+ kdbeHﬁp(S)

Heq,(S) = (3. 35)

This system function differs from the more complete closed-loop system
function associated with strong-signal models of AFC systems and frequency-
compressive feedback demodulators only in that the transmission effects of
the loop bandpass filter upon the frequency fluctuations of the input reference
signal have been neglected. 1

If instead of requiring |d(t) - d)osc(t)l < 1, we express

(bosc(t) as a sum [ see Eq. (3.20)] of apure signal-modulation component

¢

only that

(t), and noise and distortion component ¢ (t) and require

osc, S osc,n, d

[o(t) - ¢ ()] < 1

0SsC, s max

then, Eq. (3.32) with the noise assumed much stronger than the signal leads to

¢

ose, S = ' heq,(t)

and ‘bosc, n, a® = kdﬁfbhip(t) 8

-1 hLP(t) ® sin[ ¢n, if(t) j ¢osc, n, d(t)]
hLP(t) Ecos[d)n’ £ - d)o o 4]

(3. 36)

tan
sc,
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where

_ -1
d)n, if(t) = tan

In each case, the phase fluctuations of the weak input phase
reference are transmitted, filtered by heq'(t) , to the controlled oscillator
phase without compression by the noise. However, in practice the FM
noise impulses and the dips of the noise envelope below the drive threshold
of the FM demodulator within the loop will prevent this FM demodulator
from operating in the ""amplitude-insensitive linear'' manner assumed in
the analysis. Moreover, the various factors that contribute to improper
AFC tracking of signal plus noise will all be in evidence below the AFC
noise threshold. Consequently, the comparatively severe disruptive noise
effects may well completely mask the frequency fluctuations contributed by

the input reference signal.
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3.2 Black-Box Approach

In the black-box approach to the modeling of unstable oscillations, the
source output is represented in various frequency ranges by signal models
whose properties fit the properties of the source output over the specified por-
tions of the spectrum. This approach is useful because it provides an alter-
nate route to the characterization of source outputs with emphasis on the
user needs. It also adds further insight into the mechanisms of instability
in the signal structure, provides representations that are particularly suita-
ble for analysis in subsequent parts of a system, by-passes the difficulties of
dealing with nonlinear differential equations by assuming applicable signal
representations or forms, and is naturally suited to the analysis of problems
of spectral purity.

A common way to explain how an oscillation comes about in a properly
designed loop without visible ''provocation' is to rationalize that unavoidable
random current or voltage fluctuations in various parts of the loop provide an
excitation in a feedback loop with sharp selectivity (determined principally by
the phase shift of a high-Q resonator) about the frequency of in-phase feed-
back. The regeneration around the loop builds up the feeble provocation to a
strong signal whose amplitude is limited ultimately by automatic nonlinear
gain control action or by actual saturation. This, together with the fact that
the regenerative loop selectivity is of nonzero (albeit small) width about the
frequency of in-phase feedback, suégests that the resulting signal may actually

consist of a band of gaussian-like noise with or without a distinct sinewave at
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the center of the band. In the immediate vicinity of the oscillation frequency,

the oscillation signal may therefore be modeled by a band of amplitude-limited

gaussian noise.

Other models for representing the signal over various frequency
intervals are:
Sinewave plus gaussian noise,

Constant-amplitude carrier frequency-modulated by narrow-

band gaussian noise,

Sinewave plus one or more discrete-frequency components, and

Combinations of the above.

Applicability of these various models depends upon the origin of the
signal. For example, if the signal is a processed form of an originally
extremely stable source, then frequency processing adds noise with a band-
width extending over at least ten times the original source width of band.
Therefore, sinewave plus gaussian noise would be a good model. If, however,
the width of the source band is not too narrow relative to bandwidths of later
processing circuits, then the appropriate model may be

(a) A band of noise, if passive filters only are used for

tone isolation;

(b) A constant-amplitude signal frequency modulated by

noise if a phase locked loop is used for "tone isolation."

We now discuss some of the above models to bring out their character-

L]

istic properties.
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3.2.1 Amplitude-Limited Narrow-Band Gaussian Noise

If the center frequency is denoted 9y rad/sec, bandpass

amplitude-limited narrow-band gaussian noise may be expressed as

eﬁ(t) = Aﬁ cos[wot + 1(t)] (3.37)

where 7(t) is the instantaneous phase of a gaussian noise process and hence
has a uniform distribution over the range |7 < 7. The mean-square spec-
tral density, Sﬁ(w) , of n(t) has been derived in a number of publica’cions,z’s’ll’5
for rectangular as well as for gaussian shapes of the spectrum before limiting.
Illustrative curves are sketched in Figs.3.8(a) and (b) (p = 0). It is interest-
ing to observe the 1/f shape of S%(w) over a narrow frequency range surround-
ing f = 0 and extending principally over a few times the bandwidth of the pre-
limited process (defined by the resonator in the oscillator circuit).

The peak factor, (p. 1".)1J , of n(t) is readily shown to be J3
whether 7 is considered to range over [n] £ 7 or over 0<n< 27.

The r-f spectrum of this type of signal has also been s’cudiedz’6

extensively, and is illustrated in Fig.(3. 9).

3.2.2 Sinewave Plus Gaussian Noise

The properties of the resultant of sinewave plus gaussian

2

noise are well known. Of principal interest here are the following facts.
First, under conditions of very high ratio of the mean-square value of the

sinewave to the mean-square value of the gaussian noise,
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Fig. 3-8 Frequency Mean-Square Spectral Densities

(a) Mean-square spectral density of instantaneous frequency
of narrowband gaussian noise with a rectangular input
spectrum. (Adapted from Ref, 2)

(b) Mean-square spectral density of the frequency fluctuations,
7(t), of the resultant of sine wave plus gaussian noise for
different relative sine wave powers. (Adapted from Ref. 5)

(¢) The same as (a) but for strong sine wave. (note change in
scale). B, is equal to,half of the noise bandwidth before
limiting. (Adapted from Ref. 5)
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Fig.3-9 Shape of r-f spectral density of bandpass
limited gaussian noise for rectangular
pre-limiting noise spectrum. (Adapted from
Ref. 6)
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the statistics of the phase and frequency fluctu-

ations of the resultant signal are practically

gaussian, and

the mean-square spectral density of the phase

fluctuations practically differs only by a constant

multiplier from the sum of the positive-frequency

half and the negative-frequency half of the spec-

tral density of the input noise, after both halves

have been shifted downto w = 0.

If the amplitude-limited resultant of the sinewave plus the
gaussian component is expressed as in Eq.(3. 37) and eﬂ(t) is used to repre-
sent the output of an oscillator, the "initial" phase ¢ of the sinewave must
be assumed to be uniformly distributed over -7 < ¢ < 7, since all values of
4) are equally likely. Then the unconditional probability density function p(r)
of the total phase will therefortalso be uniform. However, the conditional
probability density P(n/¢$) of the total phase 7(t), given the phase ¢ of the
sinewave, is shown in Fig, 3-10 for different relative strengths of the sinewave.

The mean-square spectral density Sﬁ(w) of n(t) is shown in
Figs.3-8(b) and (c)  for the case in which the noise spectral density before
limiting has a gaussian shape. The shape of the input noise spectrum about
the center frequency @ is superimposed as a dashed curve on the low-
frequency curves in Fig. 3-8(b).

It is interesting to note from Fig. 3-8(b) that outside of the
frequency range defined for each solid curve by the intersection with the

dashed curve, the solid curve under consideration shows a 1/w dropoff

with w, whereas inside of this range the solid curve either flattens out or
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2.2

Fig. 3-10

nly

Probability density distribution of the total
phase n, conditioned on the phase $ of the
sine wave, for various strengths of the sine
wave. (Adapted from Ref. 5)

34



actually bends down as w » 0. The mean-square spectral density will always
have a nonzero value for w = 0 because of the impulsive component present
in the instantaneous frequency of the resultant. (Only in the case of an
infinitely strong sinewave is the spectral density strictly zero for zero
frequency.) In view of the extremely narrow post-detection processing
bandwidths normally encountered in applications of ultra-stable oscillations,
.no distinction between the impulsive component and the smooth component

of the insfantaneous frequency need be made.

For a nonzero spectral density for 7(t) at @ = 0, the mean-
square spectral density of n(t) is infinite at w = 0. This follows from the
fact that the spectrum of the phase is obtained by dividing the frequency
modulation spectrum by w2 . The infinite spectral density for w = 0 results
in an infinite rms value of the phase in any frequency region that includes

w = 0. These properties are characteristic of a so-called random-walk

process.
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3.3 Combined Effect of Various Mechanisms

The various mechanisms of oscillator frequency instability
modeled in the preceding sections may all be expected to be present
in varying degrees in practical oscillators. The net effect of thecom-
bined mechanisms on the spectral density of the resulting instanta-
neous frequency fluctuations is illustrated in Fig, 3-11,

Of the various parts of the overall curve in Fig.3-11, the part
contained within 0 < w < 27 Bosc merits further explanation. By def-
inition, Bosc is a measure of the ""width' of the oscillation band, and
is determined by the shape of the nominally "infinite-Q' selectivity
curve for feedback around the oscillating loop. In an ultra-stable
oscillator, Bosc will be an extremely small fraction of a cps, perhaps
corresponding to periods of hours, days or longer. The scale of
Bosc in Fig.3-111is greatly exaggerated in order to illustrate a guess
about what the heretofore unmeasured part of the spectral density
S J)(w) might look like. The suggested extensions of the curve of Sé)(w)
toward w = 0 are based on a model of the oscillation as asinewave
plus a band of gaussian noise arising from the various irregularities
of the electronic phenomena associated with the loop components and
shaped spectrally by the selectivity of the feedback under conditions
of sustained oscillation. Two significant consequences of such a

physically motivated model are:
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a)

b)

The ultimate ''linewidth" of the oscillation, as
gauged by B_.’is nonzero. This causes S('b(w)
to have a nonzero value at w = 0, thus account-
ing for the inherent random -walk phenomenon
in unlocked oscillators. S"b(O) = 0 (and hence
the random -walk effect is absent) only if the
oscillation is perfectly self-coherent; i. e. its

ultimate linewidth, Bosc’ is zero.

The extremely slow fluctuations of the extremely
narrow band of noise representing the ultimate
oscillation signal are practically indistinguishable
from the slow multiplicative noise phenomena
(flicker noise, etc.). If one were to filter out

the flicker and related noise effects within the
loop by some high-pass filtering action, hyperbolic
behavior of the spectral density of the frequency
fluctuations immediately beyond w = 27 Bosc should

persist.
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3.3.1 Instability Causes in Practical Circuits

Four principal types of exponent modulation effects pro-
duced by noise in oscillators may be distinguished. Any or all of them may
be present in a particular oscillator. They may be grouped in one set of
pairs by the type of noise and in another set of pairs by the region of the
oscillator spectrum which is affected. The two types of noise are white
noise (shot or thermal) and perturbation noise which is often referred to as
flicker noise. The two regions of the oscillator's spectrum are within and

without the resonator's effective half bandwidth or frn < fO/ZQ and f >f /2Q.
m o

The effect produced by white noise for fm < fo/2Q is a flat
FM noise spectrum, the physical mechanism for which can be thought of as
the voltage to frequency transference of the oscillator through its feedback
network. The effect produced by white noise for f > fO/ZQ is a flat $M
noise spectrum. This assumes a single pole resonator, which is almost
inariably the case for several reasons, among which is the maximization of
the effective @. This single pole applies an f-2 weighting to the FM noise
spectral components outside the oscillator's half bandwidth, thus producing
a flat <|>M spectrum. Alternatively one can assume that since the phase
shift vs. frequency characteristic of the resonator is nearly zero outside
its bandwidth then the voltage-to-frequency transference of the oscillator
will be negligible in this region, therefore, flat white noise will appear
directly as equally weighted flat AM and $M spectra. The magnitude of the
flat M mean square spectral density out of the oscillator itself is given by
2 FkT/P, where F is the actual operating noise figure of the active element
of the oscillator and includes all noise components folded into the pass-
band from harmonics of the fundamental frequency. The quantity kT is
-174 dBm/Hz. P is the available power ::Lt the input of the active element
of the oscillator. This flat $M spectrum extends out in frequency until it

is attenuated by subsequent filtering.
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The fundamental causes of flicker noise are not well
understood. However, they appear to arise from random changes in physical
parameters (such as charge density in a transitor) which manifest them-
selves as a rise in the effective noise figure of the device at low spectral
frequencies. This rise in noise figure consistently obeys an f_1 law but
it can vary widely in magnitude from one device to another. The effect
produced by flicker noise for fm < fO/ZQ is an FM spectrum with an f_1
characteristic. This flicker FM spectrum has been shown to exist in crystal
oscillators at spectral frequencies down to 3 X 10--7 Hz. 8 In high Q or
low frequency oscillators where fO/ZQ is small the flicker noise region of
the oscillator's active elements can extend into the spectral frequency
region beyond fo/2Q thereby giving rise to a flicker $M spectrum. Under
these conditions, since flicker noise extends indefinitely to lower fluctua-

tion frequencies, the oscillator will not exhibit a region of flat FM spectrum.

In addition to the exponent modulation effect produced by
noise in an oscillator, there is an amplitude modulation noise spectrum.
This appears as a flat AM spectrum for high spectral frequencies and is
equal to the d)M spectral level. For low fluctuation frequencies, the

exponent modulation spectral density far exceeds the AM spectral density.

It is interesting to note that all physically realizable
oscillators, with the single exception of the cesium beam resonator, have
flicker FM noise spectra, The existence of flicker FM noise in the

hydrogen maser is presently in question. 9

There are two principal types of exponent modulation
effects produced by noise in signal processing circuits other than
oscillators. These are flat $M noise and flicker $M noise. There is also
flat AM noise. These signal processing circuits can be divided into four

classes:
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1) amplifiers, linear and nonlinear;
2) frequency multipliers;
3) mixers (modulators or multipliers);

a. frequency translators
b. zero-frequency IF and phase detectors

4) frequency dividers,

The signal degradation that occurs in both linear and nonlinear amplifiers
appears to be exclusively flat white noise. In linear amplifiers this noise
is inversely proportional to the signal-to-noise ratio, and is equally divided
between AM and ¢$M. If NO/S is the noise density to signal ratio then 2NO/S
is the §M spectral density. Where the amplifier noise figure and input
signal power level are known, the ¢M density is given by 2FkT/P. The AM
modulation density is 200 No/S = 200 FkT/P percent. In nonlinear ampli-
fiers the effects of saturation provide appreciable suppression of the AM
components. According to FM theory, the capture effect reduces the
angular modulation of the weaker signal by about 6 dB. Therefore, the

¢M spectral density added to a signal by a nonlinear amplifier should be
about 6 dB lower than the equivalent linear amplifier, providing the operating

noise figure is the same.

The signal degradation produced by well-designed
frequency multipliers appears to be the same as in nonlinear amplifiers.
However, the ¢M spectral density out of the multiplier is higher by N2
(or 20 10g10N)’ where N is the multiplication factor. The AM spectral den-
sity is not increased by N. Therefore, the output of a multiplier for any
appreciable N is exclusively d)M As the frequency multiplication factor N
is increased, the performance of a frequency multiplier rapidly approaches
the ideal, because the input phase noise éd)(fm) is scaled up by N2 while

the multiplier's internally generated noise is scaled up by smaller factors.
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Thus, for large N, the scaled input noise predominates over all other -

sources of noise at the output of the multiplier.

A mixer, which for this discussion is defined as performing
the function eo(t) = el(t) . ez(t), has two regions of interest, The first is
where eo(t) does not exist at or near dc; that is, the mixer is used in the
"heterodyne mode' as a frequency translator to a nonzero reference fre-
quency as a frequency translator to a nonzero reference frequency. For
this condition the performance is similar to that of an amplifier. Where
one of the signals into the mixer is large compared with the other, the
standard treatment for noise figure applies and the spectral density of
¢M noise is 2 FkT/P where F is the overall cascade noise figure. There is
an equal amount of AM noise. Where the amplitudes of the input signals
are of comparable magnitude, the performance is that of a nonlinear amp-
lifier. In both cases the noise spectra (M and AM) will be flat. The
second region of interest is where the output spectrum is centered about
0 Hz; that is, where the mixer is operated in the '""homodyne' or zero-
frequency IF condition, or as a phase detector. For this condition the
inherent flicker noise of the diodes or other active elements produces the
predominant spectral distribution. This effect is well known, for example,
in doppler radars where the effective noise figure in the range of a few
Hz to several kHz is several orders of magnitude above that which is
obtained using the same mixer as a frequency converter to an IF in the
MHz region. The same problem exists in phase detectors when very
high signal-to-noise ratios are desired. Typical values for excess ¢$M
and AM noise density at 1 Hz are 20 to 70 dB above kT/P. This is indeed

flicker noise and obeys an f_l law.

¥

The signal degradation produced by frequency dividers
comes from two sources, flicker $M and broadband white noise (AM and

¢$M). The spectral density level of angular modulation out of an ideal
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frequency divider should be that of the input divided by N2 where N is the
division ratio. However, the two sources of degradation in the divider tend
to mask this improvement for high purity signals. The broadband white
noise level is usually determined by the last divider or the first amplifier
following it. There appears to be a considerable amount of flicker ¢M
noise generated by both regenerative analog dividers and digital dividers.
In digital dividers it is clear that the time jitter of the state transition in
response to a zero crossing of the input signal is due to the same internal
device fluctuations that produce flicker noise in oscillators. The resulting
flicker spectrum of ch confirms this. The same effect appears to occur
in regenerative analog dividers. In general, as the division ratio N is
increased, the noise generated within the divider will increase with respect

to the scaled down input phase noise.

In all frequency synthesis systems some of these signal
processing circuits are used. Since flicker ¢M noise is a principal
component of both phase detectors and frequency dividers, it is not sur-
prising that the output of many synthesizers has a large flicker ¢M noise

level.

3.3.2 Equations of Composite Spectra

For many applications, especially those where the signal
is either multiplied in frequency or used for timing or ranging purposes,
the effects of angular modulation fluctuations far outweigh those of amplitude

modulation. Therefore, we will concentrate on the former.

We have shown that the known physical processes produce
only four distinct types of mean square spectral density, namely, flicker
FM, flat FM flicker ¢M and flat $M (See Fig. 3-12 for illustrations).
Therefore, it is possible to write equations for the spectral density of the
FM and ¢$M fluctuations as a function of spectral frequency fm raised to the

appropriate exponent. These are summarized in Table 2,
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-1 2
S (f = +B+Cf +D 2
f( m) Af m m fm Hz /Hz for FM
and
-3 -2 -1 . 2
S(f y=Af _+Bf _ +Cf _+D vradians” /Hz for PM
d) m m m m

where the coefficients implicitly include the dimensions:

A= HzB/Hz
2

B = Hz" /Hz

C = Hz/Hz

D= 1/Hz

of mean square spectral density. As an example consider the case where
the complete fluctuation spectrum consists of white phase noise which is
passed through a rectangular filter of bandwidth 2F1. The mean square

spectral density of this signal is then

2
Sd)(fm) = D rad” /Hz from 0 to F Hz

and the total rms phase deviation over the whole bandwidth is
b = DF, radians rms

The numerical values of the corresponding coefficients in both equations are
identical. This comes about because the conversion from Sd’ to SJ) adds a
factor of (27r)2 and the conversion from Sj to Sf subtracts the same factor.
Alternatively, from FM theory: Af/fm= Mod index = Ad) in radians, thus
Sf/f12n= S¢ in Hz_1 and radiansz/Hz, respectively, This correspondence of
numerical values greatly enhances the egse of conversion from FM to ¢M

spectral density and vice versa.

These equations account for the random or aperiodic fluctuations
of frequency sources. To the spectral density thus given must be added any

périodic modulations such as spectral lines produced by power frequency
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components or spectral bulges (broadened lines) produced by external
causes such as vibration or oven cycling, These can be accounted for

separately from the purely random fluctuations.

If the frequency source has appreciable bandwidth limiting (such as
an output filter) in the spectral frequency range of interest then the effect of
this filter should be included. Thus a single-pole filter will add an addi-
tional f_zslope to the spectrum of the highest spectral frequency components
and a 2-pole filter will add f_4slope. These additional slopes can be handled
by using a subscript with the appropriate coefficient in the spectral density
equation along with a notation of the applicable frequency range. For
example, a spectrum whose highest spectral frequency range consists of
flat $M noise is passed through a single-pole filter which in its skirt selec-
tivity region produces an f_zslope to the ¢M spectrum, This slope is
associated with the coefficient B in the spectral density equation which is
designated B

to differentiate it from the flat FM region B_ at low spectral

2 1
frequencies. Similarly, if a 2-pole filter is used in the same example the

resulting ¢M spectral density with f—4 slope can be specified by Sd)(fm): Efm_?

The numerical values of the coefficients in the spectral density
equations thus provide a complete description of the random fluctuations in

the frequency domain,

3.3.3 The Spectral Representation

There are three areas where the spectral representation of the
fluctuations of a precision frequency source provides a beneficial approach
to the understanding of the situation. These are 1) the area of theory and
analyses, 2) the area of measurements, and 3) the area of specifications.
In each of these areas there are significant differences between the approaches
used in the time domain and those u;ed in the frequency domain, and it will

be useful to examine them.
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Theory and Analysis

The spectral representations of the fluctuations of a frequency
source are a complete description of all its properties except for drift
which is readily handled separately. Because the spectrum describes the
performance throughout the frequency domain, it allows a designer or user
to apply standard circuit and system analysis techniques to ascertain the
effects of various areas of the spectrum on the overall system performance,
In contrast, the fractional frequency instability description does not allow
these techniques to be used directly without first converting to the spectrum.
This conversion process is subject to large errors and can be very ambig-
uous. For example, Allen10 indicates that it is unlikely that one could
distinguish between flat ¢M and flicker ¢M spectral shapes by the use of the
usual time domain measurement techniques. In making frequency domain
measurements, however, the ¢M fluctuations are obtained directly and their
spectral analysis provides a clear meausre of the spectral shape and

magnitude.

For applications involving frequency multiplication the spectral
representation is most useful, first, because the spectral density level is
directly increased by the square of the multiplication ratio; second, because
the effect of bandlimiting filters on the total rms deviation must be assessed
in the frequency domain, and, third, because the effects of spectral spread-

ing or carrier reduction at very high multiplication ratios are readily apparent.

The effects of discrete spectral components arising from periodic
modulations such as the power line frequency, gating periods, oven cycles
and similar events are easily managed in the frequency domain but are

difficult to handle in the time domain.

Measurements

When the spectral representation of the fluctuations of a frequency
source is used, it is more convenient to perform measurements in the same

information system, i.e., to extract directly the frequency fluctuations
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and perform a spectral analysis. Measurements made in this manner pro-
vide a direct measure of the fundamental parameters of interest, namely,
the spectrum, as opposed to the whole integrated and weighted fluctuation
obtained by time domain measurements. In making spectral measurements
any additive perturbations are readily apparent. Measurements of Sf(fm)

have been made down to fm of 3x 10_7Hz. 8

Specifications

In addition to the reasons previously presented the user, the
spectral representation of the frequency fluctuations is a powerful tool for
the following reasons:

1) Direct comparisons of.various types of oscillators can be

made not only for those at the same frequency but for any

frequency as the frequency ratio simply scales the whole
spectral level.

2) Spectral shapes allow easier identification of problem areas.

3) The spectral representation has the capability of handling
clearly all forms of fluctuations both periodic and random
where the fractional frequency fluctuation form cannot
distinguish between them.,

4) Spectral regions can be covered from below 10_6 to above

1085z,

Because the spectral representation covers such a wide frequency
range, the areas of short, medium, and long term stability need definition
in a manner which will encompass the needs of as many different applica-
tions as possible. Since these applications extend from deep space probes
to millimeter wave communications and radar, the likelihood of satisfying
all users is not great, However, with this in mind, we would like to suggest

the following definitions:

¥

Short Term 106 to 102 Hz, 1 usec to 10 msec
Medium Term 102 to 10_2Hz, 10 msec to 100 sec
Long Term 10-2to 10_6Hz, 100 sec to 106sec
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4. CHARACTERISTICS OF TROPOSPHERIC LINE-OF-SIGHT.
PROPAGATION EFFECTS

The various forms of transmission encountered in
iropospheric, line-of-sight links are:
(a) Direct line-of-sight path, perturbed in amplitude by
the time-and space-variant absorption properties and
in phase by the corresponding time-and space-variant

refractive fluctuations of the medium along the irans-
‘mission path. '

(b) Direct path plus reflection or scatter from ground
surfaces or other neighboring obstacles or from
inversion layers, and

(c) Atmospheric multipath, or splitting of the direct path
’ irito several paths of nearly the same properties by
atmospheric stratifications along the direct path.
The characterization of each of these forms of bropagation is essential
to the determination of corresponding models that will ensure realistic
- laboratory synthesis, or simulation, of their ¢ffects on a transmitted

signal,

In the present section, the essential characteristics of
the above forms of propagation will be summarized on the basis of avail-
able data from field tests, as a preamble to the formulation of the mathe-
matical representations needed for realistic laboratory synthesis of the

effects of the propagation phenomena.

4,1 Characteristics of a Direct Line-of~-Sight Path

A ]

The fluctuations in the densities of the constituents of the

atmosphere (as functions of time and space variables) along a signal
propagation path, give rise to fluctuating abs'o,r_ption and refraction effects.
The absorption fluctuations are manifested in the amplitude of the signal,
the variations of the refractive index cause .ra}'r bending, and hence path-

length and angle of arrival changes from those of a straighti line path
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connecting the transmitting and receiving points. The time-variant '

nature of even the more gradual changes in the absorption characteristic:s
and the refractive index gives rise to a scintillation, or "twinkling", of
the received signal érnplitudeAand phase, respectively. The scintillation
is.significant for microwaves, paArticularly insofar as it contributes the ;
path amplitude and phase variabilities that figure significantly in the

interference among a multiplicity of simultaneous paths.

Of principal interest in the analysis of multipath effects B
and of phase and frequency sensitive signal operations is the effect of |
the variability of the refractive index in the portion of the atmosphere
traversed by a single propagation path upon the phase stability of the
signal. The basic relationship between propagated signal phase along a
single path and the refractive properties of the propagation medium stems
from the fact that if n(s,t) denotes the index of -refraction along a path of

lengﬂq L, the transit time can be éxpressed as’_’
: : L
) = & [ n(s,ds
%

where s denotes distance along the path, the notation n(s,t) expresses
ihe .dependence of the index of refraction 'upon both position along the path
and time, and the variation of n(s,t) with t is assumed to be sufficiently
slow that during the transit time interval n(s,t) does not change signifi- |

L

cantly. If we define
' -11-: f n(s,t) ds
0 - -

.mn(t)

then

T (t) mn(t) L/C (I

where mn(t) is recognized as the "spatial' mean value of n(s,t) for the
path of interest during the transit time interval centered about the time
instant t. The transit-time phase 'shift of a sinusoidal carrier of wave-

length A can now be expressed as o

bt = (LA)m (1) L@
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The received sinusoidal carrier will therefore p;ar-'tra.ywranc‘lorr; phase
fluctuations, $(t), with time if the atmospheric conditions along the path
cause.the ‘Spatial-mean index of refraction mn(t) to fluctuate randomly

in time. The intensity of the phase fluctuations naturally varies inversely
with the wavelength of the propagated carrier for a given path defined byi

" a nominal length L and a time-variant spatial-mean index of refraction,

mn(t) .

" The characteristics of the phaée (as well as amplitude)
instability imparted to a propagated radio signal can be determined
from abundantiy available data obtained experimentally on paths simulat-
ing the conditions for various applications and ranging from 700 m to
100 km. The best available empirical data are from experiments con-
ducted, starting in 1954, by the Tropospheric Telecommunication Labora-
iory of the ESSA Institute for Telecom:ﬁunicaﬁon Sciences, over a variefy
of };ath configurations and climates , and for purposes inclﬁding geodeﬁé _
distance measurement, baseline synchronizafibn and transmissions
between ground-stations, aircraft and spacecraft.- Two types of basic
measurements were performed. In one set of measurements, two
signals at slightly different frequencies are transmitted over the path in
opposite directions. At each terminal, the signal received from the |
opposite terminal is heterodyned by means of a stable LO so that the
resulting IF signals have identical frequencies except for the phase varia-
tions due to the propagation delay. One of the IF signals is returned to
the recording terrﬁinal by an auxiliary microwave link and compared_in '
phase with the other IF. Inanother set of inegs;urements, attention is
directed to the difference in phase shift over two propagation paths that
are common at one terminal but diverge to separate distant terminals--
as in an interferometer éonfiguration'. Fluctuations in this-phase differ-

~ence for the same carrier originating fx;om the terminal common.to the

two divergent paths yields the "angle noise" introduced by the uncor-

related fluctuations in the refractive properties of the medium ovér the
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;sepa,'rate paths‘.' The conditions of the experiments have i,ncludédm;ch;

following ranges of parameters, studies in various combinations:-

. Radio frequency: 100 MHz to 35 GHz

. Climate: Continental temperate to maritime tropical
. Season: Throughout annual cycle

. Path lengths: 700 m to 100 km

. Path elevation angle: Horizontal to 9

. Upper fluctuation response frequency: About 20 Hz

. Continuous observation period: 2 to 15 days

. Antenna sizes: 50 cm to 300 cm

. Surface-reflection multipath: With and without

OO0 -J OO o OB

" In general, the phase records show relatively large
diurnal variations amounting to 20 to 30 parts per million of the nominal
phase shift over the path. Superposed on these slow variations are
smaller, more rapid fluctuations whose intensity often also shows a
diurnal change, as illustrated in Fig. 4-1. '

In a typical experiment, both A and L were maintained as

nealey constant as is feasible by using stable ‘o'scillat'ors and antenna

" mounts. Thus, -the observed variations in b(t)- can be assumed to reflect
the time variations in the spatial average, mn(t), of the refractive index'.
Spectra of fluctuations are available from measurements of refractive
index over a variety of conditions. Figure 472 is an example in which thé
rapid index fluctuations were obtained from microwave refractometers |
and the results were combined with values computed from meteorological
observations over an 8-year period. The phase spectral density was

- measured directly over a 15-km patl‘;, but the length 6f sample lim{ted )

the analysis to frequencies greater than 10 3Ha.
. ‘o

In an experiment of special interest in bringing out the
relative scales of dependence of:amplitude and phase fluctuations upon
the operating frequency for a single atmospheric path (with no attendant |
reflected or scattered paths), the terminals (Upolu Point, Hawaii, at an

“elevation of 30 m and Haleakala, Hawaii, at a;l' elevation of 3040 m) had

a geographical separation of about 65 miles, Signals at 9.6 (X-band) and -
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Fig. 4-2 Measured Spectral Density Functions ,of the Fluctuations in
Refractive Index and Propagation Phase Shift of a Test
Carrier. Log-log coordinates are used because of the wide
range of densities and because of the form predicted by
theory for certain spectral regions.
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- 34. 52 (K-band) were propagated simultaneously using' the follom}iném

antenna characteristics: !

Antenna separation at.Upolu Point 2.4'm
Antenna separation at Haleakala 3 m

(The relative positions of the X-band and K-band
antennas at Haleakala were the reverse of those
at Upolu Point, so that the two propagation paths
intersected at approximately mid-path.) !

Antenna type: Parabolic
Antenna polarization: Horizontal

Antenna diameters and computed half-power beamw1dths

At Haleakala, X-band 3.05m, 0.7°
At Haleakala, K-band 1.83 m, 0.3°
At Upolu Point, X-band 1.83 m, 1.2°
At Upolu Point, K-band 1.83 m, 0.3°

Sample records of phase and amplitude fluctuations
’obtained in the above experiment are shown in Figs. 4-3 and 4-4.
Examination of these figures shows that the "minute-to-minute" fluctua -
tions appear to be quite well correlated at the two frequencies, but the
more rapid fluctuations are not. The "minute- to-minute" (and longer-
~ term) varlatlons in X-band and K-band phase-of-arrival are illustrated in
- Fig. 4-5. These variations are expressed in terms of parts per million
of the total phase change of a signal traversmg the propagation path
(Wthh is also the parts per million variation in radio path length) and in
terms of centimeters of radio path length. The pIotted averages for the
two variables are nearly equal in magnitude (standard deviations of 4.6

and 4.5 ppm for X and K band, respectively) and are very highly corre-

lated (correlation coefficient: 0. 9991)‘.

Typical examplies of the power spectral densities of
phase variations are shown in Figs 4-6 and 4-7. In each figure, the
ordinate has been normalized with respect to the dependence upon wave-

length. These figures show that from 0.01 Hz to 5 Hz the phase fluctuation
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ENVELOPE —»

PHASE —»

February 14, 1967

Fig. 4-3 Short-Term Phase and Envelope Fluctuations at X and K-bands
1457-1520, February 14, 1967. The scales of the two phase
variables were adjusted to provide approximately equal sensi-
tivity in terms of variations in the apparent or radio path length.
(The frequent breaks in the phase records are scale shifts made
automatically to keep the trace within bounds. The computer

subsequently sensed these discontinuities and reconstructed the
original variables. ) ,
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X-Band (9.6 GHz)
A A

A |
JA\’\V\ ; \\\\J\VA V/ \

K-Band (34.52
VW GHz)

12 00 12 00 12
Nov. I8 November 19, 1966 Nov. 20

Fig. 4-5 Long-Term (Minute-to-Minute, or Longer) Average
Fluctuations of X-Band and K-Band Phase.
November 18-20, 1966.
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Fig. 4-6 Spectral Density of Phase Fluctuations at
X and K-Bands 1457-1520, February 14, 1967.
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Spectral Density of Phase Fluctuations,

PPM? /Hz

Fluctuation Frequency, Hz

Fig. 4-7 Spectral Density of Phase Fluctuations at
X and K-Bands 1453-1523, June 7, 1967.
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. speciral densities at X-band and K-band are nearly identical when each

of the phase variables is expressed in terms of parts per million, and

8/3 '

dependence on fluctuation frequency. The departure of |

8/3

follow an.f
the February spectra from the £ dependence above about 1 Hz is the
result of the relatively compressed recording scale used then and during
most of the June run. The flattening of the spectrum in that region is
caused by noise contributed by the recording and analysis processes.
Hence, except for the June sample in Fig, 4-7, the analysis of the phase |

data discussed here does not extend beyond about 1 Hz.

The spectral density functions of the envelope fluctuations
for the same periods are shown in Figs.4-8 and 4-9. Note the following

characteristics that are more or less typical of all the data examined:

(a) The general shape of the spectral density function
of the envelope fluctuations is essentially the same
“at K-band as at X-band. - T
(b) The envelope-fluctuation spectral densities at
' K-band are consistently higher than at X-band,
with wider separation of the two sSpectra at the
:higher fluctuation frequencies.

. For a quantitative comparison of the spectira at X and K~
band, the ratios of K-band to X-band spectral densities are plotted versus
fluctuation frequency in Fig.4-10 fof February, and in Fig4-11 for J une:.
These graphs show clearly the near equality betw.eme—rr—tﬁ'e" X-band and K-
band phase spectral densities at frequencies below 0.1 Hz. The average
ratio of spectral densities over the decade from 0.1 to 1 Hz is also

approximately equal to one.

The K-band to X-band spectral ratios for envelope fluc-:
tuations have an average of about 3 or 4 in the decade from 0.01t0 0.1 Hi,
and rise sharply in the interval»O..2 tc; 0.4 Hz ‘to an average of about 20.
From Fig.4=I1 it can be seen that the latter ratio holds fairly constant
from 0.4 to 5 Hz. |
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Fig. 4-8 Spectral Density Functions of Envelope Fluctuations at X
and K-Bands 1457-1520, February 14, 1967. To permit
comparison of spectral density levels at X-band and K-
band, the data were expressed in terms of the ratio of the
instantaneous voltage to the mean voltage, Hence the
spectral density units are (voltage ratio)z/Hz.

64



10

b

1
4 0 ) O = K BAND
< .
= p LN B = X BAND
S B I
2 0 By Yapgq
. S
o - ®
v 10 o
c jelo] [}
[T0] Qh-ﬂ <]
H(S -3 .p ef
. 10 ‘J@'B V%
‘Z’ 5l
[ BB Q
Q 4 i '99
5 10 Eeugo. %eeo
5 %
g Uy
7 -5

10 Bﬁ.’[%

107 > N .

10” 107 1 10
R-5222 Fluctuation Frequency , Hz

Fig. 4-9 Spectral Density Functions of Envelope Fluctuations at X and
K-Bands 1452-1523, June 7, 1967 (see Caption of Fig. 4-8).

65



Ratio of Spectral Densities

10
s = ENVELOPE
.0.." v = PHASE
e
o::o.’o;'::.al
[Ty '.!o:‘l' *
10 < e [ o0 ° 'g.. L Y
) * g, ° 0‘...' o‘:' .
. ° [0 UK
[] e e ! 0...’ L. ° .
s o372 [ '&'0::
) : thee ’h',.&',:.,;',,\" * :
.O ° ‘,; o® ."ﬁ... i’ o
K M T B ¥ TN * A .
‘ : Oco - . .l re, ,‘ 1
‘. r x ,4
5 l(l
PR I | iimﬁ"éﬁ "" b ‘r
1 Y ' T ", "’ :l:
LI
¥
-1
10
10~2 107! 1
5220 Fluctuation Frequency, Hz

Fig. 4-10 K to X-Band Spectral Density Ratios,
February 14-15, 1967.
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The varfations of phase difference over paths extending |
from a common transmitting antenna to two separated receiving -antennaé
_ differ qualitatively from those of the individual paths. The two spaced |
- receiving antennas act as a spatial filter to reduce the contributions of
structural features large compared with the path separation. Thus, for
a spacing of 5 m, index variations that are highly correlated over dis- '
tances of 5 m or more would tend to affect each path in the same way and
thus have little effect on the phase difference. Features that are small |
compared with the path separation would tend to produce uncorrelated
phase variations in the two paths with the result that the variance of the

. difference would be the sum of the separate variances.

The spatially more extensive variabilities in the traversed

atmosphere tend to be associated with the lower-frequency fluctuation
-components, Thus, the éi)ectral densify of the phase difference
fluctuations is expected to be lower than that of fﬁhe phase'ﬂuctuations
“on a single path for the lower fluctuation freqﬁencies, and to approach
‘ asymptoﬁcally the sum of the separate path variances at the higher
frequencies. This behavior is partially illustrated in Fig. 4-12, where
spectral densities of the phase difference for 5- and 790-m separations

-are compared with the phase spectral density for one of the two paths.

For the 790-m case, the refractive index fluctuations that
account for the frequency range shown were apparently uncorrelated
between the paths. If the spectral densities extended to lower frequencies,
wé would expect the upper curve to cross over and drop below the single-;
path spectral density. Since the two paths for'the 790~m case were ‘
statistically simila.r,. the spectral densi'ty function of their phase difference
- can be expected, and actually-tﬁrns out, to be ‘ébout tWice’fche. value for'th_.e'

single path. | N

In the interpretation of the physical'causes of the amplitude and
phase fluctuations discussed above, it is important to note that scattering

of microwaves by gaseous particles and water droplets in the atmosphere
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Fig. 4-12 Comparison of Fluctuation Spectral Density Functions
for the Phase Difference for 5 m and 790 m Separations
with the Density Function for One of the Two Paths.
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is negligible. Clouds consisting of water droplets and ice crystais
affeét the transmission of electromagnetic waves through absorption,
scattering, and thermal noise emission. However, below 100 GHz,
cloud water droplets are very small compared with a wavelength, and
the scparations between droplets are such that multiple scattering can
be neglected. The absorption coefficient of small water particles varies
directly with frequency, whereas the scattering coefficient varies as the
fourth power of frequency. Consequently, at the lower frequencies
(centimetric and millimetric waves) absorption tends to dominate while
particle scattering becomes important at the higher frequencies, becom-
ing predominant at optical frequencies. Below 100 GHz, the scattering
cross-section of a water droplet is orders of magnitude smaller than the
absorption cross-section. Indeed, scattering by atmospheric particles
can be 'negl'ected for wavelengths in excess of 1 micrometer.

4.2 —Characteristics of -‘Multipath- 1n‘Tropospherlc, Line-of-
Sight Propagation

The various propagation mechanisms that account for
the larger-scale disturbances in ground-to-ground tropospheric line-of -

sight transmission are illustrated in Fig. 4.13.

Depending upon the mechanism that enables the trans-
mitted signal to arrive at the receiving site via more than one path, it is

possible to distinguish between

(1) Reflection-multipath fading, and
(2) Atmospheric-multipath fading.

4,2.1 Reflection-Multipath Fading

In reflection-multipath, illustrated in Fig. 4.13(a) and (b),
the signal arrives at the receiver via at least two paths:

(a) The direct optical path, and
(b) An indirect path made possible by;

(i) Ground-surface reflection, -
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(o) Reflection at surface of intervenmg terrain {b) Retlection by elevated duct

\\

{c} Atmospheric multipath (d} Effect of insufficient ground clearance and
upward bending of the rays

N

417!

(e} Deflection by elevated duct

Fig. 4-13 Multipath and Signal Deflection Mechanisms in
Tropospheric Line-of-Sight Transmission
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(ii) Water-surface reflection,

(iii) Reflection by an inversion layer or duct
that lies above both transmitting and
receiving antennas, and

(iv) Reflection from spurious objects (such
as aircraft, etc.) of transient duration
in the intervening space.

Ground-surface and water-surface reflections happen
all the time, day and night, and their effects upon the received signal
strength can be cogprelated with the condition of the reflecting surface as
well as with changes in the atmospheric conditions. Duct reflection

disappears when the layer that causes it vanishes.

4,2.1.1 - Ground-and Water-Surface Reflection

Ground-and water-surface reflections may range from

Speculay when the surfaceé is 'snmicot ",’.'S’OI'IT eti;ﬁ esresulting in a reflected
wave that is almost as strong as the direct Wéve, to diffuse when the
surface is very rdugh, thus resulting in a reflected wave that is séattered
from a widely spread area with a consequent delay spread and a dopplef

- spread if either, .or both, of the terminals is in motion and/or if the |
surface scatterers are not stationary, Specular reflections result
in severe fading when the reflected wave arrives in phase opposition to
the direct wave. The relative phases of the direct and reflected paths |
change continually because of changing path lengths caused by the

" refractive-index fluctuations along the traversed paths, and because
of doppler differences if the reflecting surfac;e features are in motion

or/and if either (or both) of the terminals are in motion.

The effect of ground reflections can be reduced by u-s—,-ing
: sufficient antenna directivity in order to favor the direct ray and suppress
S :

 the reflected ray.

For separations between terminals such that grazing

angles in excess of one or two degrees are experienced at the reflecting
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surfaces or objects, the r.eflection coefficient depends critically upon
the reflectin‘g surface 'conductivity and dielectric properties, the surface
roughness, the polarization of the wave, and the grazing angle. When
the grazing angle is small -- less than one degree -~ as for ground-to-.
ground transmissions over paths in excess of 10 miles, the effects of

factors other than surface physical roughness are negligible.

The effects of physical features of the reflecting surface
on the characteristics of the reflected ray depend on the wavelength of
the radiation and the grazing angle zbz. The criterion used to determine
if a surface with protrusions could be considered smooth or rough is the
Rayleigh criterion, which states that a wrinkled surface can be considered
smooth relative'to an incident wave if o

» ‘ 1
h, sin §,< A8

where
. ho- = lr_leight of surfagi P_r-'?:crusipn :
'l/)2 = grazing angle of incident wave g
A = wavelength of the incident radiation

o

For example, at ¢)2= 50, surfaces whose obstacles do not exceed about
8 cm may be considered smooth for waves at 5 GHz while the figure for
waves at 30 GHz is approximately 1.5 ecm. This shows that reflections
from ripply ground or water surfaces are mést .likely to result in diffuse
rather than specular secondary paths at operating frequencies in excess
of a few GHz. _ -

" The overall effect of roughness is to reduce the effective
reflection coefficient p to the range 0.1 < p< 0.3 resulting in a reduction
of fade depths, as well as 1o introduce some further fluctuation if the

roughness is time-variant (such as for sea-wave motion).

Fbr reflection from a‘body of water, the surface rough-
ness will not generally be sufficient to result in a reduction of the reflec-
tion coefficient to a low level, except perhaps‘in rough weather with .
exceptionally high winds. The reflection is therefore often es.s‘entiallyi

specular and very bad fades can always be expected, especially with
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horizontally polarized waves. But with vertically polarizéd waves the
reflection c.oefficient,' though very nearly equal to unity for very small
grazing angles, drops to about 0.7 for grazing angles near 1°, which
may lead to significantly shallower fades (especially at the lower micro-

wave frequencies) than is experienced with horizontally polarized waves.

4, 2; 1.2 Duct-Reflection P_aths

A duct, or an inversion layer, is a horizontal layer of

| air whose properties are such that the modified index of refraction
decreases rapidly with height through it. Under normal conditic;ns, the
modified index of refraction increases with height through the atmosphere.
An elevated duct is bounded above and below by layers of normal air,
with a sharp discontinuity in the derivative of the index of refraction with
respecf to height.in penetrating' the duct from below and from above.
Rays incident upon either side of the duct at low grazing angles will be

' reflected (see Fig. 4. 13(b))essentially specularly with an efficiency that |
“increases very rapidly as the grazing angle goes to zero. In fact, the
reflection coefficient of the layer is ef_fectivelfy' unity for grazing angles
less than about one-half of a degree and the reflection coefficient declines
very sharply at high grazing angles. The name "duct" for such layers
stems frorﬁ the phenomenon of ducting (or Wavéguide effect) experienced |
when radio waves that enter the layer at appropriate angles of incidence

- are trapped within the layer and travel within it over long dista.x;xcés'. The
duct ac;ts as a waveguide (with imperfect walls). An estimate for the |
wave-lengths best sustained for a given duct height d is

A< XA =0.014 d?’/2
max

where )\ is in centimeters and d fs in feet. For example, Xmax'—' lcm
for d = 20 ft and >‘max= 10 cm for d = 80 ft. :Ihe ducting phenomenon is(
important mainly for microwave frequencies because the depths of atmo-
spheric ducts are generally of the order of 100 ft. The above limi’g on

trappable wavelength is only a nominal cutoff. Radiations.of longe'f

74



wavelength may also be {rapped but they will suffer gréater atteziu'atit.)n.._

Only partial trapping may occur at wavelengths of shorter than centimetric

values.

For ground c_hicts, if the transmitting and receiving
antennas are within the duct, attenuation can be as low as 5 dB per
100 miles for the trapped mode calculated by the formula given above.

However, the attenuation at the interfaces may be very high.

In the case of an eleva.fed duct the radiation may suffer‘:
an attenuation at the interface of the walls of the duct. Elevated ducts
are usually encountered at elevations of 1,000 to 5,000 feet. Small
changes in the elevation or structure of the layer can cause large
changes in the phase of the duct-reflected ray relative to the direct ray

at the receiver.

4.2.2. Atmospheric-Multipath

It is a well-established fact that rapid variations with
. height in the refractive index of the atmosphere, caused by atmospheric
stratifications which usually prevail during windless summer nights,

give rise to more than one radio path through the air between transmitter

and receiver at microwave frequencies (gsee Fig. 4.13(c)). Experiments’
conducted w;‘.th very short pulses over a 22-mile G/G path at 4,000 MHz
have revealed the occasional appearance of two and sometimes three or '
more paths with path length differences ranging to a maximum observed'
value of 7 feet. The strength of the various pé.ths‘and their pathlength |
differences were observed to change in a mat“cer of minutes and at times
none of them was identifiable as the "main" pa’;h . In another series of
experiments using vertical angle of arrival measurements, it was
observed that daytime transmissions'were via} a single path. WNight time |
transmissions in these same experimen)ts featﬁred the appearance of two
" rays whose vertical angles of arrival differed by a maximum of about
one-half of a degree and sometimes three rays 1/4 of a degree'apé:'rt.
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Path dlffercnces of up to 11 feet were also reported. In all of these |
experiments the roughness of the lntervenmg ground and the presence of
vegetation precluded the presence of ground-surface reflections of any

consequence (the effective reflection coefficient was about 0.2).

In G/G links, the measured statistics of the envelope
fluctuations of the signal under conditions of severe multipath resulting
in sharp, deep fades are closely approximated by the Rayleigh distribu-
tion. This is-brought out in Fig. 4. 14, When fewer thah 4 significant
paths account adequately for the fading, the Rayleigh distribution will
not provide a satisfactory approximation. Figure 4. 14 presents distribu-
tions that may be used in predicting the performance for most cases with

acceptable accuracy.

4.3 Mathematical Models of Tropospheriec
LOS Propagated Signals-

~ The propagation data gathered to date from extensive,
well-performed and well-analyzed field measurements, and abstracted ‘
in the preceding sections, enable us now to folr.'mulate the mathematical
models of propagated signals, and hence the functional operations needed

for laboratory synfhesis of the propagation effects.

4.3.1 Synthesis of Direct LOS Path Propagation Effects

From the data presented in Section 2.1, it appears that
if the signal

- 4.2
ein(t) cos wot .. (4. 2)

is radiated by the transmitting antenna, the signal received over a direct

line-of-sight path can be expressed as '
ed (t) = V(t) cos [w t+¢ 1)1 . (4_ 3) .

where V(t) represents the fluctuating envelope and <{> (t) the phase ﬂuctua-

tions. Note that we can write

bo(t) = be, (8 + b, (1) T Y

slow
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where ‘bfast(t) represents the relatively rapid "instant-to-instant' phase
fluctuations, and ‘bslow(t) represcnts the relatively slowly fluctuating
average value (over a few seconds) of the phase. From Figs. 4-3 and 44,

it is apparent that

bf‘zst () << 1 (4.5)

| but that bslow(t) may actually amount to relatively large drifts (up to a
~fewtimes 27 or more depending upon the path length and the operating
frequency) in a period of minutes. For two different operating frequehcies A
fol and -f o We would expect from Eq. (4. 1) that 1f¢ (t) k=1 or 2,
. represents the total phase fluctuations in Eq. (4 3), then

$,ot) = (fz/fl)éol(t)' (4. 6)

The mean squared value of the phase fluctuations contributed
by a particular range of fluctuation frequencies can be determined as the
area between the spectral density curves and the portion of the horizontal
axis covering the specified range of frequencies in Figs 4-6 and 4-1,

For the range from 10 2Hz to 10 Hz the results are 5.1 X 10 (ppm)2
for Fig. 4-6, and 1.7 X 10~ (ppm) for Fig.4-7. TFor a 30 km path and
fo = 10 GHz, the rms phase fluctuations are about 26° for Fig. 4-6 and
15° for Fig. 4-1.

The probability distribution law that governs the instantaneous
values of the phase fluctuations can be surmized as follows. We first
associate the faster ﬂuctuatlons represented by ‘bf t(t) with the random
fluctuations of incremental contributions from successwe spatial regions
traversed by the signal over the propagation path. The slower drifts _

. represented by cbslow(t) are thexr a‘ssociafced wi:c}l the relatively slow
variations in the delay characteristics of larger spatial regions containing
the path. If we further assume that the more rapidly variable incremental

delays that make up d)fast(t) are independent for the successive parts of
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the traversed path, and that they are all comparable in 1mportance, then '
the central limit theorem suggests that the instantaneous values of <]>f t (t)
obey a gaussian probability density function restricted practically to within
an interval of width 27. The total phase fluctuation {)o(t) can therefore

be treated as a gaussian process added to a slowly fluctuating median

represented by & (t). For typical G/G path lengths (nominally 30 km)

slow
the total mean squared value of bo(t) is small compared with unity, and
the statistics of the bo(t) process can be considered gaussian for intervals

1

of many minutes.

The intensity of the envelope ﬂuctuatieh pi‘ocess carried |
in V(t) can also be estimated from the records in Figs. 4-3 and 4-4, |
" Specifically, for the X-band siénal (9.6 GHz), Fig. 4-3 suggests a dynamic
range of about 11'dB for the envelope fluctuations; with the fluctuations
falling within a range of about 6 dB most of the time; the corresponding
numbers from Fig. 4-4 are about 7 dB and 4 dB, respectively. The mean _ -
squared values of the envelope fluctuations can' be determined as the areas
between the spectral density curves and the horizontal axis in Figs. 4-8

and 4-9., The numbers for the various cases are listed in Table 3.

The probability distribution law governing the envelope
fluctuations in V(t) can be surmized from the phenomenological cause of
the fluctuations. Thus, if the phase fluctuations are correctly attributed
. to the time variations of the spatial-mean refractive index, mn(t), the
envelope fluctuations must be attributed to the attendant time variations
of the ’Spatial-mean atmospheric absorption over fhe traversed path. The‘
total attenuation sustained at a given instant of.time may be considered as
the result of a large number of 1ndependent1y variable elemental attenua-
tions sustained in cascade alond the ’graversed path. If the component
increments of attenuation mtroduced over various parts of the propagatmn
path are expressed in dB, the total attenuation in dB will be the sum of a

large number of independent random components, the properties of each '

i
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of which becomes lost in the properties of the total. From the central
limit theorem, this concept of the composition of the total attenuation
along the path suggests that the statistics of the envelope fluctuations
should be log-normal; i, e., the fluctuations exEressed _1_r_1_ dB should be
characterized by a gaussian probability distribution function. Specifically,
if Vt represents the value of V(t) at a particular instant of time, t,

and if

at = 1n Vt (23)

then at is a random variable with a gaussian probability density function

. (a-m )’/ 20
p(x(A) = Uu~f2_7f‘ e —~w<A<» (24)

where m, is the mean value of In V, and Ty is its variance, Accordingly,

it is readily shown that

.
-(Inv -m ) /202

p.,(v) = —1— . o o

\' vcaﬁﬁ , v=0 (25)

0, otherwise

4.3.2 Coherence Bandwidth and Fading Rate Estimates

It is of interest at this point to introduce two important
parameters, review their significance, and present estimates of them

for LLOS propagation. *
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In general, the coherence bandwidth of a propagation medium,l
as seen through the output terminals of the receiving antenna, may be ‘
defined as the maximum frequency range over which a desired degree of
correlation (or phase coherence for some applicatibns) is maintained
among the transmission fluctuations of component sine waves., Thus all
frequency components of a signal would fluctuate practically in step
if Vthey were contained within the coherence bandwidth, and the channel
differential propagation effects upon link perfofmg.nce would then be

considered negligible, or within tolerable boungs.

For most specific communication link applications, however,
| .

" the definition of coherence bandwidth should be in terms of allowable

degradation of performance; e. g., in terms of ’
" 1. Intermodulation distortion for EDM/ FM
2, Intersymbol "cross-talk"
3. Average probability of error
4, rms v"alue of instantaneous phase difference
of responses to two sinewaves (carriers or

subcarriers) of different frequencies.

In the type of space links of interest in the present study
- 'there is considerable emphaéis on maximum usable data rate. Accordingly,

coherence- bandwidth should be defined on the .ba.sis‘*of 'am. allowable“-
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degradation in performance s

“®

a. due to intersymbol interference, and

b, due to reduction in the mutual cohcrence
between a sync re_ference, or a carrier
reference, and the signal components
at the frequencies most removed from
the reference.

Inasmuch as the limitation on coherence bandwidth can
ultimately be traced to, or at least be considered to result from, inter-
ference among a multipiicity of propagation paths with different delays
and randomly time-variant characteristics, the coherence bandwidth
is inversely proportional to the dela:ly spread (or ""duration' of the impulse
response) of the medium. The proportionality "constant' differs from
application to applfcation, and is criticalljr dependent on whether the
impulse response of the medium is a single-pulse-like waveform, or
a combination of separate, distinct and time-spaced pulses., Computations -
of probability of error in binary signal reception and intermodulation
distortion in tﬁe reception of FDM/FM signals over channels characterized .
by "'single pulse'' type impulse responses have shown that for reasonable
engin'eerihg criteria of allowable performance degradation, the coherence
bandwidth will be roughly one-tenth or less of the reciprocal of the
difference between the times of arrival of the earliest and the latest

significant paths. -

The fading rate (fading bandwidth, frequency smear or

doppler Spread) parameter is a measure of the bandwidth of the received ;

waveform (the channel response) when the inpuf to the channel is a pure
- sine wave, Thus, this parameter measures the nominal width of the
dispersion in frequency experienced by each individual frequency

'l component in the transmitted signal; it is a meéasure of the nominal
‘rate at which the fluctuations in the channel, and hence the received

' signal perturbations, occur.: When the test signal at the channel input
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is a pure sine wave, the fading rate of the channel response to this test

signal is completely determined by the relative motions of the various

multipath-generating physical entities (reflectors, scatterers, boundary
surfaces, etc.) and by the changes (if any) in the relative velocities of

propagation over the various paths.

For microwave line-of-sight propagation between terminals
at least one of which may be in motion, the coherence bandwidth and
the fading rate depend on the hop length, the conditions of the intervening
terrain and atmosphere, the antenna directivity characteristics and
orientations, and the motions of either terminal and of the causes of the
multipath. Thus, these gross transmission parameters are themselves
random variables that, strictly speaking, can only be specified in

statistical terms.

Fading rates attributable to the atmospheric refractive
effects, in the absence of multipath, can be estimated from the spectral
density plots in Figs, 4-6 and 4-7 for the phase fluctuations, and
Figs. 4-8 and 4-9 for the envelope fluctuations. Note that the phase
spectral density plots are in terms of parts per million, and that
rescaling of the vertical axis for particular link lengths and operating
frequencies is necessary prior to estimating the fluctuation rate in terms
of the fluctuation frequency beyond which the phase-fluctuation spectral
density would be considered negligible. The explicit formula for con-

verting from parts per million (ppm) to phase change A¢ in radians is

A =108 (ppm) 2t (L/c)
where fo is the operating frequency in Hz, L is the nominal path length
and c is the velocity of electromagnetic propagation in the medium,.
Consequently, conversion of the x;ertical scale in Figs. 4-6 and 4-7 from
(ppm)z/Hz to (rad)z/Hz can be accomplished by multiplying the

present ordinate readings in those figures by

ax 10 M foz(L/c)z

For example, if f,=2.3 GHz and L = 300 km, then the multiplication

factor is 2. 116 x 102,
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4.4 Measurement of Channel Transmission Characteristics and
Parameters

The multipath structure, delay differences, properties of signals
received over individual paths, and the various gross transmission parame-
ters of a channel can all be determined experimentally by means of
abpropriately chosen test signals. The two basic test signals for propaga-

tion media (as for all lin ear media) are the impulse in time(or very short

pulse) and the impulse in frequency (or the sinusoidal time function).

In principle, either type of signal is sufficient for a complete characterization
of linear channels. In practice, the choice of test signal design is based
largely on considerations of implementation and data handling requirements.
For example, the short pulse is often the natural choice for isolating directly
the various mechanisms of propagation leading to diff;erent paths and for
bringing out the delay spread characteristics of the channel. The sinusoidal
carrier is ﬁseful both for analysis of multipath structure and quite naturally
for exploring directly the statistical properties of amplitude and phase fluctua-
tions 6f a propagated signal that can be attributed to the channel variations.
Channel measurements for characterizing a channel in terms of the perfér-
mance characteristics of particular communication techniques require special

types of modulated signals, as we shall elaborate later on in this discussion.

4.4, 1 Basic Test Signals and Related Objectives for Channel
Characterization Measurements®

A number of basic test signals of special importance in channel

characterization measurements will now be listed along with the channel
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characteristics that are naturally brought out by each,

a. Single short pulse for bringing out:

(1) Impulse response and its gross characteristics,
such as general appearance, duration or
multipath spread;

(2) Multipath structure;

(3) Delay characteristics of individual paths
(arrival times and their distributions);

(4) Amplitude distribution of isolated paths (when
these are discernible) or of the envelope of
the resultant impulse response, including such
gross features as envelope peak.

b. Single sinusoid to determine:

(1) Statistics of the envelope of the received
signal; and

(2) Statistics of the phase and frequency of the
received signal.

For (1) and (2):

(2) Parameters of short-time averages
(first~order statistics);

(b) Parameters of short-time joint
distributions (mainly second order,
although higher order would be
important to check a gaussian model),
particularly autocorrelation or power
spectral density (which brings out the
fading bandwidth).

c. Two short pulses separated in time

(1) At same frequency to determine:

(a) Self-decorrelation (time constant, etc, );
and

(b) Other characteristics of the dependence
of the impulse response upon the time
of application of the impulse,
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(2) At different frequencies to determine
decorrelation as a function of frequency
separation,

d. Two sinusoids at different frequencies to determine:

(1) Spaced-frequency correlation (which brings
out the coherence bandwidth and diversity
bandwidth),

(2) Spaced-frequency, spaced-time correlation,

4,4.2 Measurement of Multipath Structure and Characteristics

" A. Impulse Response Tests: If very narrow, widely spaced pulses

of RF are radiated, the receive_r will receive more than one pulse, in
response to each radiated pulse, if multipath is present. Each received
replica of the same transmitted pulse will correspond to one path, and the
paths can be resolved if their delay differences exceed the duration of the
transmitted pulse, and if the receiver bandwidth exceeds a few times the
reciprocal of the pulse duration. In this way, resolvable paths can be
studied, andA their relative amplitudes and delay differences measured
directly.

B. Sinusoidal Carrier Tests: Two types of CW signal tests can be

considered for the measurement of multipath characteristics. These can be
listed as
(a) Single-frequency tests, and

(b) Multiple-frequency tests, by means of
(i) a frequency-swept carrier, or

(ii) a carrier amplitude-modulated by a
number of tones, suitably spaced in
frequency.
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Single-frequency tests can be performed directly on a radiated
carrier. The statistical characterization of fading by means of a single-
frequency test signal has already been discussed in Section 4. 3. 2. We now
discuss the use of such a signal for measuring the characteristics of
specular multipath, For this purpose, consider the situation in which the
signal is received via two specular paths with amplitude ratio, a, and delay
difference, td’ so that the resultant carrier component can be expressed as

E_ cos (wct + ¢C) + aES cos [wc(t - td) + {)c]

-1 asmwctd

1+acos wct

= E j1+a2+2ac03wt cos|w t+¢ -tan
s cd c c

d

The envelope function

/1 +a2+23“cosw t
cd

fluctuates with wct for each fixed value of a. The peak-to-peak excursion

d

of the envelope is

E [V®)] -vi)| ] = 2aE

max
The envelope drops from a maximum to the next minimum through a change
of 7 in wct

Such a change in wct may be effected either by changing the

d’ d
location of the receiving antenna in order to change t q °r by changing the
operating test frequency W, For a nominal frequency of 125 MHz, td need
only change 4 X 10_9 sec (or 4 nanoseconds) to bring about the change from
an envelope maximum to a minimum, Since 1 nanosecond of propagation
time corresponds to approximately 1 foot of path-length difference, such

changes in path length difference may be expected to result from
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displacerne‘nts of the receiver position within a volume in which a and Es
may be expected to be nearly constant or independent of receiver changes
of position for operating frequencies of 100 MHz or more., In this way, the
amplitude ratio, a, of the two paths can be measured from the difference
between a maximum and the next minimum of the envelope. |

If more than one specular path is actually present, we may again
expect that the fluctuations of the envelope over a traversed volume in
which the signal level and the relative amplitude ratios would remain nearly
constant can be used to determine the relative path amplitudes by numerically
fitting the observed envelope curve to a curve obtained by combining a
number of paths. This may be done expediently by assuming a suspecte»d
number of paths, writing the general expression for the envelope and
generating a number of simultaneous equations equal to the number of
unknowns. by numerical substitutions from the measured envelope curve.

Note that the desired change of 7 in wct can also be effected

d
either by sweeping w, Oover a suitable range or by introducing other com-
ponents at suitably spaced frequencies by means of amplitude modulation by

discrete tones., This would allow both aand t to be determined from the

d
readings on the changing envelope of the frequency-swept carrier, or the
simultaneous readings on the envelopes of the separate components at the
different frequencies. This method can’ be extended to the case of more

than two paths by the technique of setting up systems of simultaneous

equations, as before, or by the choice of modulation tones that could be
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adjusted to cancel out the contribution of particular specular paths to the
resultant signal.

C. Simultaneous Pulsed and Sinusoidal Carrier Tests: The pulsed

and sinusoidal carrier tests can be performed simultaneously without any
significant mutual interference, The results of the two types of tests can
be used to check one ano.ther, or can be combined to improve the quality of
the measurement results, when the paths can be resolved with the pulse
tests. ‘The pulse measurements also yield directly the number of significant
paths present, their delay differences, their amplitude ratios, and any
observable delay spread for individua‘i paths. This information can be
employed directly to guide the data reduction and computational tasks of
the frequency-envelope measurements. The sinusoidal carrier measure-
ments can also be used to resolve the multipath structure even when the
pulse equipment employed is incapable of resolving these paths. Finally,
the single-carrier technique is particularly suited to the investigation of
scatter-type, or diffuse, paths as previously explained in Section 4. 3. 2.

4.4,3 Measurement of Gross Channel Parameters

We shall now state briefly how the various gross channel parameters

defined in Section 4. 3.2 can be measured,

A. Measurement of Coherence Bandwidth

General Interpretations of Coherence Bandwidth, - For some
applications the coherence bandwidth should be defined in terms of

properties of the cross-correlation of corresponding aspects of the
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responses to two sinewaves (carriers or subcarriers) of different frequencies;

e.g., cross~-correlation of
Total or ""complex' responses
Envelopes of responses

Instantaneous phases of responses

> W N

Instantaneous frequencies of responses,
For most applications, -however, the definition of coherence bandwidth
should be in terms of allowable degradation of performance; e, g., in terms

of
Intermodulation distortion for FDM /FM
Intersymbol "cross-talk'

Average probability of error

B W N

rms value of instantaneous phase difference
of responses to two sinewaves (carriers or
subcarriers) of different frequencies.

General-Purpose Measurement, - Apply a sinusoidal carrier

with a constant amplitude at the transmitting end and sweep its frequency at

an fm Hz (1 or a few kHz) rate with a peak frequency deviation of AF Hz that
assumes well-calibrated values. For each value of AF, detect the envelope

of the received signal and measure the fm kHz component in it, A back-tp-
back measurement should first be made to establish the residual FM-to-AM
conversion in the equipment itself, Aqy increase over this value when the
signal traverses the medium will result from the channel frequency selectivity.
The value of 2AF that results in some specified increase in the fm level in

the signal envelope is a measure of the coherence bandwidth of the trans-

mission medium,
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Analog Transmission, - Use FDM/FM with frequency deviation

of + AF Hz. Fill the subchannel space with white noise leaving a slot in a
desired space. Measure the intermodulation products within the slot in a
back-to-back arrangement to determine the equipment contribution, as a
function of AF., Transmit the signal over the channel and measure the
increase in intermodulation products as a function of AF.

From the resulting curve of intermodulation distortion vs,
AF and the relation of bandwidth occupied by the signal to AF, the coherence
bandwidth can be defined as the bandwidth corresponding to the AF that
raises the percentage intermodulation distortion by a specified amount,

Digital Transmission, - Repeat the steps of the preceding

measurement with bit streams for digital transmission and use a specified
average bit error probability as the performance criterion. The bandwidth
occupied by the signal when a specified degradation is encountered in the

average bit error probability is the coherence bandwidth of the medium,

B. Measurement of Fading Rate or Fading Bandwidth
One measure of the fading rate is given by the number of times
per sec that the carrier envelope crosses its median level with a positive.
or a negative slope. The determination of this number may be made either
from a recording of lthe envelope of the channel response to a constant-
amplitude input sinusoidal carrier, or it can be implemented electronically
by means of a heavy clipper followed b)‘r a differentiator, a polarity selector

and a pulse counter, cascaded in the stated order.
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Another measure of fading rate is the width of the received carrier
envelope spectral density., This spectral density is determined by measuring

the envelope correlation coefficient

E{t) E(t+T1) - E(t)2

p(T)

E%(t)
The Fourier transform"of p(7) yields the desired fluctuating-envelope gpectral
density funcAtion
So. eny, @ = F (o(n)]
The fading rate is a measure of the bandwidth of S ) (f).

As an illustration, empirical results for a troposcatter medium

show that a fit of the form

(1) e-(‘r/‘ro)n n=oc¢/T +c
p ’ o' o 1
can sometimes be achieved, where

T = correlation time for a drop in the value of

p(T) to 1/e, and
<, and ¢ ) are parameters that depend on the
carrier frequency.

Thus, the general procedure for fading rate as a measure of fading
spectral width can be summarized by the following steps:
(1) Measure p(T).

(2) Fit the empirical points into a suitable curve,

*

(3) Fourier transform the empirical curve to
obtain S (f).
c,env,

3

(4) Obtain the desired measure of spectral width,
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C. Measurements on H(jw, t)

The amplitude characteristic |H(jw, t)| can be determined for

~ short intervals (milliseconds) by transmitting a constant-amplitude test
signal with a repetitive linear frequency sweep covering a desired frequency
range. The envelope of the received signal will give a very close approxi-
mation to IH(jQ, t)| for intervals of one pé'riod of the repetitive frequency
s:ﬂeep if this period is sufficiently short.

Alternately, a set of discrete frequencies is used as the test
signal, spaced by appropriate frequency increments and covering a desired
frequency range. The envelopes of the individually observed components at
the receiver reveal !H(jw, t)l at the transmitted frequencies. The desired
test signal may be generated by frequency modulating a carrier by a single
tone, and adjusting the gains for the detected tone envelopes at the receiver
in inverse proportion to the relativé Aamplitudes of the spectral lines of
interest. The same signal may also be generated locally at the receiver
and used to shift each of the individual doppler-spread spectral lines in the
received signals down to zero center frequency for determination of the
spaced-frequency complex-envelope Acorrelation function.

The phase stability of the medium may be measured by trans-
mitting a test signal made up of one or several frequency-spaced carriers and
returning this signal back from the receiving system by means of a coherent

A 3

transponder in one of two forms:
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(a) either on a subcarrier modulated on a carrier
that is coherently related to the received-signal
carrier by a fixed frequency ratio; or

(b) with a direct fixed frequency multiplier on the
entire signal,

Comparison of the transmitted signal components with the returned signal
components yields the one-way (for (a)) or the two-way (for (b)) phase

instabilities of the medium at the frequencies of the signal components

employed.
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5. IDENTIFICATION AND SEPARATION OF CAUSES
FROM MEASURED RECORDS OF INSTABILITY
The various causes of instability discussed in the preceding sec-
tions are generally characterized by partially or totally overlapping spectra.
The basis for identifying and separating the effects of such causes lies in
the facts that

a) The spectral signatures (or functional dependence of the
spectral density functions) of the instabilities associated
with the various causes portray differences that are to
some extent distinguishable,

b) It may be possible in some cases to assume that each of
the causes becomes predominant in its effects over all the
others at an identifiable and separate stage of a mission.
Thus, measurements made while the spacecraft is on the launch pad
should bring out functions 4>(t), 4)(1;), S(b(f), SJ)(f) and probability density
functions of envelope and phase that are each characteristic of what should

be attributed to the source instabilities.

The tropospheric propagation effects may be anticipated and
bounded functionally and quantitatively from the empirical data covered
in Section 4. The troposphere is estimated to have an effective vertical
depth of about 10 km when the spacecraft is beyond the earth's atmosphere.
The estimated path length through the troposphere depends, of course, upon
the angle above the horizon and the range to the spacecraft before it leaves
the earth's atmosphere, Direct measurement of the perturbations due tvo
the troposphere during the ascent phase may be handicapped by the
presence of rocket-exhaust plasma trailing the ascending vehicle. The
deterministic parameters (spectral densities, probability densities,
dynamic ranges, etc.) should be predicted, with the aid of the existing
empirical data, from a knowledge of the position or trajectory information

of the spacecraft.
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The principal effect of the ionosphere at S band frequencies is upon
the polarization of the propagated wave. The effect of fluctuations in polari-
zation may be significant at the levels of perturbation of interest in a study
of signal instabilities, when the electromagnetic wave is linearly polarized.

When the spacecraft is so far away that the received signal level
relative to the additive noise density is not sufficiently high, the perturba-
tions introduced by interference from the additive noise may well dominate

all other effects.

Finally, fluctuations introduced by multipath effects are generally
noticeably different from the relatively small, ''grassy' looking effects of

other phenomena.

5.1 General Measurements on Narrowband Signals

The measurable parameters that bring out the instability charac-
teristics of a signal are:

(a) Instantaneous phase or frequency fluctuations

(b) Instantaneous envelope fluctuations

(c) Instantaneous amplitude of components obtained by resolving

the signal cophasally and in quadrature with a reference
stable carrier at some convenient frequency.

In situations where it is known a priori that the envelope of the signal
from the original source should be constant, any observed envelope fluctuations
can be attributed directly to the effects of external causes of instability, such
as additive noise and propagation perturbations. In situations where it can be
assumed that the effects under consideration are relatively small, a number

of interesting observations can be made.

First, the sum of a constant-envelope signal and a relatively weak

noise can be expressed in the form .

E_cos[w  t+ d)osc(t)] + n(t)

=E [ 1+ nc(t)/ES] cos [w

t+4¢

- nq(t) sin [wosct+ d

(t)]

oscC 0oscC

(th

0oscC

98



~E [ 1+ nc(t)/ES] cos{w _t+ ¢Osc(t) - nq(t)/ES] (5.1)

S[ 0oSscC

where n(t) has been resolved into two components, one instantaneously co-
phasal with the signal with an instantaneous amplitude nc(t), the other
instantaneously in quadrature with the signal with an instantaneously ampli-
tude nq(t). Equation (5. 1) shows that the envelope fluctuations under condi-
tions of constant envelope signal and relatively weak noise, are approximately
given by nC(t). Note that if d)qsc(t) is slow relative to the nc(t) and nq(t)
fluctuation (i. e., of much narrower bandwidth), and if the spectrum of n(t)

is completely to one side or the other of the frequency w,s then nc(t) and nq(t)
are Hilbert transforms of each other. This signifies that under the condi-
tions stated, the instantaneous envelope fluctuation waveform, normalized
relative to the signal amplitude, is the Hilbert transform of the component

of the instantaneous phase fluctuation waveform that is due to the additive
disturbance. This fact provides an interesting method by which d)osc(t) can

be isolated from the total phase fluctuation of the resultant signal in Eq. (5. 1).
More generally, if we write

n(t) = nC(t) cos wct - nq(t) sin wct (5.2)
and if the spectrum of n(t) falls on both sides of @, let
nc(t) = nu(t) + nﬁ(t) (5.. 3)

where nu(t) is associated with the spectral components above w and ng(t)

with those below wc. Then it can be shown that

nq(t) = nu(t) - nﬂ(t) (5. 4)
where the ""hat" denotes '"Hilbert transform of." But

~ — ~ + )

nc(t) nu(t) n, (t)

This shows that when the spectrum of n(t) includes components on both sides

of QC, ﬁc(t) # nq(t).
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Suppose we now add a very stable local oscillation
eﬂo(t) ) Eﬂocos(w£o+ cl)ﬂo) (5.5)

to the unstable received signal, es(t), such that w, 1is a frequency above

g0

the highest frequency of interest in es(t), and E o is much stronger than

£
the amplitude of es(t). The sum can be expressed as

1]

e(t) eﬁo(t) + es(t)

[E, * s(t)] cos(wﬂo+ d)ﬁo) + 5(t) sin(w, + 4)20)

~[E, +s(t)] cos[w, t+ ¢£O+ §(t)/E£O] (5. 6)

The OIMS can be used to measure s(t) and §(t)/ES. This together with the
fact that

"

e (t) = s(t) cos(w, t+ 4)1)_0) + 8(t) sin(w, t+ 4)20)

\/sz(t)+§2(t) Cos[w£o+¢£o_ tan_1 Es%f))] (5.7)

yields an alternate method for measuring the instability characteristics of

es(t).

One way to separate the effects of additive noise from those of the
source and propagation instabilities is as follows. First, let the sum of
oscillator signal and additive noise in Eq. (5. 1) be amplitude limited and the

result expressed as
e (t) = cos[w__ t+ 4’0 + d)osc(t) + ¢add(t)] (5. 8)

where d)o is a random variable, d)osc(t) is a sample function of the random
process that represents the inherent phase instabilities of the source, and
d)add(t) is a sample function of the random process that represents the
additive effects. Next, note that if the instantaneous frequency fluctuations,

dogc® + ¢

(t), are detected by means of an OIMS, then the following

osc add
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assumptions can usually be made:

a) the spectral density function of cbadd(t) goes to zero

at f = 0 most often as fz ;

b) the spectral density function of (bosc(t) is nonzero

atf = 0,

Thus, lowpass filtering the instantaneous frequency fluctuations with an
essentially flat response below one, or a few, Hz and an abrupt cutoff
above it, and the complementary highpass filtering should yield fluctuations
passing the spectral density functions of ;t)osc(t) and ;badd(t) respectively.
Such filtering is best done digitally.

5.2 Measurement Techniques with the OIMS

This section describes the measurement techniques which are
recommended for use with the Teledyne ADCOM Model G-150 Oscillator
Instability Measurement System (OIMS). For specific details of the OIMS

the reader is referred to the instruction manual for this equipment.

5.2.1 The OIMS Equipment

Tﬁe OIMS was developed to fulfill the need for the real-time extrac-
tion of the instantaneous phase and frequency fluctuations of high-stability
frequency sources. It provides simultaneously three outputs in the form of
calibrated voltages that are prOporfional to the phase, frequency, and

amplitude of the signal under test.

The basic operation of the OIMS is the quadrature and co-phasal
comparison of two signals--the signal under test and the internally generated
and processed reference signal. The quadrature comparison provides the
phase-fluctuation voltage, high-pass filtered by the PLL operation of the
OIMS, thereby eliminating large, low-frequency phase excursions and
allowing far greater sensitivity for phase fluctuation rates above one Hertz,
The derivative of the quadrature comparison provides the frequency-

fluctuation voltage, low-pass filtered by the PLL operation of the OIMS,
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thereby eliminating a large amount of high-frequency noise for frequency
fluctuation rates above a few hundred Hertz. The co-phasal comparison

provides the amplitude-fluctuation voltage.

The three output voltages of the OIMS, which are proportional to
the fluctuations of the signal under test, also contain the fluctuations of the
reference signal and its processing by the OIMS. For most situations, the
fluctuations of the OIMS and its reference signal are so much smaller than
those of the signal under test that they may be ignored. For those few
situations where the fluctuations of the signal under test are comparable
with the residuals of the OIMS, reference should be made to the calibration
procedures in the instruction manual and also comparisons between similar
units should be made.

The parameters of voltage and frequency for the signal under test

are specified in detail in the instruction manual.

5.2.2 Spectrum Analysis of OIMS Measured Fluctuations

The use of spectrum analysis on the output signals of the OIMS is
particularly appropriate since these signals are provided at calibrated
levels and with known and controllable frequency response. Equally
important is the fact that a properly presented spectrum can identify the
instability characteristics of a signal under test, as shown in Sec. 3 of

this report.

The most meaningful method of presentation for spectral power
density curves is a log-log basis with equal-weight decibel scales for
each axis. The horizontal or independent-variable axis will be a logarithmic
frequency scale or a linear scale in 10 logyyf where f is spectral frequency
or fluctuation rate in Hertz. The vertical or dependent-variable axis will
be a decible scale with the dimensim‘qs of dB (radiansz)/Hz for phase
spectral power density, qu (f) or dB (Hz 2)/Hz for frequency spectral
(217T )2 Sci’(f).

power density, S({f) =
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There are two basic classes of spectrum analyzers that need to
be differentiated for this discussion. These are the constant-numerical-
bandwidth (CNBW) and the constant-percentage-bandwidth (CPBW) analyzers.
The CNBW class includes most digital and all fixed-filter analog spectrum
analyzers., The CPBW class includes the tunable-filter, analog type spec-
trum analyzer. The reason for differentiating the two types is their
response to continuous or broadband spectra as opposed to discrete or
line spectra. The reaponse of a CNBW analyzer to a flat white noise
spectrum for example is a constant reading as a function of frequency.

The respénse of a CPBW analyzer to this same spectrum, however, is a
reading which is directly proportional to the spectral frequency being
measured, Each of these classes has its particular advantages and dis-

advantages for the types of spectra encountered in this field.

Some of the expected characteristics of spectra that will be
encountered in oscillators and frequency-processing equipment in general
and in spacecraft systems in particular have been discussed extensively
in Sec. 3 of this report. Briefly, however, we expect to have both
continuous and line spectra intermixed. The continuous spectra will
have slopes of f_4, f—3, f—2, f_l, flat, f+1, f+2 corresponding to -40,

-30, -20, -10, 0, +10, and +20 dB per decade of spectral frequency. The
line spectral components mixed in with the continuous spectra make
analysis difficult since the line components require a fast response whereas

the continuous spectrum requires appreciable post-detection averaging

to reduce the fluctuations-thus causing a slow response,

The operating techniques that are peculiar to this type of
signal will be discussed below, It is assumed that the reader has fully
familiarized himself with the normal operation of the particular spectrum
analyzer being used. For more detailed background material, several
analyzer manufacturers publish handbooks or application notes on spec-

trum analysis which may be helpful in avoiding operation pitfalls.
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The use of a CNBW analyzer for mixed continuous and line spectra
requires great care in making the measurements. First it is assumed
that the output presentation of the analyzer is in the desired log-log form;
that is, amplitude in decibels as a function of frequency on a logarithmic
scale. If this is not the case, then it should be so instrumented with
suitable logarithmic converters on the linear outputs of the analyzer.
Whenever a linear operation analyzer is converted to logarithmic output,
due precautions must be takento ensure that the dynamic range, linearity
and offsets are not degrading the data. In order to separate the line
compohents from the continuous spectrum, a narrow analyzer bandwidth
is desired. On the other hand, in order to keep the peak-to-peak fluctua-
tions of the continuous spectrum measurement down to a reasonable value
the product of the analyzer's filter bandwidth and the post detection
averaging time should be about 100, but in any event not less than 10.
Therefore for narrow bandwidths such as 1 to 10 Hz the long required
averaging times push the sweep time required to cover a certain number
of bandwidths up to very long times. As a result, for spectrum analysis
with a sweeping type CNBW analyzer in the 1 Hz to 10 kHz range, the
following procedures are suggested.,

1. Select the sweep range to cover two decades of frequency.

(10 to 1000 Hz.)

2. Select a bandwidth comparable with the lowest spectral
frequency being measured. (10 Hz.)

3. Select an averaging time to give a time-bandwidth product
of 100. (10 sec.)

4. Select a sweep time slow enough so that line components
will not be widened due to the long averaging time.

5. Allow one decade of overlap between adjacent spectra for
adjustment of fit.

*

With these precautions the CNBW analyzer should give good results.

The use of the CPBW analyzer presents certain interesting

problems while alleviating others. First, as mentioned earlier, the
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bandwidth is a certain fixed fraction or percentage of the instantaneous
analysis frequency. Therefore the measured value of a flat spectrum
increases as 10 log f. This characteristic is a distinct advantage when
analyzing spectra with f-1 slopes since the resulting curve is flat. It is a
convenient statistical observation that a flat spectrum has the most

. -1
accurately estimated slope. Since spectra with f = slopes appear

frequently in measurements using the OIMS, the CPBW analyzer is
definitely advantageous for these measurements. Another advantage of

the CPBW analyzer is the faster sweep speeds which can be realized since
when the frequency is swept at a constant rate in logf then the number of
bandwidths swept per unit time remains constant, which is a desirable situa-
tion. One problem inherent in many CPBW analyzers is the wide skirt
response of the filter, a condition that results in line components

masking the adjacent continuous spectrum. Another problem is the varia-
tion in the peak-to-peak fluctuation for a continuous spectrum as a function
of analysis frequency. This condition is a direct result of the continuously
changing time-bandwidth product of the analyzer. A third problem is the
difficulty of quickly converting the measured spectral level of a continuous
spectrum into density. This problem is solved with the aid of Fig.5. 1.
The decibel values shown in this figure when added algebraically to the
measured spectral level at a particular frequency will give the spectral
density at that frequency. For a typical CPBW analyzer with 1/3 and

1/10 octave bandwidths the noise bandwidths are 23% and 7. 1% respectively.

For these values the correction equations become:

6.4 - 10 log f for 1/3 octave and
11.5 - 10 log f for 1/10 octave,

With these equations or Fig. 5.1, the conversion of a continuous spectral

measurement to spectral density can be readily accomplished.
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For either class of spectrum analyzer there are certain pre-
cautions which, if carefully followed, will result in better quality results
from the measurements. First, the OIMS d)M and FM outputs are cal-
ibrated in dBV/radian and dBV/Hz respectively. These scale factors when
subtracted from the analyzer's scale calibration in dBV will convert the
measured data into dB rad or dB Hz respectively. Since there are several
gain settings that can contribute to the final scale value, the settings of
all contributing controls should be meticulously recorded for every
measurement. Second, the data should be reduced by estimating the
straight line slopes and combining measurement ranges immediately after
the measurement is made if at all possible, If this is done much frustration
will be avoided by spotting questionable data while it is still possible to
re-do the measurement with revised settings or parameters in order to
improve the accuracy of the measurement. Third, if the conditions allow
it, measurements of both PM and FM spectra should be made covering
overlapping frequency ranges and one set of reduced data should then be con-
verted to the other, Note that:

2

2
X f2 in(Hz)2 = Sf(f) in (Hz) .

Hz Hz

This conversion will cross check the data and add tothe confidence level.
If these precautions are followed, the difficult task of obtaining good
quality spectral density measurements on signals that are difficult to

measure will be considerably eased.
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