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1. INTRODUCTORY STATEMENT OF PURPOSE 

The purpose of this final report, prepared under Contract 

NAS2-5337, is to present the results of the study phase of Phase I of the 

contract. 

ization of the causes of signal phase and frequency instability whose 

measurement is facilitated by the use of equipment called the Oscillator 

Instability Measurement System (OIMS). 

The study is concerned with the identification and character- 

The study includes: 

A. The necessary measurements to be made with the 
OIMS on the Pioneer E spacecraft (prior to launch) 
and at  the NASA Deep Space Station receivers in 
order  to allow separate identification of phase and 
frequency instability caused by the following phe- 
nomena: 

I .  Spacecraft oscillator 

2. Atmospheric multipath 

3. Scatter by atmospheric turbulence 

4. Fluctuations in time-variant spatial 
mean of the index of refraction 

5. DSS receiver under strong and noisy 
signal conditions. 

B. The development of procedures and analytical 
characterization necessary to separate the 
various phase and frequency instabilities 
determined from the OIMS measurements 
specified in A above. 
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2.  SURVEY OF CAUSES AND ASSOCIATED CHARACTERISTICS 
OF PHASE AND FREQUENCY INSTABILITY OF A 

RECEIVED OSCILLATOR SIGNAL 

The various causes of phase and frequency instability of a 

received oscillator signal a r e  listed in Table 1. 

istics (or  "signatures") of each of these causes determine their mea- 

surability and the ability to separate their effects on the measured 

parameters of the composite received signal. 

characteristics will now be made. The source and the receiver causes 

of instability are similar in character and they w i l l  be covered under 

one major heading in Sec. 3 .  

in Sec. 4. 

The special character- 

A brief review of these 

The propagation disturbances a re  covered 
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Table 1 

CAUSES OF PHASE AND FREQUENCY INSTABILITY 

1. Source Causes (Oscillator) 

1. 1 Internal Causes 

Flicker Noise 

Os cillat or Loop Nois e 

Power Supply Ripple 

1 . 2  External Causes 

Flicker Noise in Amplifiers and Frequency Processors 

Additive Noise in Output Stages 

Spurious Radiation Pickup 

(Mixers, Dividers, Multipliers, etc. ) 

2.  Propagation Effects (Transmission Medium) 

Variable Refractive Properties of Medium 

Scattering by Atmospheric Turbulence 

Atmospheric Multipath 

Re flection Multipath 

3 .  Receiver Causes 

Front End Noise 

Receiver Circuit Parameter Instabilities (e s s entially similar 
to those listed under Source Causes) 

4 



3 .  MODELS AND CHARACTERISTICS OF 
UNSTABLE OSCILLATIONS" 

Having identified in Table 1 the intrinsic causes of the instabilities 

that determine the phase and frequency e r r o r s  of reference oscillations, 

we now turn to the problem of mathematical modeling of unstable oscilla- 

tions and the characterization of instabilities caused by various mechanisms. 

There a r e  two approaches to the modeling of oscillations with 

frequency instabilities. 

approach and the black-box approach. 

These approaches may be called the causal 

In the causal approach, a functional structure of the oscillation 

source is postulated, and various causes of instability a re  identified and 

combined with an assumed ideal oscillation signal. 

centered on postulated occurrences within a box, and the consequences 

of these occurrences on the properties of the output signal a r e  then pur- 

sued. 

the instability, especially in the search for developing ultra-stable sources. 

The model is thus 

This approach is essential for an understanding of the reasons for 

In the black-box approach, the model is centered on the resultant 

disturbed oscillation at the output terminals of the box, the point where 

the oscillation is available to the user.  Thus, a number of output signal 

models a r e  postulated, their properties explored, and the actual source 

output is identified, their properties explored, and the actual source out- 

put is identified piecewise (for different frequency regions) with one 

(or  perhaps more) of these models. 

J, ' I -  

The material in this section is adapted from the paper "Short-Term 
Frequency Stability: Characterizatiol;, Theory and Measurement, by 
E. J. Baghdady, e t  al., Proc. IEEE, September, 1965. 

5 



3.1 Causal Approach 

In the causal approach to the modeling of unstable oscillations, two 

types of disturbances that give rise to frequency instability a r e  distinguished; 

namely, additive noise and multiplicative noise. In loop-controlled oscillators, 

the reference signdl input may also contain a non-negligible noise component 

added to the reference signal. 

Additive noise models take account of noise added to the oscillator 

signal either in the oscillator loop o r  in the buffer amplifier following the 

oscillator, as illustrated in Fig.3.1. The spectrum of this type of noise occupies 

a frequency region that often extends widely around the oscillator frequency. 

The noise introduced into (or originating in) the oscillator loop will  be called 

internal additive noise; the noise added in the amplifier following the oscil- 

lator will be called external additive noise. 

In addition to the additive noise near the oscillator frequency, multi- 

plicative low -frequency processes a r e  also present that effectively frequency 

modulate the oscillator. Examples of such processes a r e  current and voltage 

fluctuations (flicker noise), mechanical vibrations, temperature variations, 

etc. The deviation ratio of the frequency modulation caused by these processes 

is usually large. Consequently, the shape of the resulting r-f spectrum is 

essentially identical with the shape of the probability density function of the 

resultant baseband noise process. 
k 

6 



Oscillator Loop 

output 

Fig.3.1 Block illustration of an oscillator with a buffer 
amplifier, showing additive noise sources. 

ni(t) = internal noise source 

ne(t) = external noise source 

7 



3 .  1. 1 Additive-Noise Model: External Noise 

For  this model, it is assumed that the oscillator delivers a 

perfectly stable signal, to which relatively white gaussian noise is added. 

If the oscillator signal is expressed as 

e (t) = ACOSU t 
osc 0 

the additive noise may be expressed in the form 

n (t) = n (t) cosw t - n (t) sinw t e C 0 q 0 

( 3 . 1 )  

( 3 . 2 )  

where n (t) and n (t) are white gaussian processes. 

lator signal and the additive noise is 

The sum of the oscil- 
C 4 

e (t) = [ A  + nc(t)] cosw t - n  ( 3 .  3 )  out 0 0 

Since we a r e  dealing with very stable oscillators, i t  can be assumed that the 

r m s  value of the noise is much smaller than the r m s  value of the oscillator 

signal. Hence, only n (t) s ino  t influences the phase of e (t) significantly, 9 0 out 

and 
e (t) m A[ 1 + n (t)/A] cos { w  t + [ n (t)/A]} 
out C 0 4 

(3 .4)  

Thus, a relatively weak externally added noise component results in envelope 

fluctuations, n (t)/A , and phase fluctuations, be(t) , given by 
C 

( 3 .  5) 

If, over the frequency range of interest, the mean-square one-side spectral 

density of the added noise is No volts /cps, then the two-side spectral 2 

2 density of n (t) will also be N vofts /cps and the phase perturbations of q 0 
2 2 e (t) will  have a spectral density N /A rad /cps. The added noise will out 0 

8 



of course be modified by the r - f  filtering in the buffer amplifier. 

filtering restricts the bandwidth of the phase perturbations so that their spec- 

This 

trum is confined to 

fier r - f  bandwidth. 

output signal phase 

denotes one-half of 

a frequency region extending up to one-half of the ampli- 

Thus, the mean-square spectral density S (w) of the b 
fluctuations will  be a s  illustrated in Fig.3. 2,  where B c p s  

the amplifier bandwidth. 

a 

Since the instantaneous frequency fluctuations a r e  given by 

the time derivative of the phase fluctuations, the mean-square spectral 

density S'(w) of the frequency fluctuations is given by b 
2 s p 4  = s (a) ( 3 . 6 )  4 

In the present case 

2 2 
S i ( w )  = 0 N 0 /A , for 101 < 2rBa ( 3 .  7) 

If the r - f  amplifier frequency response beyond f 2 n B  

1 / w  , the mean-square spectral density of the frequency fluctuations will  be 

a s  illustrated in Fig. 3. 2. 

falls off faster than a 
2 

It is clear that this type of noise in unstable oscillator out- 

puts can be characterized by the following two gross  parameters: 

2 
a) 

b) 

The relative noise density. No/A . 
The buffer amplifier bandwidth 2 Ba . 

3.  1. 2 Additive-Noise Model: Internal Noise 

In this model the additive noise enters into the oscillator 

loop as shownin Fig. 3 . 3 .  The noise n.(t) is assumed white in a frequency 
1 

9 



Mean Square 

0 
0 2 i B a  

Spectrol 
Density 

0 2 i B a  0 

Fig.3.2 Example of mean-square spectral density of phase 
fluctuations due to additive external noise. 
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Fig. 3. 3 Block diagram of oscillator loop with internal 
additive noise. 
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region around the oscillator frequency. 

expressed in the form 

The additive noise n.(t) can be 
1 

n.(t) = V (t) cos[ w t + e (t)] (3. 8) 

Then the sum of the output 

1 n 0 n 

where V (t) and 8 (t) are low-pass processes. n n 

of the limiter and the noise is 

e (t) = e,(t) + ni(t) 2 

With V (t) << A almost all of the time, the instantaneous phase of e (t) is 

approximately [ w  t + b(t) + q(t)] , in which 

n 2 

0 

V,(t) 
q(t) = A sin[ +(t) - 

Thus the effect of the additive noise is 

e (tu (3 .10 )  n 

to introduce a fluctuating phase shift 

into the loop. 

equivalent phase modulator as in Fig. 3-4. 

Recognizing this, we can replace the adder in Fig.3-3 by an 

When the phase shift q(t) is equd to zero, the oscillator will  

oscillate at  the frequency for which the phase shift through the resonator is 

zero (i. e . ,  at its resonance frequency). 

duction of the phase shift wil l  change the oscillator frequency so  that the 

phase shift in the resonator is equal to -q(t) and the total phase shift around 

the loop is zero. 

oscillator frequency. In fact, Fig. 3 -4 represents the block diagram of a 

However, when q(t) f 0 ,  the intro- 

Thus the variati6ns of q(t) will cause fluctuations of the 

12 



Fig. 3 - 4  Equivalent diagram of the oscillator in Fig. 3 - 1  

1 3  



familiar frequency-modulated oscillator. In this case, however, the control 

signal V (t) sin[ +(t) - 8 (t)] is dependent on the phase &t) of the oscilla- n n 

tor signal. 

The frequency modulation sensitivity is determined by the 

phase slope (vs. frequency) of the resonator transfer function. Since the 

resulting frequency fluctuations will be small, only the part  of the phase 

characteristic near the resonant frequency is of interest. In that region the 

phase characteristic can be assumed linear. For a resonator represented 

by a single tuned circuit with a half-power bandwidth of BR cps, the phase 

shift h(t) caused by a small frequency variation around the resonant frequency 

is approximately 

Thus the phase condition for oscillations becomes 

(3.11) 

(3 .12)  

(3. 13) 

This is a nonlinear differential equation with random input that seems very 

hard to solve. However some observations about the mean-square spectral 

density of +(t) may be made. If, for example, +(t) was  absent from the 

right-hand side of Eq.( 3.13) then the mean-square spectral density of +(t) 

would be equal to the spectral density of rBR[ Vn(t)/A] sin en(t) ; i. e. , it 

would be white with a mean-square spectral density equal to (aB /A) N . R 0 

The presence of +(t) in the right-hand side will  spread out the spectrum 

h 

2 

14 



with a downward slope away from w = 0 .  Aside from the tendency for peaking 

at  w = 0 (because of the spectral convolutions associated with the nonlinearities 

inherent in  (3 .13)  ), 

lower than (nBR/A) No .  Since it seems reasonable to assume that this 

spectral density is approximately uniform over the frequency range of inter - 

est, we can express it as a ( n B  /A)  N , where (Y is a positive constant R 0 

smaller than unity. 

the general level of the spectral density of (b(t) will  be 

2 

2 

A s  in the case of the external noise it is clear that the ampli- 

fier following the oscillator will limit the spectrum of (b(t> essentially to the 

frequencies up to B cps. The appearance of the mean-square spectral a 

density of the phase and frequency fluctuations due to an internal noise source 

is shown in  Fig. 3 - 5 .  In the region where S'(f) is uniform, the spectrum of 

the phase is given by 
(b 

The above type of oscillator instability can then be charac- 

terized by the following parameters: 

2 a) The mean-square spectral density a ( n B  /A) N 

b) The buffer amplifier bandwidth 2B . 
Multiplicative Noise Model 

The frequency of an oscillator is always somewhat suscep- 

R 0 of the oscillator frequency fluctuations. 

a 

3.  1. 3 

tible to variations in circuit parameteFs. An ultra-stable oscillator is, of 

course, designed so that the sensitivity to the parameter variations is very 

15 



Mean 
Square 

Spectral 
Density 

2 
a(*& /A) N, 

Fig. 3-5 Mean-square spectral densities of phase and frequency 
fluctuations due to internal noise source. 
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small. 

constant as possible. 

variations in an oscillator a r e  temperature variations, voltage supply varia- 

tions, current variations, magnetic field variations, mechanical vibrations, 

etc. 

oscillator. 

hum o r  periodic vibrations) a r e  periodic functions and wil l  thus yield a d is -  

Considerable effort is also directed to keeping the parameters a s  

Examples of phenomena that can cause parameter 

These low -frequency processes essentially frequency modulate the 

Some of them (as  for example voltage supply variations due to 

crete mean-square spectral density for the oscillator frequency o r  phase 

fluctuations. 

that decrease monotonically with frequency. 

The other processes usually have continuous spectral densities 

The most common of the above processes a re  the low- 

frequency current fluctuations in the electronic tubes and transistors used 

in crystal oscillators. 

has a spectral density of the form S(w) = p / w ,  where /3 is a constant. 

the energy of the flicker noise must be finite, this spectral density must 

ultimately become flat a s  w -, 0 .  Thus, the spectrum of the frequency fluctu- 

ations resulting from flicker noise can be characterized by the gross param- 

eter p .  

This type of fluctuation is called flicker noise. It 

Since 

17 



1 3. 1.4 Loop-Controlled (APC and AFC) Oscillators 

There a re  two types of loop-controlled oscillators that a r e  of 

wide interest, namely, automatic phase -controlled reference oscillators 

(APC) and automatic frequency-controlled reference oscillators (AFC ). The 

performance of these systems in the presence of a strong reference signal is 

well-known: the instantaneous frequency noise caused by relatively white in-  

put additive gaussian noise is also gaussian with a mean-square spectral 

density that r i ses  as the square of frequency and is ultimately bounded by the 

filtering effect of the driving filter in cascade with the low-pass equivalent 

closed-loop system function. 

It is of interest here  to consider the situation in which the 

input reference signal, i f  any, is weak compared with the noise present. 

3. 1. 4. 1 APC Oscillator 

Consider the functional diagram of an APC loop shown in 

Fig. 3-6 :  Let 

(3 .  14) 

in which 

E = constant amplitude of input reference signal 
S 

&(t) = instantaneous phase fluctuations of input 
reference signal, 

h 

and n (t) and n c, i f  q, if (t) a r e  instantaneous amplitudes of cophasal and quadra- 

ture components of the input noise. Also let the oscillation be represented by 

18  



e os c (t) = E os c cos [w  osc t + Qosc(t)I (3 .  15) 

Under the assumption of stable feedback operation, and in the absence of 

spurious by-products in the output of the multiplier, we have, with w = w 
i f  osc’ 

(3 .  1 6 )  

where E3 denotes convolution and h 

filter. 

(t) is the impulse response of the low-pass 
QP 

The existence of a feedback steady-state condition in which Eq.(3. 1 6 )  

gives an adequate description of loop performance requires that 

If a perfect bandpass limiter operates on the sum of signal 

and noise before it is applied to the APC loop, Eq.(3. 16)  is replaced by 

where 

-1 nq, if (‘1 
E + n (t) s c, i f  

8n,if(t) = tan 

It is generally convenient to set  

( 3 . 1 9 )  

( 3 . 2 0 )  

k 

(t) combines all the distortion and noise products in the osc, n, d in which 4 
phase of the oscillation and 4 (t) represents a pure si’gnal term given by osc, s 

19 



$(t) €3 h 

equivalent strong-signal model of the closed-loop system. 

(t), h 
eq eq 

(t) being the impulse response of the low-pass linear 

When the input signal component is much weaker than the 

noise, Eq. (3. 16)  can be reduced to 

and c, if v (t) = n, i f  (3. 23) 

Formally, Eq. (3.21) differs from Eq. (3. 13) for the effect of an internal noise 

source only by the low-pass filtering effect h (t) . 
I P  

The introduction of a perfect bandpass limiter to operate 

upon the sum of signal and noise before the APC loop transforms Eq. 

(3. 24) 

In order to understand the significance of Eqs.(3. 21) and (3. 24) 

we first  note that in this discussion we are concerned primarily with the 

situations in which either 

(t) fluctuates much more slowly than 8 (t) 
+OSC, n, d n, i f  

(3. 25) 

or  (3. 26) 

These conditions correspond to an APC loop whose low-pass transmittance 

20 



to the phase of the oscillation attenuates strongly all frequencies that a r e  

not much smaller than the bandwidth of the i - f  system preceding the loop. 

Thus, under either of conditions (3.25) and (3.26),  Eqs. (3.21) 

and (3.24) can be approximated by 

and 

Integration yiel ds + 

hQp(u) @ x (u) du 
' o s c ,  n, d q, if 

in the absence of prelimiting, and 

(3. 27)  

(3. 28)  

( 3 .  29)  

(3 .  30) 

when the input signal plus noise is prelimited. Equations (3.29) and(3.30) show 

that irrespective of prelimiting o r  the lack of it, the APC loop treats the 

noise presented to it in an essentially linear manner with an equivalent 

linear filter system function given by 

H (s) = p a H  ( s ) / s  (3. 31) 
oQ QP 

as long as either of conditions (3.25) and (3.26) is satisfied. Note that H 

is the "open-loop" transfer function of the APC loop. 

(s) oQ 

Some remarks about the physical significance of the above 

results a r e  in order.  First, note that,H (s)/s has a pole at the origin as 
QP 

long as H (s) is not allowed to have a zero there. The effect of this pole 
QP 

2 is to cause IH ( jw)  I to weight a nonzer'o.b'ois.e density around w = 0 in a 01 
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hyperbolic manner. 

than IH 

allow the integral that yields the mean-squared value of the output noise to 

converge. The physical meaning of this is that although the mean value of 

‘osc, n, d 

unbounded excursions that require a re-examination of condition (3. 26). 

Physically, the oscillation beats continuously with the input noise. 

Thus, even though IH ( jw) /w l  cuts off more rapidly 

( j w > l  at the higher frequencies, the behavior near w = 0 does not 
.LP 

-QP 

(t) will be zero, the unboundedness of the mean square indicates 

Heavy 

filtering of the higher-frequency noise beats by H (s)/s causes 4 (t 1 -QP osc, n, d 

to be rather slow compared with 8 (t), thus allowing the noise modulation n, if 

of the oscillator frequency to have an essentially gaussian character and per -  

mitting the approximation of (3.21) by(3.27) and (3.24) by(3.28). The oscillator 

phase fluctuations wander out of step with the input noise fluctuations caus- 

ing the loop to t reat  the noise essentially in an open-loop manner. If the 

input signal component is much weaker than the noise so  tha! its contribu- 

tion at the low -pass filter output is dominated by the noise, the loop wil l  be 

unable to distinguish the signal from the equivalent of a weak noise compo- 

nent. 

and the oscillator frequency is modulated mainly by the gaussian noise as 

filtered by the low-pass filter h (t). The effect of this modulation of the 

oscillator frequency is known to cause the oscillator phase to  s t ray in 

random-walk-like manner. But, even though the mean-square e r r o r  in 

identifying the oscillator phase will diverge (directly, for random walk) 

with the length of the observation interval [ because of the cumulative action of 

the integration in (3.29) and (3.30)] , the mean-square e r r o r  in identifyingthe 

No closed-loop control can therefore be established by the signal, 

I P  
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oscillator frequency will  go to  zero (inversely) with increasing length of the 

observation interval. 

ing increases the noise level in the output. 

Comparison of (3.30) and ( 3 . 2 9 )  also shows that prelimit - 

3. 1.4.2 - AFC Oscillator 

The functional diagram of an oscillator with an automatic 

frequency control loop is shown in Fig.3-7. We assume that the closed-loop 

system can lock properly to the desired signal in the absence of noise, and let 

e (t) and e (t) be describedby(3.14) and ( 3 . 1 5 ) ,  respectively. The AFC 

loop is assumed to  be driven with no prior amplitude limiting of signal plus 

in osc 

noise. Under these conditions, we further assume that the mixer delivers 

in the nominal passband of the loop bandpass filter only the beat components 

in which w o - w = nominal center frequency of the bandpass filter 

within the loop. 

bp if osc 

If an amplitude-insensitive linear FM demodulator and a 

linear feedback from the discriminator output to the instantaneous frequency 

of the VFO a re  assumed, we can show that 

where 

2 3  



e, ( t 1 output 

Fig. 3-6  Block diagram of APC oscillator. 

Fig. 3 - 7  Block diagram of AFC oscillator. 
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(t) is the impulse response of the lowpass analog of the bandpass and hLP 

filter. 

Now let  the input reference signal be much weaker than the 

noise. Tw,o cases a r e  considered. In the first, we assume that 

IW - bosc (t)l << 1. We then have from Eq. (3 .  32) 

If we introduce some additional assumptions, this expression can be simpli- 

fied still further. For example, i f  the loop low-pass filter bandwidth is relatively 

"sharply" restricted to a value below one-half of the bandpass fi l ter  bandwidth 

and if k f3 

half of the bandpass filter bandwidth, then 

is not high enough to  broaden the bandwidth of 4 (t) above one- d f b  osc 
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Rearrangement of te rms  yields (with u (t) = unit impulse) 
0 

where h (t) is the impulse response of a linear filter with transmittance 
eq' 

( 3 .  3 5 )  

This system function differs from the more complete closed-loop system 

function associated with strong-signal models of AFC systems and frequency- 

compressive feedback demodulators only in that the transmission effects of 

the loop bandpass filter upon the frequency fluctuations of the input reference 

signal have been neglected. 1 

If instead of requiring I$(t) - bosc(t)l << 1, we express 

(t) as a sum [ see Eq. (3 .20 ) ]  of apure signal-modulation component osc , 

(t) , and noise and distortion component 4 
+osc, s osc, n, d (t) and require 

only that 

then, Eq. ( 3 . 3 2 )  with the noise assumed much stronger than the signal leads to 

and 

( 3 .  36) 

2 6  



where 

In each case, the phase fluctuations of the weak input phase 

reference are transmitted, filtered by h 

phase without compression by the noise. 

noise impulses and the dips of the noise envelope below the drive threshold 

of the F M  demodulator within the loop will prevent this F M  demodulator 

from operating in the amplitude-insensitive linear" manner assumed in 

the analysis. Moreover, the various factors that contribute to improper 

AFC tracking of signal plus noise wi l l  all be in evidence below the AFC 

noise threshold. Consequently, the comparatively severe disruptive noise 

effects may well completely mask the frequency fluctuations contributed by 

the input reference signal. 

( t) ,  to the controlled oscillator 
eq' 

However, in practice the F M  

I 1  
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3 .  '2 Black- Box Approach 

In the black-box approach to the modeling of unstable oscillations, the 

source output is represented in various frequency ranges by signal models 

whose properties fit the properties of the source output over the specified por- 

tions of the spectrum. This approach is useful because it provides an alter-  

nate route to the characterization of source outputs with emphasis on the 

user needs. 

in the signal structure, provides repre sentations that are particularly suita- 

ble for analysis in subsequent parts of a system, by-passes the difficulties of 

dealing with nonlinear differential equations by assuming applicable signal 

representations o r  forms, and is naturally suited to the analysis of problems 

of spectral purity. 

It also adds further insight into the mechanisms of instability 

A common way to explain how an oscillation comes about in a properly 

designed loop without visible "provocation" is to rationalize that unavoidable 

random current o r  voltage fluctuations in various parts of the loop provide an 

excitation in a feedback loop with sharp selectivity (determined principally by 

the phase shift of a high-Q resonator) about the frequency of in-phase feed- 

back. 

strong signal whose amplitude is limited ultimately by automatic nonlinear 

gain control action o r  by actual saturation. 

the regenerative loop selectivity is of nonzero (albeit small) width about the 

The regeneration around the loop builds up the feeble provocation to a 

This, together with the fact that 

L 

frequency of in-phase feedback, suggests that the resulting signal may actually 

consist of a band of gaussian-like noise with o r  without a distinct sinewave at 
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the center of the band. In the immediate vicinity of the oscillation frequency, 

the oscillation signal may therefore be modeled by a band of amplitude-limited 

gaussian noise. 

--- 

Other models for representing the signal over various frequency 

intervals are: 

Sinewave plus gaussian noise, 

Constant -amplitude car r ie r  frequency-modulated by narrow - 

bdnd gaussian noise, 

Sinewave plus one or more discrete-frequency components, and 

Combinations of the above. 

Applicability of these various models depends upon the origin of the 

signal. For example, i f  the signal is a processed form of an originally 

extremely stable source, then frequency processing adds noise with a band- 

width extending over at  least ten times the original source width of band. 

Therefore, sinewave plus gaussian noise would be a good model. If, however, 

the width of the source band is not too narrow relative to bandwidths of later 

processing circuits, then the appropriate model may be 

(a) A band of noise, if passive fi l ters only a re  used for 

tone isolation; 

(b) A constant-amplitude signal frequency modulated by 

noise if a phase locked loop is used for "tone isolation." 

We now discuss some of the above models to bring out their character- 
\ 

istic properties. 
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3 .  2.  1 Amplitude-Limited Narrow-Band Gaussian Noise 

If the center frequency is denoted w 

amplitude-limited narrow-band gaussian noise may be expressed as 

rad/sec, bandpass 
0 

e (t) = AQ cos [sot + q(t)] Q (3. 37) 

where T(t)  is the instantaneous phase of a gaussian noise process and hence 

has a uniform distribution over the range Ir; I 5 T .  The mean-square spec- 

tral density, S. (a) , of +(t) has been derived in a number of publications, 

for rectangular as well as for gaussian shapes of the spectrum before limiting. 

Illustrative curves a r e  sketched in Figs.3.8(a) and (b) ( p  = 0). 

ing to observe the l / f  shape of s;(~) over a narrow frequency range surround- 

ing f = 0 and extending principally over a few times the bandwidth of the pre-  

limited process (defined by the resonator in the oscillator circuit). 

2, 3 a 4 a  5 
ri 

It is interest- 

' I  

The peak factor, (p. f.) , of q(t) is readily shown to be f i  
rl 

whether 7;' is considered to range over 1 ~ 1  5 T o r  over 0 5 7 5 27r. 

2,6 The r-f spectrum of this type of signal has also been studied 

extensively, and is illustrated in Fig.(3. 9). 

3.  2. 2 Sinewave Plus  Gaussian Noise 

The properties of the resultant of sinewave plus gaussian 

noise a r e  wel l  known. 7 a 3  Of principal interest here  are the following facts. 

First, under conditions of very high ratio of the mean-square value of the 

sinewave to the mean-square value o€ the gaussian noise, 
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---- Spectrum of noke 
(shifted to f =O) 

Fig. 3 -8 Frequency Mean-Square Spectral Densities 

Mean-square spectral density of instantaneous frequency 
of narrowband gaussian noise with a rectangular input 
spectrum. (Adapted from Ref. 2 )  
Mean-square spectral density of the frequency fluctuations, 
d(t) ,  of the resultant of sine wave plus gaussian noise for 
different relative sine wave powers. (Adapted from Ref. 5) 

The same as (a) but for  strong sine wave. (note change in 
scale). Bn is equal to,half of the noise bandwidth before 
limiting. (Adapted from Ref. 5)  
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Fig. 3-9 Shape of r-f  spectral density of bandpass 
limited gaussian noise for rectangular 
pre-limiting noise spectrum. (Adapted from 
Ref. 6) 
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the statistics of the phase and frequency fluctu- 
ations of the resultant signal a r e  practically 
gaussian, and 

the mean-square spectral density of the phase 
fluctuations practically differs only by a constant 
multiplier from the sum of the positive-frequency 
half and the negative-frequency half of the spec- 
t ra l  density of the input noise, after both halves 
have been shifted down to w = 0 .  

If the amplitude-limited resultant of the sinewave plus the 

gaussian component is expressed as in Eq.(3.37) and e (t) is used to repre-  

sent the output of an oscillator, the "initial" phase 4 of the sinewave must 

1 

be assumed to be uniformly distributed over -I 5 (b 5 n ,  since all values of 

(b a r e  equally likely. Then the unconditional probability density function p(q) 

of the total phase will therefoealso be uniform. However, the conditional 

probability density P(q/(b) of the total phase q(t), given the phase 6 of the 

sinewave, i s  shown in Fig. 3 -1 0 for  different relative strengths of the sinewave. 

The mean-square spectral density S - ( w )  of i( t)  is shown in 

for the case in which the noise spectral density before 
rl 

Figs. 3-8(b) and (c) 

limiting has a gaussian shape. The shape of the input noise spectrum about 

the center frequency w 

frequency curves in Fig. 3 -8(b). 

is superimposed as a dashed curve on the low- 
0 

It is interesting to note from Fig. 3-8(b) that outside of the 

frequency range defined for each solid curve by the intersection with the 

dashed curve, the solid curve under consideration shows a l/w dropoff 

with w ,  whereas inside of this range the solid curve either flattens out o r  
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Fig. 3-10 Probability density distribution of the total 
phase 77, conditioned on the phase 6 of the 
sine wave, for various strengths of the sine 
wave. (Adapted from Ref. 5) 
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actually bends down as w + 0 .  

have a nonzero value for w = 0 because of the impulsive component present 

in the instantaneous frequency of the resultant. (Only in the case of an 

infinitely strong sinewave is the spectral density strictly zero for zero 

frequency. ) In view of the extremely narrow post-detection processing 

bandwidths normally encountered in applications of ultra- stable oscillations, 

.no distinction between the impulsive component and the smooth component 

of the instantaneous frequency need be made. 

The mean-square spectral density wi l l  always 

For a nonzero spectral density for <(t) a t  a = 0 ,  the mean- 

square spectral density of q(t) is infinite at w = 0 .  

fact that the spectrum of the phase is obtained by dividing the frequency 

modulation spectrum by w . The infinite spectral density for w = 0 results 

in an infinite rms value of the phase in any frequency region that includes 

o = 0 .  

process. 

This follows from the 

2 

These properties are characteristic of a so-called random-walk 
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3. 3 Combined Effect - -  of Various Mechanisms 

The various mechanisms of oscillator frequency instability 

modeled in the preceding sections may all be expected to  be present 

in varying degrees in practical oscillators. 

bined mechanisms on the spectral density of the resulting instanta- 

neous frequency fluctuations is illustrated in Fig. 3-11. 

The net effect of the com- 

Of the various parts of the overall curve in Fig. 3 - 11, the part 

contained within 0 I w 5 2a B 

inition, B 

is determined by the shape of the nominally "infinite-Q" selectivity 

meri ts  further explanation. By def - osc 

is a measure of the "width" of the oscillation band, and osc 

curve for feedback around the oscillating loop. In an ultra- stable 

oscillator, B will be an extremely small fraction of a cps, perhaps 

corresponding to periods of hours, days o r  longer. 

B 

about what the heretofore unmeasured part of the spectral density 

S *(a) might look like. The suggested extensions of the curve of S' (a) 

toward w = 0 a re  based on a model of the oscillation as asinewave 

plus a band of gaussian noise arising from the various irregularities 

of the electronic phenomena associated with the loop components and 

shaped spectrally by the selectivity of the feedback under conditions 

of sustained oscillation. Two sigqificant consequences of such a 

osc 

The scale of 

in Fig. 3 -1 1 is greatly exaggerated in order  to illustrate a guess os c 

b Q 

physically motivated model a r e  : 
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a) The ultimate "linewidth" of the oscillation, as 

gauged by BOSC,is nonzero. This causes S' (0) 

to have a nonzero value at w = 0, thus account- 

ing for the inherent random-walk phenomenon 

in unlocked oscillators. S' (0) = 0 (and hence 

the random-walk effect is absent) only if the 

oscillation is perfectly self-coherent; i. e. its 

ultimate linewidth, B is zero. 

b)  The extremely slow fluctuations of the extremely 

narrow band of noise representing the ultimate 

oscillation signal are practically indistinguishable 

from the slow multiplicative noise phenomena 

(flicker noise, etc. ). If one were to filter out 

the flicker and related noise effects within the 

loop by some high-pass filtering action, hyperbolic 

behavior of the spectral density of the frequency 

fluctuations immediately beyond w = 27rB 

persist. 

4 

+ 

OSC' 

should os c 
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3 .  3 .  1 Instability Causes in Practical Circuits 

Four principal types of exponent modulation effects pro- 

duced by noise in oscillators may be distinguished. 

be present in a particular oscillator. They may be grouped in one set of 

pairs by the type of noise and in another set  of pairs by the region of the 

oscillator spectrum which is affected. The two types of noise a re  white 

noise (shot o r  thermal) and perturbation noise which is often referred to as  

flicker noise. 

without the resonator's effective half bandwidth o r  f 

Any o r  all of them may 

The two regions of the oscillator's spectrum a r e  within and 

< f /2Q and f > f  /2Q. m o  m o  

The effect produced by white noise for f 

FM noise spectrum, the physical mechanism for which can be thought of as 

the voltage to frequency transference of the oscillator through i ts  feedback 

network. 

noise spectrum. 

inariably the case for several  reasons, among which is the maximization of 

the effective Q. 

spectral components outside the oscillator's half bandwidth, thus producing 

a flat 4M spectrum. 

shift vs. frequency characteristic of the resonator is nearly zero outside 

its bandwidth then the voltage -to-frequency transference of the oscillator 

wil l  be negligible in this region, therefore, flat white noise wil l  appear 

directly as equally weighted flat AM and bM spectra. The magnitude of the 

flat 4M mean square spectral density out of the oscillator itself is given by 

2 FkT/P, where F is the actual operating noise figure of the active element 

of the oscillator and includes all noise components folded into the pass- 

band from harmonics of the fundamental frequency. The quantity kT is 

-174 dBm/Hz. 

of the oscillator. 

is attenuated by subsequent filtering. 

< f / 2Q is a flat 
m o  

The effect produced by white noise for f > f /2Q is a flat bM 

This assumes a single pole resonator, which is almost 
m o  

-2 This single pole applies an f weighting to the F M  noise 

Alternatively one can assume that since the phase 

\ 

P is the available power at the input of the active element 

This flat 6M spectrum extends out in frequency until it 
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The fundamental causes of flicker noise a r e  not well 

understood. 

parameters (such as charge density in a transitor) which manifest them- 

selves as  a r i s e  in the effective noise figure of the device at low spectral 

frequencies. 

it can vary widely in magnitude from one device to another. 

produced by flicker noise for f 

characteristic. 

oscillators at spectral frequencies down to 3 X 10 

low frequency oscillators where f /2Q is small  the flicker noise region of 

the oscillator's active elements can extend into the spectral frequency 

region beyond f /2Q thereby giving rise to a flicker 4M spectrum. Under 

these conditions, since flicker noise extends indefinitely to lower fluctua- 

tion frequencies, the oscillator will not exhibit a region of flat FM spectrum. 

However, they appear to a r i se  from random changes in physical 

-1 This r i s e  in noise figure consistently obeys an f law but 

The effect 
-1 < f /2Q is an F M  spectrum with an f 

m o  
This flicker F M  spectrum has been shown to exist in crystal  

-7 8 
Hz. In high Q or  

0 

0 

In addition to the exponent modulation effect produced by 

noise in an oscillator, there is an amplitude modulation noise spectrum. 

This appears a s  a flat AM spectrum for high spectral frequencies and is 

equal to the 4M spectral level. 

exponent modulation spectral density far exceeds the AM spectral density. 

For low fluctuation frequencies, the 

It is interesting to note that all physically realizable 

oscillators, with the single exception of the cesium beam resonator, have 

flicker F M  noise spectra. 

hydrogen maser is presently in question. 

The existence of flicker FM noise in the 
9 

There a re  two principal types of exponent modulation 

effects produced by noise in signal processing circuits other than 

oscillators. 

flat AM noise. 

classes: 

These a re  flat 4M noise and flicker 4M noise. There is also 

These signal processing circuits can be divided into four 
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1) amplifiers, linear and nonlinear; 

2 )  frequency multipliers; 

3)  mixers (modulators or multipliers); 

a. frequency translators 
b. zero-frequency IF  and phase detectors 

4) frequency dividers. 

The signal degradation that occurs in both linear and nonlinear amplifiers 

appears to be exclusively flat white noise, In linear amplifiers this noise 

is inversely proportional to the signal-to-noise ratio, and is equally divided 

between AM and 4M. If N /S  is the noise density to signal ratio then 2N / S  

is the 4M spectral density. 

signal power level a r e  known, the 4M density is given by 2FkT/P. 

modulation density is 200 N /S = 200 FkT/P  percent. 

fiers the effects of saturation provide appreciable suppression of the AM 

components. 

angular modulation of the weaker signal by about 6 dB. 

4M spectral density added to a signal by a nonlinear amplifier should be 

about 6 dB lower than the equivalent linear amplifier, providing the operating 

noise figure is the same. 

0 0 

Where the amplifier noise figure and input 

The AM 

In nonlinear ampli- 
0 

According to F M  theory, the capture effect reduces the 

Therefore, the 

The signal degradation produced by well-designed 

frequency multipliers appears to  be the same as  in nonlinear amplifiers, 

However, the bM spectral density out of the multiplier is higher by N 

(or 2 0  log 

sity is not increased by N. 

appreciable N is exclusively 4M. 

is increased, the performance of a frequency multiplier rapidly approaches 

the ideal, because the input phase noise S+(f 

the multiplier's internally generated noise is scaled up by smaller factors. 

2 

N), where N is the multiplication factor. The AM spectral den- 
1 0  

Therefore, the output of a multiplier for any 

As the frequency multiplication factor N 

k 2 
) is scaled up by N while m 
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Thus, for large N, the scaled input noise predominates over all other 

sources of noise at the output of the multiplier. 

A mixer, which for this discussion is defined as performing 

the function e ( t )  = e ( t )  - e (t), has two regions of interest. The f i rs t  is 
0 1 2 

where e (t)  does not exist at or  near  dc; that is, the mixer is used in the 

heterodyne model' as a frequency translator t o  a nonzero reference fre-  

quency as a frequency translator to  a nonzero reference frequency. For 

this condition the performance is s imilar  to  that of an amplifier. Where 

one of the signals into the mixer is large compared with the other, the 

standard treatment for noise figure applies and the spectral  density of 

4M noise is 2 F k T / P  where F is the overall cascade noise figure. 

an equal amount of AM noise. 

a re  of comparable magnitude, the performance is that of a nonlinear amp- 

lifier. In both cases the noise spectra (4M and AM) will  be flat. 

second region of interest is where the output spectrum is centered about 

0 Hz; that is, where the mixer is operated in the "homodyne" or  zero- 

frequency IF  condition, o r  as a phase detector. For  this condition the 

inherent flicker noise of the diodes or  other active elements produces the 

predominant spectral  distribution. This effect is well known, for example, 

in doppler radars  where the effective noise figure in the range of a few 

Hz to several  kHz is several  orders  of magnitude above that which is 

obtained using the same mixer as a frequency converter to  an IF in the 

MHz region. 

high signal-to-noise ratios are desired. 

and AM noise density at 1 H z  a r e  2 0  to  70 dB above kT/P.  
-1 flicker noise and obeys an f 

0 
1 1  

There is 

Where the amplitudes of the input signals 

The 

The same problem exists in phase detectors when very 

Typical values for excess 4M 

This is indeed 

law. 
k 

The signal degradation produced by frequency dividers 

comes from two sources, flicker 4M and broadband white noise (AM and 

4M). The spectral  density level of angular modulation out of an ideal 
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2 
frequency divider should be that of the input divided by N where N is the 

division ratio. 

to mask this improvement for high purity signals. 

noise level is usually determined by the last divider or the first  amplifier 

following it. 

noise generated by both regenerative analog dividers and digital dividers. 

In digital dividers it is clear that the time jitter of the state transition in 

response to a zero crossing of the input signal is due to the same internal 

device fluctuations that produce flicker noise in oscillators. 

flicker spectrum of 4M confirms this. 

in regenerative analog dividers. 

increased, the noise generated within the divider will increase with respect 

to the scaled down input phase noise. 

However, the two sources of degradation in the divider tend 

The broadband white 

There appears to  be a considerable amount of flicker 4M 

The resulting 

The same effect appears to occur 

In general, as the division ratio N is 

In all frequency synthesis systems some of these signal 

processing circuits are used. 

component of both phase detectors and frequency dividers, it is not s u r -  

prising that the output of many synthesizers has a large flicker 4M noise 

level. 

Since flicker 4M noise is a principal 

3 .  3 . 2  Equations of Composite Spectra 

For many applications, especially those where the signal 

is either multiplied in frequency or used for timing or ranging purposes, 

the effects of angular modulation fluctuations far outweigh those of amplitude 

modulation. Therefore, we will concentrate on the former. 

We have shown that the known physical processes produce 

only four distinct types of mean square spectral density, namely, flicker 

FM, flat FM flicker 4M and flat 4M (See Fig. 3-12 for illustrations). 

Therefore, i t  is possible to write equations for the spectral density of the 

FM and 4M fluctuations as a function of spectral frequency f 

appropriate exponent. 

raised to the 
m 

These a re  summarized in Table 2 .  
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2 
S (f ) = A f - l  + B + Cf + Df 

f m  m m m HZ'/HZ for FM 

and 

2 S (f ) = Afe3 + Bf-2 + Cf -' + D radians /Hz for P M  4 m  m m 

where the coefficients implicitly include the dimensions : 

3 

2 

A =  Hz /Hz 

B = Hz /Hz 

c = HZ/HZ 

D = 1/Hz 

of mean square spectral density. 

the complete fluctuation spectrum consists of white phase noise which is 

passed through a rectangular filter of bandwidth 2 F  The mean square 

spectral density of this signal is then 

As an example consider the case where 

1' 

r) 

S (f ) = D radL/Hz from 0 to F1 Hz 
4 m  

and the total r m s  phase deviation over the whole bandwidth is 

4 = d T  radians r m s  

The numerical values of the corresponding coefficients in both equations a re  

identical. This comes about because the conversion from S to S '  adds a 

factor of ( 2 7 ~ )  and the conversion from S *  to S subtracts the same factor. 
2 4 4  

Q f  
Alternatively, from F M  theory: Af/f-= 'Mod index = A d  in radians, thus 

111 2 -1 2 Sf/fm= S h  in Hz and radians /Hz, respectively. This correspondence of 

numerical values greatly enhances the ease of conversion from F M  to bM 

spectral density and vice versa. 

These equations account for the random or aperiodic fluctuations 

of frequency sources. 

periodic modulations such as spectral lines produced by power frequency 

To the spectral density thus given must be added any 
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components or spectral bulges (broadened lines) produced by external 

causes such as vibration o r  oven cycling. These can be accounted for 

separately from the purely random fluctuations. 

If the frequency source has appreciable bandwidth limiting (such as 

an output filter) in the spectral frequency range of interest then the effect of 

this filter should be included. 

tional f 

and a 2-pole filter will add f 

by using a subscript with the appropriate coefficient in the spectral density 

equation along with a notation of the applicable frequency range. 

example, a spectrum whose highest spectral frequency range consists of 

flat 4M noise is passed through a single-pole filter which in its skirt  selec- 

tivity region produces an f 

associated with the coefficient B in the spectral density equation which is 

designated B to differentiate it from the flat F M  region B 2 1 
frequencies. Similarly, if a 2-pole filter is used in the same example the 

-4 -4  resulting 4M spectral  density with f slope can be specified by S (f )= Ef . 

Thus a single-pole filter will add an addi- 
-2 slope to the spectrum of the highest spectral frequency components 

These additional slopes can be handled -4 slope. 

For 

-2 slope to the 4M spectrum. This slope is 

at low spectral  

4 m  m 

The numerical values of the coefficients in the spectral density 

equations thus provide a complete description of the random fluctuations in 

the frequency domain. 

3. 3. 3 The Spectral Representation 

There are three areas where the spectral representation of the 

fluctuations of a precision frequency source provides a beneficial approach 

to the understanding of the situation. These are 1) the area of theory and 

analyses, 2)  the area of measurements, and 3) the area of specifications. 

In each of these areas there are significant differences between the approaches 

used in the time domain and those used in the frequency domain, and it wi l l  

be useful to examine them. 

k 
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Theory and Analysis 

The spectral representations of the fluctuations of a frequency 

source a re  a complete description of all its properties except for drift 

which i s  readily handled separately. 

performance throughout the frequency domain, it allows a designer o r  user 

to apply standard circuit and system analysis techniques to ascertain the 

effects of various a reas  of the spectrum on the overall system performance. 

In contrast, the fractional frequency instability description does not allow 

these techniques to be used directly without f i rs t  converting to the spectrum. 

This conversion process is subject to large e r r o r s  and can be very ambig- 

uous. For example, Allen indicates that i t  is unlikely that one could 

distinguish between flat +M and flicker +M spectral shapes by the use of the 

usual time domain measurement techniques. 

measurements, however, the +M fluctuations are obtained directly and their 

spectral analysis provides a clear meausre of the spectral shape and 

magnitude. 

Because the spectrum describes the 

10 

In making frequency domain 

For applications involving frequency multiplication the spectral 

representation is most useful, first, because the spectral density level is 

directly increased by the square of the multiplication ratio; second, because 

the effect of bandlimiting filters on the total r m s  deviation must be assessed 

in the frequency domain, and, third, because the effects of spectral spread- 

ing o r  car r ie r  reduction at very high multiplication ratios a re  readily apparent. 

The effects of discrete spectral components arising from periodic 

modulations such as the power line frequency, gating periods, oven cycles 

and similar events a re  easily managed in the frequency domain but a r e  

difficult to handle in the time domain. 
h 

Me asur e ment s 

When the spectral representation of the fluctuations of a frequency 

source is  used, i t  is more convenient to perform measurements in the same 

information system, i. e. ,  to extract directly the frequency fluctuations 
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and perform a spectral analysis. 

vide a direct measure of the fundamental parameters of interest, namely, 

the spectrum, as opposed to the whole integrated and weighted fluctuation 

obtained by time domain measurements. 

any additive perturbations are readily apparent. 

have been made down to f 

Measurements made in this manner pro- 

In making spectral measurements 

8 
Measurements of S (f ) f m  

of 3 X 10-7Hz. m 

S De cif i c ation s 

In addition to the reasons previously presented the user, the 

spectral representation of the frequency fluctuations is a powerful tool for 

the following reasons: 

1) Direct comparisons of.various types of oscillators can be 
made not only for those at the same frequency but for any 
frequency as the frequency ratio simply scales the whole 
spectral level. 

Spectral shapes allow easier identification of problem areas. 

The spectral representation has the capability of handling 
clearly all forms of fluctuations both periodic and random 
where the fractional frequency fluctuation form cannot 
distinguish between them. 

Spectral regions can be covered from below 10 
106Hz. 

2 )  

3) 

-6 
4) to above 

Because the spectral representation covers such a wide frequency 

range, the areas  of short, medium, and long te rm stability need definition 

in a manner which will  encompass the needs of as many different applica- 

tions as possible. Since these applications extend from deep space probes 

to millimeter wave communications and radar,  the likelihood of satisfying 

all users  is not great. 

the following definitions: 

However, with this in mind, we would like to suggest 

1 psec  to 10 msec 

10 msec to 100 sec 

6 ' 2  Short Term 10 to 10 Hz, 

Medium Term 10 to 10-2Hz, 

Long Term 10-2to 10-6Hz, 100 sec to 10 sec 

2 

6 
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4. CHARACTERISTICS OF TROPOSPHERIC LINE-OF-SIGHT 
PROPAGATION EFFECTS 

The various forms of transmission encountcrcd in  

tropospheric, line -of -sight links are: 

(a) Direct line -of -sight path, perturbed in amplitude by 
the time-and space-variant absorption properties and 
in phase by the corresponding time -and space-variant 
refractive fluctuations of the medium along the t rans-  
mission path. 

Direct path plus reflection o r  scat ter  froin ground 
surfaces o r  other neighboring obstacles o r  from 
inversion layers,  and 

Atmospheric multipath, o r  splitting of the direct path 
into several  paths of nearly the sa'me properties by 
atmospheric stratifications along the direct path. 

(b) 

(C 1 

The characterization of each of these forms of, propagation is essential 

to the determination of corresponding models that will  ensure realistic 

laboratory synthesis, or simulation, of their effects on a transmitted 

signal. 

In the present section, the essential characteristics of 

t he  above forms of propagation wi l l  be summarized on the basis of avail- 

able data from field tests, a s  a preamble to the formulation of the mathe- 

matical representations needed for realistic laboratory synthesis of the 

effects of the propagation phenomena. 

4.1 Characteristics of a Direct Line-of -Sight Path 

The fluctuations in the densities of the constituents of the 
' i  

atmosphere (as functions of time and space variables) along a signal 

,J propagation path, give rise to fluctuating absorption and refraction effccts . 
The absorption lluctuations a r e  manifested in the amplitude of the signal, 

the variations of the refractive index cause r& bcnding, and hence path- 

lcngth and angle of arr ival  changes from those of a straight line path 

k 

. -  
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connecting the transmitting amd receiving points . The time -variant 

nature of even the more gradual changes in the absorption characteristics 

and the rsfractive index gives r i se  to a scintillation, or "twinkling", of 

the received signal amplitude and phase, respectively The scintillation 

is significant fo r  microwaves, particularly insofar as  it contributes the 

path amplitude and phase variabilities that figure significantly in the 

interference among a multiplicity of simultaneous paths . 

! 

Of principal interest  in the analysis of multipath effects 

and of phase and frequency sensitive signal operations is the effect of 

the variability of the refractive index in the portion of the atmosphere 

traversed by a single propagation path upon the phase stability of the 

signal. The basic relationship between propagated signal phase along a 

single path and the refractive properties of the propagation medium stems 

from the fact that if  n(s,t) denotes the index of.refraction along a path of 

length L, the-transit time-can be expressed as 
L 1 

T ( t )  = - f n(s , t )ds  
0 C 

where s denotes distance along the path, the notation n(s, t)  expresses 

the dependence of the index of refraction upon both position along the path 

and time, and the variation of n(s,t) with t is assumed to be sufficiently 

slow that during the transit  t ime interval n(s, t) does not change signifi- 

cantly. If we define . L  
1 

mn(t) = - f n(s, t) ds . L o  - . -  

then 

T( t )  = mn(t) L / c  * 2 

where m (t) is recognized as  the "spatial" mean value of n(s, t) for  the 

path of interest during the t rans i i t ime interval centered about the time 

instant t. The transit-time phase shift of a shusoidal  ca r r i e r  of wave- 

n 

# length X can now be expressed as . -  - - _-..-_.- - - -_  
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. .  
The. received sinusoidal ca r r i e r  wi l l  therefore portray random phase 

fluctuations , b(t) , with time if  the atmospheric conditions along the path 

cause.the spatial-mean index of refraction m (t) to fluctuate randomly 

in time e The intensity of the phase fluctuations naturally varies inversely 

with the wavelength of the propagated c a r r i e r  for a given path defined by 

a nominal length L and a time-variant spatial-mean index of refraction, 

mn(t). 

n 

' 

' The characteristics of the phase (as well as amplitude) 

instability imparted to a propagated radio signal can be determined 

from abundantly available data obtained experimentally on paths simulat- 

ing the conditions for various applications and ranging from 700 m to 

100 km. The best available empirical data a r e  from experiments con- 

ducted, starting in 1954, by the Tropospheric Telecommunication Labora- 

tory of the ESSA Institute for  Telecommunication Sciences, over a variety 

of path configurations and climates , and for  purposes including geodetic 

u 

- - __ - - -_ - 

'distance measurement, baseline synchronization and transmissions 

-hiween groundstations, aircraft  and spacecraft-.- Two types of basic 

measurements were performed. In one se t  of measurements, two 

signals at slightly different frequencies a r e  transmitted over the path in 

opposite directions. At each terminal, the signal received from the 

opposite terminal is heterodyned by means of a stable LO s o  that the 

resulting IF signals have identical frequencies except for  the phase varia- 

tions due to the propagation delay. One of the I F  signals is returned to 

the recording terminal by an auxiliary microwaveJink and compared in 

phase with the other IF. Inanother set  of measurements , attention is 

directed to the difference in phase shift over two propagation paths that 

a r e  common at  one terminal but diverge to separate distant terminals-- 

as in an interferometer configuration: Fluctyations in this phase differ- 

ence for the same ca r r i e r  originating from the terminal common to the 

two divergent paths yields the "angle noise" iitroduced by the uncor- - 

related fluctuations in  the refractive properties of the medium over the 

- a  

; 

. .- -.- ---- 
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- separate paths. The condit<ons of the experiments have included the , 
I 

following ranges of parameters,  studies in various combinations: 

.Q 1. 
2 .  
3. 
4. 
5. 
6 .  
7. 
8 ,  
9. 

In 

Radio frequency: 100 MHz to 35 GHz 
Climate: Continental temperate to marit ime tropical 
Season: Throughout annual cycle 
Path lengths: 700 m to 100 km 
Path elevation angle: Horizontal to go 
Upper fluctuation response frequency: About 20 Hz 
Continuous observation period: 2 to 15 days 
Antenna sizes: 50 c m  to 300 cm 
Surface-reflection multipath: With and without 

general, the phase records show relatively large 

diurnal variations amounting to  20 to 30 par ts  per million of the nominal 

phase shift over the path. Superposed on these slow variations a r e  

smaller,  more rapid fluctuatiqns whose intensity often also shows a 

diurnal change, as illustrated in Fig, 4-1. 
- - - _. __ - - - 
In a typical experiment, both X &d L were maintained as 

neagly constant as' is feasible by using stable oscillators and antenna 

-mounts. Thus , the observed variations in b{t). can be assumed to reflect 

(t), of the refractive index. 
a IXln the time variations in the spatial average 

S2ectra of fluctuations a r e  available from measurements of refractive 

index over a variety of conditions. Figure 4-9 is an example in which the 

rapid index fluctuations were obtained from microwave refractometers 

and the results were combined with values computed from meteorological 

observations over an 8 -year period. The .phase spectral density w a s  

measured directly over a 15-km path, but the length of sample limited 

the analysis to frequencies greater than 10-3Hz. 

_ _  

' I  

In an experiment of special interest  in bringing out the 

relative scales of dependence Of amplitude and' phase fluctuations upon 

the operating frequency for a single atmospheiric path (with no attendant 

reflected or scattered paths), the terminals (Upolu Point, Hawaii, at an 

elevation of 30 m and Haleakala, Hawaii, at an elevation of 3040 m) had' 

a geographical separation of about 65 miles 

,' 

Signals at 9 .6  (X-hand) and I 

- .  

. .. . .> 
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Fig. -4-2 

l o "  

I 

I 0' 

I oa 
IO2 I 

R -3229 Fluctuation Frequency, Hz 

Measured Spectral Density Functions ,of the Fluctuations in  
Refractive Index, and Propagation Phase Shift of a Test 
Ca r r i e r .  Log-log coordinates a r e  used because of the wide 
range of densities and because of the'form predicted by 
theory for certain spectral  regions. * 

h 
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34.52 (K-band) were propagated simultaneously using the following 

antenna characteristics: 

Antenna separation at Upolu Point 2.4..m 

Antenna separation a t  Haleakala 3 m  

(The relative positions of the X-band and K-band 
antennas a t  Haleakala were the reverse  of those 
at Upolu Point, so that the two propagation paths 
intersected at approximately mid-path.) 

Antenna type: Parabolic 

Antenna polarization: Horizontal 

I 

I 

Antenna diameters and computed half-power beamwidths: 

At Haleakala, X-band 3.05 m, 0.7' 

At Haleakala , K-band 1.83 m, 0.3' 

At Upolu Point , X-band 1.83 m, 1.2' 

At Upolu Point, K-band 1.83 m, 0.3 

Sample records of phase and .amplitude fluctuations 

0 

- . .  
obtained in the above experiment a r e  shown in Figs. 4-3 and 4-4. 

Examination of these figures shows that the "minute-to-minute" fluctua- 

tions appear to be quite well correlated at the two frequencies , but the 

more rapid fluctuations a r e  not. The "minute- to-minute" (and longer- 

term) variations in X-band and K-band phase-of-arrival a r e  illustrated in 

Fig,  4-5. These variations a r e  expressed in terms of parts per million 

of the total phase change of a signal traversing the propagation path 

(which is also the parts per million variation in radio path length) and in 

te rms  of centimeters of radio path length. The pIotted averages for the 

two variables a r e  nearly equal in magnitude (standard deviations of 4.6 

4 -  

and 4.5 ppm for X and K band, respectively) and a r e  very highly cor re-  

lated (correlation coefficient: 0.9991),. 
I .  

I 

Typical examplies of the power spectral densities of 

In each figure, the phase variations a r e  shown in Figs .4-8 and 4-7. 

ordinate has been normalized w i t h  respect to the dependence upon wave - 
length. These figures show that from 0.01 Hz to 5 Hz the phase fluctuation 

I 
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Fig. 4-3 Short-Term Phase and Envelope Fluctuations at  X and K-bands 
1457-1520, February 14, 1967. The scales of the two phase 
variables were adjusted to provide approximately equal sensi- 
tivity in terms of variations in the apparent o r  radio path length. 
(The frequent breaks in the phase records a r e  scale shifts made 
automatically to keep the trace within bounds. The computer 
subsequently sensed these discontinuities and reconstructed the 
original variables. ) k 
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Fig. 4-5 

00 12 00 1 November 19, 1966 1 Nov.20 

Long-Term (Minute-to-Minute, o r  Longer) Average 
Fluctuations of X-Band and K-Band Phase. 
November 18-20, 1966.  
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Fig. 4-6 Spectral Density of Phase Fluctuations at 
X and K-Bands 1457-1520, February 14, 1967. 
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Fig. 4-7 Spectral Density of Phase Fluctuations at 
X and K-Bands 1453-1523, June 7, 1967. 
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. spectral  densities at  X-band and K-band a r e  nearly identical when each 

of the phase variables is expressed in te rms  of parts per million, and 

dependence on fluctuation frequency. The departure of follow an .f 
-8 13 the February spectra 'from the f 

-813 

dependence above about 1 1-12 is the 

result  of the relatively compressed recording scale used then and during 

most of the June run. The flattening of the spectrum in that region is 
caused by noise contributed by the recording and analysis processes.  

Hence, except for the June sample inFig. 4-7, the analysis of the phase ' 

data discussed here does not extend beyond about 1 Hz. 

The spectral density functions of the envelope fluctuations 

for the same periods a r e  shown in Figs .4-8 and 4-9. Note the following 

characteristics that a r e  more o r  less  typical of all the data examined: 

(a) The general shape of the spectral 'density function 
of the envelope fluctuations is essentially the same 
at K-band as at X-band. 

K-band are consistently higher than at  X-band, 
with wider separation of the two spectra at the 
higher fluctuation frequencies. 

F o r  a quantitative comparison of the spectra at  X and K- 

..-------_ _ _  -_ __- --__ - - 

(b) The envelope -fluctuation spectral densities at  _. 

band, the ratios of K-band to X-band spectral densities a r e  plotted versus 

fluctuati.on frequency in Fig.4-10 for February, and in Fig.4-11 for June. 

These graphs show clearly the near equality between the X-hand and K-  
-_ ---- ._ 

band phase spectral densities at  frequencies below-O. 1 Hz. The average 

ratio of spectral densities over the decade from O d l  to 1 Hz is also 

approximately equal to one. -. 

The K-band to X-band spectral ratios for  envelope fluc- 
I ,  

tuations have an average of about 3 o r  4 in the decade from 0.01 to 0 .1  Hz, 

and r ise  sharply in the interval 0 2 to 0.4 Hz 'to an average of about 20.  

From Fig. 4 d . 1  it can be seen that the latter ratio holds fairly constant 

1 
' 

from 0.4  to 5 Hz. 

. . .  ...- t 
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Fig. 4-8 Spectral Density Functions of Envelope Fluctuations at X 
and K-Bands 1457-1520, February 14, 1967. To permit 
comparison of spectral density levels at X-band and K -  
band, the data were expressed in terms of the ratio of the 
instantaneous voltage to  the mean voltage. 
spectral density units a r e  (voltage ratio)2/Hz. 

Hence the 
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Fig. 4-9 Spectral Density Functions of Envelope Fluctuations at X and 
K-Bands 1452-1523, June 7, 1967 (see Caption of Fig. 4-8). 
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Fig. 4-10 K to X-Band Spectral Density Ratios, 
February 14-15, 1967.  
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Fig. 4-11 K to X-Band Spectral Density Ratios, 
June 6-9, 1967. 
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The variations of phase difference over paths extending 

f rom a common transmitting antenna to two separated receiving antennas 

differ qualitatively from those of the individual paths. The two spaced 

receiving antennas act  as a spatial filter to reduce the contributions of 

structural  features large compared with the path separation. Thus, for  

a spacing of 5 m, index variations that are highly correlated over dis- 

tances of 5 m or more would tend to affect each path in the same way and 

thus have little effect on the phase difference. 'Features that a r e  small  

compared with the path separation would tend to produce uncorrelated 

phase variations in the two paths with the result that the variance of the 

difference would be the sum of the separate variances. 

The spatially more extensive variabilities in the traversed 

atmosphere tend to be associated with the lower-fr'equency fluctuation 
_ . -  

-components. Thus, the spectral  density of the phase difference 

fluctuations is expected to be lower than that o$ the phase fluctuations 

. on a single path for  the lower fluctuation frequencies, and to approach 

asymptotically the sum of the separate path va*iances at the higher 

frequencies. This behavior is partially illustrated in  Fig. 4-12, where 

. spectral  densities of the phase difference for 5-  and 790-m separations 

' are compared with the phase spectral  density for one of the two paths. 

For the 790-rn case., the refractive index fluctuations that 

account for the frequency range shown were apparently uncorrelated 

between the paths. If the spectral  densities extended to lower frequencies, 

we would expect the upper curve to c ross  over and' drop below the single- 

path spectral density. 

statistically similar,  the spectral  density function of their  phase difference 

. can be expected, and actually turns out, to be about twice the value for the 

Since the two paths for*$he 790-m case were 

' single path. I # , 

In the interpretation of the physicaldcauses of the amplitude and 

phase fluctuations discussed above, it is important to note that scattering 

of microwaves by gaseous particles and water droplets in the atmosphere 
- _ _  
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Fig. 4-12 Comparison of Fluctuation Spectral Density Functions 
for the Phase Difference for 5 m and 790 m Separations 
with the Density Function for One of the Two Paths. 
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is negligible. Clouds consisting of water droplets and ice crystals 

affect the transmission of electromagnetic waves through absorption, 

scattering, and thermal noise emission 

cloud water droplets a r e  very small compared with a wavelength, and 

the separations between droplets a r e  such that multiple scattering can 

be neglected. The absorption coefficient of small  water particles varies 

directly with frequency, whereas the scattering coefficient varies a s  the 

fourth power of frequency. Consequently , at the lower frequencies 

(centimetric and millimetric waves) absorption tends to dominate while 

particle scattering becomes important at the higher frequencies, becom- 

ing predominant at optical frequencies. Below 100 GHz, the scattering 

cross-section of a water droplet is orders of magnitude smaller than the 

absorption c ross  -section. Indeed, scattering by atmospheric particles 

can be neglected for  wavelengths in excess of 1 micrometer.  

However , below 100 GHz, 

4.2 -Characteristics -ofMdtipath-in-Tropospheric ,- -Line -of- 
Sight Propapation 

. The various propagation mecQanisms that account for 

the larger  -scale disturbances in ground-to-ground tropospheric line -of - 
sight transmission a r e  illustrated in Fig. 4. 13.  

I 

Depending upon the ,mechanism that enables the trans - 
mitted signal to arr ive at  the receiving site via more than one path, it is 

possible to distinguish between 

(1) Reflection-multipath fading , and 

(2) Atmospheric -multipath fading. 

4.2 .1  
’ >  

Reflection -Multipath Fading, 

In reflection-multipath, illustrated in Fig. 4. 13(a) and (b), 

,, the signal arr ives  at the receive; via at  least  two paths: 
1 .  

(a) The direct optical path, and 
(b) An indirect path made possible by; - .. . - 

(i) Ground-surface reflection.. . 
.. _ _ .  - . .  . . . . . . . .  - . . -  . . . . . . . . .  
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(a] Reflection at surfoce of intnvming taram (b) Reflection by elevated duct 

(c) Atmospheric multipath (d) Effect of insufficient ground clearonca and 
upward bending at the rays 

(e] Deflectioo by elevated duct 

Fig. 4-13 Multipath and Signal Deflection Mechanisms in 
Tropospheric Line -of -Sight Transmission 
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(ii) Water-surface reflection, 

(iii) Reflection by an inversion layer o r  duct 
that lies above both transmitting and 
receiving antennas a and 

(Iv) Reflection from spurious objects (such 
as aircraft, etc.)  of transient duration 
in the intervening space. 

Ground-surface and water-surface reflections happen 

all the time, -day and night, and their  effects upon the received signal 

strength can be correlated with the condition of the reflecting surface as 

well as with changes in the atmospheric conditions. Duct reflection 

disappears when the layer that causes it vanishes. 

4.2.1. 1 Ground- and W ater-Surface Reflecfion 

Ground-and water- surface reflections may range from - 
_ _  speciilS'r=hEri tKe surf ace is smoo'fh;--soriiet %-e s-re sulting-in a-r e fle ct e d .- 

wave that is almost as strong as the direct wave, to diffuse when the 

surface is very rough, thus resulting in a refilected.wave that is scattered 

from a widely spread a r e a  with a consequent delay spread and a doppler 

spread if either, or both, of. the terminals is in motion andlor i f  the 

surface sca t te re rs  a r e  not stationary. 

in  severe fading when the reflected wave ar r ives  in phase opposition to  

the direct wave. 

change continually because of changing path lengths caused by the 

refractive-index fluctuations along the traversed ,paths, and because 

of doppler differences i f  the reflecting surface features a r e  in motion 

or/and if  either (or both) of the terminals a r e  in motion. 

Specular reflections result 

The relative phases of the direct and reflected paths 

' a  

- - -  
The effect of ground reflections can be reduced by using 

k 

: sufficient antenna directivity in order to favor the direct .ray and suppress 

the reflected ray.  
I 

d 
-. 

For  separations between teryninals such that grazing 

angles in excess of one o r  two degrees a r e  experienced a t  the reflecting 

. . .- 
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surfaces o r  objects, the reflection coefficient depends critically upon 

the rcflec ting surface conductivity and dielectric properties the surface 

roughness, the polarization of the wave., and the grazing angle. When 

ole grazing angle is small  -- l ess  than one degree -- as  fo r  ground-to- 

ground transmissions over paths in excess of 10 miles, the effects of 

factors other than surface physical roughness a r e  negligible. 

The effects of physical features of the reflecting surface 

on the characteristics of the reflected ray depend on the wavelength of 

the radiation and the grazing angle 9 The criterion used to determine 

if a surface wi th  protrusions could be considered smooth or rough is the 
2 ’  

Rayleigh criterion, which states that a wrinkled surface can be considered 

smooth relative to an incident wave-if 

where 
h sin #2< x i 8  

0 

h = height of surface protrusion 

5 grazing angle of incident wave 

= wavelength of the incident radiation 

Q- 

$2 
x 

~ - _-. 
0 For example, at $2= 5 , surfaces whose obstacles do not exceed about 

8 cm may be considered smooth for waves a t  5 G H s  while the figure for  

waves at 30 GHz is approximately 1.5 cm.  This shows that reflections 

from ripply ground o r  water surfaces a r e  moTt likely to result in diffuse 

rather than specular secondary paths at operating -. . frequencies in excess 

of a few GHz. 
The overall effect of roughness is to reduce the effective 

reflection cokfficient p to the range 0.1 < p < 0.3  resulting in a reduction 

Of fade depths, as  well as to introduce some further fluctuation if  the 

roughness is time -variant (such a s  for  sea-wave motion). 
I ,  

For  reflection from a’body of water; the surface rough- 
I 

ness will not generally be sufficient to result in a reduction of the reflec- 

tion coefficient to a low level, except perhapsiin rough weather with 

cXcqtionally high winds . The reflection is therefore often essentially 
. .. 

- .. - . - - specular and very bad fades can always be expected, especially with 

. .__ 
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horizontally polarized waves e But with vertically polarized waves the 

reflection coefficient, though very nearly equal to unity for very small  

grazing angles, drops to about 0 e 7 fo r  grazing angles near 1 a which 

may lead to significantly shallower fades (especially at  the lower micro- 

0 

wave frequencies) than is experienced with horizontally polarized waves, 

4.2. 1.2  Duct -Reflection Paths 
8 

A duct, o r  an inversion layer, is a horizontal layer of 

air whose properties a r e  such that the modified index of refraction 

decreases rapidly with height through it. Under normal conditions, the 

modified index of refraction increases with height through the atmosphere. 

An elevated duct is bounded above and below by layers of normal a i r ,  

with a sharp discontinuity in the derivative of the index of refraction wi th  

respect to height'in penetrating the duct from below and from above. 

Rays incident upon either side of the duct at low grazing angles will be 

reflected (see Fig. 4.13(w) essentially specularly with an efficiency that 

increases very rapidly a s  the grazing angle goes to zero.  In fact, the 

reflection coefficient of the layer is effective<+ unity for grazing angles 

less  than about one-half of a degree and the reflection coefficient declines 

very sharply a t  high grazing angles. The name "duct" for  such layers 

- 

-.. __ 1 

stems from the phenomenon of 'ducting (or waveguide effect) experienced 

when radio waves that enter the layer a t  appropriate angles of incidence 

are trapped within the layer and travel within it over long distances. The 

duct acts as a waveguide (with imperfect walls). An estimate for the 

wave-lengths best sustained f o r  a given duct height d is 

- .  

3 12 = 0.014 d max X S X  

where A is in centimeters and d is in feet .  Fo r  example, 

for  d = 20 f t  and Lax= 10 c m  for d = 80 f t .  The ducting phenomenon is 

important mainly for microwave frequencies because the depths of atmo - 

= 1 c m  
h max 

I 

spheric ducts a r e  generally of the order of 10'0 f t .  The above limit on 

trappable wivelength is only a nominal cutoff. Radiations. of longek. 
. . _ _ _ _ _  
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wavelength may also be trapped but they will  suffer greater attenuation. 

Oily partial trapping may occur wavelengths of shorter than centimetric 

values. .. 

F o r  ground ducts, if the transmitting and receiving 

antennas a r e  within the duct, attenuation can be as low as  5 dB per 

. l o0  miles for the trapped mode calculated by the formula given above. 

However, the attenuation at the interfaces may be very high. 

Ir, the case of an elevated duct the radiation may suffer 

an attenuation a t  the interface of the walls of the duct. Elevated ducts 

a r e  usually encountered at  elevations of 1 a 000 to  5,000 feet. Small 

changes in the elevation o r  structure of the layer can cause large 

changes in the phase of the duct-reflected ray relative to the direct ray 

at the receiver. 

4.2.2. .Atmospheric-Multipath- 

It is a well-established fact that rapid variations with 

. height in the refractive index of the atmosphere, caused by atmospheric' 

stratifications which usually prevail during windless summer nights , 
give r i s e  to more than one radio path through the a i r  between transmitter 

and receiver at microwave frequencies (See Fig. -4. 13(C)). Experiments 

conducted with very short pulses over a 22-mile G/G path at 4,000 MHz 

have revealed the occasional appearance of two and sometimes three o r  

more paths with path length differences ranging to a maximum observed 

value of 7 feet. The strength of the various paths.and their pathlength 

differences were observed to change in  a matter of minutes and a t  times 

none of them was identifiable a s  the "main" path. In another ser ies  of 

experiments using vertical angle of arr ival  m'easurements a it was 

' >  . 

, observed that daytime transmissions'were via a single path e Night time 

transmissions in these same experiments featured the appearance of two 

rays whose vertical angles of arrival differed'by a maximum of about 

one-half of a degree and sometimes three rays 114 of a degree apart 

I t 

. .  _ -  - 
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Path differences of up to If feet were also reported. In all of these 

experiments the roughness of the intervening ground and the presence of 

vegetatio-n precluded the presence of ground-surface reflections of any 

consequence (the effective reflection coefficient was about 0 . 2 ) .  

In G/G links, the measured statistics of the envelope 

fluctuations of the signal under conditions of severe multipath resulting 

in sharp, deep fades a r e  closely approximated by the Rayleigh distribu- 

tion. This is brought out in FQe 4.14. When fewer than 4 significant 

paths account adequately for the fading, the Rayleigh distribution wi l l  

not provide a satisfactory approximation. Figure 4. 14 presents distribu- 

tions that may be used in predicting the performance for most cases with 

acceptable accuracy. 

4.3 Mathematical Models of Tropospheric 

* 

LOS Pr-opagated Signals 

The propagation data gathered to date from extensive, 

well-performed and well-analyzed field measurements , and abstracted 

in the preceding sections, enable us  now to formulate the mathematical 

models of propagated signals, and hence the functional operations needed 

for  laboratory synthesis of the propagation effects. 

I .  

4.3.1 Synthesis of Direct LOS Path Propagation Effects 

From the data presented in Section 2.1, it appears that 

i f  the signal I 

* ein(t) = cos w t 
0 

* .  (4.2) 

is radiated by the transmitting antenna, the sfgnal received over a direct  

line-of-sight path can be expressed as 
8 .  

(4.3) , 

where V(t) represents the fluctuating envelope and bo(t) the phase fluctua- 

tions, Note that we can write 
' ....... .._. . .. - . _  - . . .  - -. 
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where bfast(t) represents  the relatively rapid "instant-to-instant'' phase 

fluctuations, and 

average value (over a few seconds) of the phase. From Figs. 4-3 and 474, 

it is apparent that 

(t) represents  the relatively slowly fluctuating slow . 

but that bslow(t) may actually amount to relatively large drifts  (up to a 

few times 27r or more depending upon the path length and the operating 

frequency) in  a period of minutes. For two different operating frequencies 

and f we Would expect from Eq. (4. 1) that i f  +ok(t), k =  1 o r  2, fo 1 02 
represents the total phase fluctuations in Eq, (4.3), then 

The mean squared value of the phase fluctuations contributed 

by a particular range of fluctuation frequencies can be determined a s  the 

area between the spectral density curves and the , *  portion of the horizontal 

axis covering the specified range of frequencies in Figs. 4-6 and 4-7. 

For the range from 10 (pprn) 
2 for Fig. 4-6, and 1. '7 X lom3 (ppm) fo r  Fig. 4-7. 

f = 10 GKz, the r m s  phase fluctuations are about 26' for Fig. 4-6 and 

15' for Fig. 4-7. 

-2 2 Hz to 10 Hz, the results a r e  5.1 X 

F o r  a 30 km path and 

0 

The probability distribution law that governs the instantaneous 

values of the phase fluctuations can be surmized as follows. We first 

associate the faster  fluctuations represented by 

fluctuations of incremental contributions from successive spatial regions 

traversed by the signal over the propagation path. 

variations in the delay characterist ics of l a r g i r  spatial regions containing 

the path. If w e  further assume that the more fapidly variable incremental 

delays that make up 4 

(t) wi th  the random fast 
' 1  

The slower drifts 
k 

, represented by bslow(t) are then associated with the relatively slow 

(t) are independent for  the successive par t s  of fast  
. - -- .. ... . . . 
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the t raversed path, and that they are all comparable in  importance, then'  

the central limit theorem suggests that the instantaneous values of (b 
obey a gaussian probability density function restricted practically to within 

an interval of width 27r. The total phase fluctuation (bo(t) can therefore 

be treated as a gaussian process added to a slowly fluctuating median 

represented by (bslo,v(t). F o r  typical GIG path lengths (nominally 30 km) 

the total mean squared value of b (t) is small compared with unity, and 

the statistics of the bo(t) process can be considered gaussian for intervals 

of many minutes. 

(t) fast 
a 

0 

I 

The intensity of the envelope fluctuation process carried 

in V(t) can also be estimated from the records in Figs.  4-3 and 4-4. 

Specifically, for  the X-band signal (9.6 GHz), Fig. 4--3 suggests a dynamic 

range of about 11'dB for the envelope fluctuations;. with the fluctuations 

falling within a range of about 6 dB most of the time; the corresponding 

numberzfrom Fig. 4-4 a re  about 7 dB and 4 dB, respectively. Themean , - 
squared values of the envelope fluctuations can be determined as the a reas  

between the spectral  density curves and the horizontal axis in Figs. 4-8 

and 4-9. The numbers for the various cases a r e  listed in  Table 3 .  

0 

I 

The probability distribution law governing the envelope 

fluctuations in V(t) can be surmized from the phenomenological cause of 

the fluctuations. Thus , if the phase fluctuations a r e  correctly attributed 

to the time variations of the spatial-mean refractive index, mn(t) , the 

envelope fluctuations must be attributed to the attendant time variations - 

of the spatial-mean atmospheric absorption over the traversed path The 

total attenuation sustained at a given instant ofitime may be considered as 

the result  of a large number of independently variable elemental attenua- 

tions sustained in cascade along the traversed path. If the component 

increments of attenuation introduced over various parts of the propagation 

path a r e  expressed in dB, the total attenuation in dB will  be the sum of a 

large number of independent random components, the properties of each 

6 ,  

' 

b 

. . . -. . . .. ... . . I . .__._ ~ ._..- 
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of which becomes lost in the properties of the total. 

limit theorem, this concept of the composition of the total attenuation 

along the path suggests that the statistics of the envelope fluctuations 

should be log-normal; i. e . ,  the fluctuations expressed - in dB should be 

characterized by a gaussian probability distribution function. Specifically, 

i f  V represents the value of V(t) at a particular instant of time, t, 

and i f  

From the central 

t 

a = In Vt t 

then a is a random variable with a gaussian probability density function t 

where m is the mean value of In V, and a is its variance. Accordingly, 

it is readily shown that 
a CY 

= 0, otherwise 

4. 3 . 2  Coherence Bandwidth and Fading Rate Estimates 

It is of interest at this point to introduce two important 

parameters, review their significance, and present estimates of them 

for LOS propagation. k 
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Ingeneral ,  t e coherence bandwidth of a propagation medium, 

as seen through the output terminals of th receiving antenna, may be 

defined as the maximum frequency range over which a desired degree of 

correlation (or phase coherence for some applications) is maintained 

among the transmission fluctuations of ,component sine waves. Thus all 
frequency components of a signal would. fluctuate practically in step 

i f  they were contained within the coherence bandwidth, and the channel 

di€€erentiaf propagation effects upon link perforhance would then be 

considered negligible, or within tolerable bounds, 

. 
9 

 or most specific cornmuiication link applications, however, 
-1 

the definition of coherence bandwidth should be in  t e rms  of allowable 

degradation of performance; e. g. i n  terms of , 

' 1 Intermoddation distortion for  FBM/ FM 

2 a Inter symbol "cros s-talk" 

3. Average ~ ~ ~ ~ ~ b ~ i t y  of error 

4. 
.* 

rms  value of instantaneous phtise difference 
of responses to  two sinewaves ( ca r r i e r s  or 
subcarriers) of different frequencies. 

In the type of space links of interest in the present study 

there is considerable emphasis on maximum usable data rate. Accordingly, 

coherence bandwidth should be defined on the basis of an allowable 
# __ .- - 

. 
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degradation in performance 

5 '  a. due to intcrsymbol 

b.\ due to reduction in 

interference, and 

the mutual cohcrence 
between a sync reference, o r  a ca r r i e r  
reference, and the signal components 
at the frequencies most  removed from 
the reference. 

. 

Inasmuch as the limitation on coherence bandwidth can 

ultimately be traced to, o r  at least be considered to result  from, inter- 

ference among a multiplicity of propagation paths with different delays 

and randomly time-variant characteristics, the coherence bandwidth 

is inversely proportional to the delay spread (or "duration" of the impulse 

response) of the medium. The proportionality constant" differs from 'I 

application to application, and is critically dependent on whether the 

impulse response of the medium is a single-pulse-like waveform, or  

a combination of separate, distinct and time- spaced pulses. Computations 

of probability of e r r o r  in binary signal reception and intermodulation 

distortion in the reception of FDMl F M  signals &er  channels characterized 

by "single pulse" type impulse responses have shown that for reasonable 

engineering cr i ter ia  of allowable performance degradation, the coherence 

bandwidth wil l  be roughly one-tenth or l e s s  of the reciprocal'of the 

difference between the t imes of a r r iva l  of the earliest  and the latest  

. .  

significant paths. 

The fading rate  (fading bandwidth, frequency smear  o r  

doppler spread) parameter is a measure of the bandwidth of the received ' 

waveform (the channei' response) when the inpu€ to the channel is a pure 

Sine wave, Thus, this  parameter  measures  the nominal width of the 

dispersion in frequency experienced by each individual frequency 
* 

' component in the transmitted signal; it is a mehsure of the nominal 

rate at  which the fluctuations in  the channel, and hence the received 

signal perturbations, 
. .~ .. - . 

occur: When the tes t  signal at the, channel input 
. . . .  .. - ........... _-. - . . . . . . . . .  -.' 
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is a pure sine wave, the fading rate of the channel response to this test 

signal is completely determined by the relative motions of the various 

multipath-generating physical entities (reflectors, scat terers ,  boundary 

surfaces, etc. ) and by the changes ( i f  any) in the relative velocities of 

propagation over the various paths. 

For  microwave line-of-sight propagation between terminals 

at least one of which may be in motion, the coherence bandwidth and 

the fading rate depend on the hop length, the conditions of the intervening 

terrain and atmosphere, the antenna directivity characteristics and 

orientations, and the motions of either terminal and of the causes of the 

multipath. Thus, these gross transmission parameters a r e  themselves 

random variables that, strictly speaking, can only be specified in 

statistical terms.  

Fading rates attributable to the atmospheric refractive 

effects, in the absence of multipath, can be estimated from the spectral 

density plots in Figs. 4-6 and 4-7 for the phase fluctuations, and 

Figs. 4-8 and 4-9 for the envelope fluctuations. 

spectral density plots a r e  in te rms  of parts per million, and that 

rescaling of the vertical axis for particular link lengths and operating 

frequencies is necessary prior to  estimating the fluctuation rate in te rms  

of the fluctuation frequency beyond which the phase-fluctuation spectral 

density would be considered negligible. The explicit formula for con- 

verting from parts per million (ppm) to phase change Ab in radians is 

Note that the phase 

where f 

and c is the velocity of electromagnetic propagation in the medium. 

Consequently, conversion of the vertical scale in Figs. 4-6 and 4-7 from 

is the operating frequency in Hz,  L is the nominal path length 
0 

k 

2 2 
(ppm) / H z  to (rad) /Hz can be accomplished by multiplying the 

present ordinate readings in those figures by 
2 2 

4 x  1 0 - l 1  fo (L/c)  

For example, if fo= 2. 3 GHz and L = 300 km, then the multiplication 
2 factor is 2. 116  X 1 0  . 

84 



4 . 4  Measurement of Channel Transmission Characteristics and 
Parameters  

The multipath structure, delay differences, properties of signals 

received over individual paths, and the various gross transmission parame - 
t e rs  of a channel can all be determined experimentally by means of 

appropriately chosen tes t  signals. The two basic test  signals f o r  p.ropaga- 

tion media (as  for all  l inear media) are the impulse in time(or very short 

pulse) and the impulse in frequency (or  the sinusoidal time function). 

In principle, either type of signal is sufficient for a complete characterization 

of linear channels. In practice, the choice of test signal design is b,ased 

largely on considerations of implementation and data handling requirements . 

For example, the short  pulse is often the natural choice for  isolating directly 

the various mechanisms of propagation leading to different paths and for 

bringing out the delay spread characteristics of the channel. The sinusoidal 

ca r r i e r  is useful both for analysis of multipath structure and quite naturally 

for exploring directly the statistical. properties of amplitude and phase fluctua- 

tions 6f a propagated signal that can be attributed to the channel variations. 

Channel measurements for characterizing a channel in terms of the perfor- 

mance characteristics of particular communication techniques require special 

types of modulated signals, as we shall elaborate later on in this discussion. 

4.4. 1 Basic Test Sipnals and Related Objectives for Channel 
Characterization Measurements ’ 

A number of basic tes t  signals of special importance in channel 

characterization measurements will now be listed along with the channel 
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characteristics that a r e  naturally brought out by each. 

a, Single short pulse for bringing out: 

(1) Impulse response and i ts  gross characteristics, 
such a s  general appearance, duration o r  
multipath spread; 

(2) Multipath structure; 

(3) Delay characteristics of individual paths 
(arrival times and their distributions); 

(4) Amplitude distribution of isolated paths (when 
these are  discernible) o r  of the envelope of 
the resultant impulse response, including such 
gross  features as envelope peak, 

b. Single sinusoid to determine: 

(1) Statistics of the envelope of the received 
signal; and 

(2) Statistics of the phase and frequency of the 
received signal. 

For (1) and (2): 

(a) Parameters of short-time averages 
(fir s t  -order statistics) ; 

(b) Parameters of short-time joint 
distributions (mainly second order, 
although higher order would be 
important to check a gaussian model), 
particularly autocorrelation o r  power 
spectral density (which brings out the 
fading bandwidth). 

c. Two short pulses separated in time 

(1) At same frequency to determine: 

(a) Self -decorrelation (time constant, etc. ); 

(b) Other characteristics of the dependence 
of the impulse response upon the time 
of application of the impulse. 

and 
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(2) At different frequencies to determine 
. decorrelation as a function of frequency 

separation. 

d. Two sinusoids at different frequencies to determine: 

(1) Spaced-frequency correlation (which brings 
out the coherence bandwidth and diversity 
bandwidth). 

(2) Spaced-frequency, spaced-time correlation. 

4 . 4 . 2  Measurement of Multipath Structure and Characteristics 

A. Impulse Response Tests: If very narrow, widely spaced pulses 

of R F  a re  radiated, the receiver wi l l  receive more than one pulse, i n  

response to each radiated pulse, i f  multipath is present. Each received 

replica of the same transmitted pulse will correspond to one path, and the 

paths can be resolved if  their delay differences exceed the duration of the 

transmitted pulse, and if  the receiver bandwidth exceeds a few times the 

reciprocal of the pulse duration. In this way, resolvable paths can be 

studied, and their relative amplitudes and delay differences measured 

directly . 
B. Sinusoidal Carr ier  Tests: Two types of CW signal tests can be 

These can' be considered for the meacurement of multipath characteristics. 

listed as 

(a) Single-frequency tests, and 

(b) Multiple-frequency tests, by means of 

(i) a frequency-swept carrier,  o r  
k 

(ii) a car r ie r  amplitude-modulated by a 
number of tones, suitably spaced in 
f r e que ncy . 
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Single-frequency tes ts  can be performed directly on a radiated 

carr ier .  The statistical characterization of fading by means of a single- 

frequency test signal has already been discussed in  Section 4.3.2. We now 

discuss the use of such a signal for measuring the characteristics of 

specular multipath. For this purpose, consider the situation i n  which the 

signal is received via two specular paths with amplitude ratio, - a, and delay 

difference, td8 so that the resultant car r ie r  component can be expressed as 

E. COS (0 t + 4 ) + a E s  COS - td) + +J S C c 

a s i n o  t 

l + a c o s u  t c d  
c d  1 -1 = E  oct + c#tC - tan 

S 

The envelope function 

2 ,/I + a  + 2 i c o s o  t c d  

fluctuates with w t for each fixed value of a. The peak-to-peak excursion 

of the envelope is 

c d  

The envelope drops from a maximum to the next minimum through a change 

of T in w t Such a change in w t may be effected either by changing the c d' c d  

location of the receiving antenna in order to 

operating test frequency w For a nominal 

only change 4 X 10 sec  (or 4 nanoseconds) 

C' 
-9  

change t 

frequency of 125 MHz, t need 

to bring about the change from 

or  by changing the d' 

d 

an envelope maximum to a minimum. Since 1 nanosecond of propagation 

time corresponds to approximately 1 fbot of path-length difference, such 

changes in path length difference may be expected to result from 
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displacements of the receiver position within a volume in  which a and E 

may be expected to be nearly constant o r  independent of receiver changes 

of position for operating frequencies of 100 MHz o r  more, In this way, the 

S - 

amplitude ratio, a, of the two paths can be measured from the difference 

between a maximum and the next minimum of the envelope. 

If more than one specular path is actually present, we may again 

- 

expect that the fluctuations of the envelope over a traversed volume in  

which the signal level and the relative amplitude ratios would remain nearly 

constant can be used to determine the relative path amplitudes by numerically 

fitting the observed envelope curve to a curve obtained by combining a 

number of paths. 

number of paths, writing the general expression for the envelope and 

generating a number of simultaneous equations equal to the number of 

unknowns by numerical substitutions from the measured envelope curve. 

This may be done expediently by assuming a suspected 

Note that the desired change of A in w t can also be effected c d  

either by sweeping w over a suitable range o r  by introducing other com- 

ponents at suitably spaced frequencies by means of amplitude modulation by 

discrete tones. This would allow both a and td to be determined from the 

readings on the changing envelope of the frequency-swept carr ier ,  o r  the 

simultaneous readings on the envelopes of the separate components at the 

different frequencies, 

than two paths by the technique of setting up systems of simultaneous 

equations, a s  before, o r  by the choice of modulation tones that could be 

C 

- 

This method can’be extended to the case of more 
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adjusted to cancel out the contribution of particular specular paths to the 

resultant signal, 

C. Simultaneous Pulsed and Sinusoidal Car r ie r  Tests:  The pulsed 

and sinusoidal car r ie r  tests can be performed simultaneously without any 

significant mutual interference. The results of the two types of tests can 

be used to check one another, o r  can be combined to improve the quality of 

the measurement results, when the paths can be resolved with the pulse 

tests. The pulse measurements also yield directly the number of significant 

paths present, their delay differences, their amplitude ratios, and any 

observable delay spread for individual paths. This information can be 

employed directly to guide the data reduction and computational tasks of 

the frequency-envelope measurements. The sinusoidal car r ie r  measure - 
ments can also be used'to resolve the multipath structure even when the 

pulse equipment employed is incapable of resolving these paths. Finally, 

the single -carr ier  technique is particularly suited to the investigation of 

scatter-type, o r  diffuse, paths as previously explained in Section 4.3.  2 .  

4.4.3 Measurement of Gross Channel Parameters 

We shall now state briefly how the various gross channel parameters 

defined in Section 4 . 3 . 2  can be measured. 

A. Measurement of Coherence Bandwidth 

General Interpretations of Coherence Bandwidth. - For some 

applications the coherence bandwidth sGould be defined in te rms  of 

of corresponding aspects of the 
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responses to t aves (car r ie rs  o r  subcarriers) of different frequencies; 

e. g., cross-correlation of 

1. Total o r  "complex" responses 

2. Envelopes of responses 

3. Instantaneous phases of responses 

4. Instantaneous frequencies of responses. 

For most applications, -however, the definition of coherence bandwidth 

should be in terms of allowable degradation of performance; e. g., i n  t e rms  

of 

1. Intermodulation distortion for FDM/FM 

2. Inter symbol "cross-talk" 

3. Average probability of error 

4. r m s  value of instantaneous phase difference 
of responses to two sinewaves (car r ie rs  o r  
subcarriers) of different frequencies. 

General-Purpose Measurement. - Apply a sinusoidal carrier 

with a constant amplitude a t  the transmitting end and sweep i ts  frequency at 

an f Hz (1 o r  a few kHz) rate with a peak frequency deviation of A F  Hz that 

assumes well-calibrated values. For each value of AFs  detect the envelope 

of the received signal and measure the f 

back measurement should f i rs t  be made to establish the residual FM-to-AM 

m 

kHz component i n  it. A back-to- m 

conversion in the equipment itself. Any increase over this value when the 

signal traverses the medium wil l  result from the channel frequency selectivity. 

The value of 2AF that results in some specified increase in  the f 

the signal envelope is a measure of the coherence bandwidth of the trans- 

mission medium. 

level in  m 
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Analog Transmission. - U s e  FDM/ F M  with frequency deviation 

Fill the subchannel space with white noise leaving a slot in a 

Measure the intermodulation products within the slot in  a 

of * A F  Hz.  

desired space. 

back-to-back arrangement to determine the equipment contribution, a s  a 

function of AF.  Transmit the signal over the channel and measure the 

increase in intermodulation products as a function of AF. 

From the resulting curve of intermodulation distortion vs. 

AF and the relation of bandwidth occupied by the signal to AF,  the coherence 

bandwidth can be defined as the bandwidth corresponding to the A F  that 

ra ises  the percentage intermodulation distortion by a specified amount. 

Digital Transmission. - Repeat the steps of the preceding 

measurement with bit s t reams for digital transmission and use a specified 

average bit e r r o r  probability as the performance criterion. The bandwidth 

occupied by the signal when a specified degradation is encountered in the 

average bit e r r o r  probability is the coherence bandwidth of the medium, 

B. Measurement of Fading Rate o r  Fading Bandwidth 

One measure of the fading rate is given by the number of times 

per sec that the car r ie r  envelope crosses  its median level with a positive. 

o r  a negative slope. The determination of this number may be made either 

from a recording of the envelope of the channel response to a constant- 

amplitude input sinusoidal carrier,  o r  it can be implemented electronically 
h 

by means of a heavy clipper followed by a differentiator, a polarity selector 

and a pulse counter; cascaded in the stated order. 
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Another measure of fading rate  is the width of the received car r ie r  

envelope spectral density. This spectral  density is determined by measuring 

the envelope correlation coefficient 

The Fourier transform of P(T)  yields the desired fluctuating-envelope spectral 

density function 

The fading rate  is a measure of the bandwidth of S (0. c, env. 

As an illustration, empirical results for a troposcatter medium 

show that a fit of the form 

can sometimes be achieved, where 

T 

c and c a re  parameters that depend on the 

= correlation time for a drop in the value of 
p ( 7 )  to l / e ,  and 0 

car r ie r  frequency. 0 1 

Thus, the general procedure for fading rate as a measure of fading 

spectral width can be summarized by the following steps: 

Measure ~(7). 

Fit the empirical points into a suitable curve. 

Fourier transform the empirical curve to 
h 

(f). obtain 'c, env. 

Obtain the desired measure of spectral width. 
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C. Measurements on H(jw, t) 

The amplitude characteristic I H(jw, t) I can be determined for 

short intervals (milliseconds) by transmitting a constant-amplitude test 

signal with a repetitive linear frequency sweep covering a desired frequency 

range. The envelope of the received signal will give a very close approxi- 

mation to IH(jw, t) I for intervals of one period of the repetitive frequency 

sweep if this period is sufficiently short. 
0 

Alternately, a set  of discrete frequencies is used as the test 

signal, spaced by appropriate frequency increments and covering a desired 

frequency range. The envelopes of the individually observed components at  

the receiver reveal I H(jo, t) I a t  the transmitted frequencies. The desired 

test signal may be generated by frequency modulating a ca r r i e r  by a single 

tone, and adjusting the gains for the detected tone envelopes at  the receiver 

in inverse proportion to the relative amplitudes of the spectral l ines of 

interest. 

and used to shift each of the individual doppler-spread spectral lines i n  the 

received signals down to zero center frequency for determination of the 

The same signal may also be generated locally a t  the receiver 

spaced-frequency complex-envelope correlation function. 

The phase stability of the medium may be measured by trans- 

mitting a test signal made up of one o r  several frequency-spaced car r ie rs  and 

returning this signal back from the receiving system by means of a coherent 

transponder in one of two forms: 
h 
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(a) either on a subcarrier modulated on a ca r r i e r  
. that is coherently related to the received-signal 

ca r r i e r  by a fixed frequency ratio; o r  

(b) with a direct fixed frequency multiplier on the 
entire signal. 

Comparison of the transmitted signal components with the returned signal 

components yields the one-way (for (a)) o r  the two-way (for (b)) phase 

instabilities of the medium at the frequencies of the signal components 

em plo yed . 

. 
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5. IDENTIFICATION AND SEPARATION OF CAUSES 
FROM MEASURED RECORDS OF INSTABILITY 

The various causes of instability discussed in the preceding sec-  

tions a re  generally characterized by partially or  totally overlapping spectra. 

The basis for identifying and separating the effects of such causes lies in 

the facts that 

a )  The spectral signatures (or functional dependence of the 
spectral density functions) of the instabilities associated 
with the various causes portray differences that a r e  to 
some extent distinguishable. 

b) It may be possible in some cases to assume that each of 
the causes becomes predominant in i ts  effects over all the 
others at an identifiable and separate stage of a mission. 

Thus, measurements made while the spacecraft is on the launch pad 

should bring out functions &t), &t), S (f) ,  S'(f) and probability density 

functions of envelope and phase that are each characteristic of what should 

be attributed to the source instabilities. 

4 4 

The tropospheric propagation effects may be anticipated and 

bounded functionally and quantitatively from the empirical data covered 

i n  Section 4. 

depth of about 1 0  km when the spacecraft is beyond the earth 's  atmosphere. 

The estimated path length through the troposphere depends, of course, upon 

the angle above the horizon and the range to the spacecraft before it leaves 

the earth's atmosphere. 

the troposphere during the ascent phase may be handicapped by the 

presence of rocket-exhaust plasma trailing the ascending vehicle. 

de terminis t i c  parameters ( s  pect ral densities , probability densities , 

dynamic ranges, etc. ) should be predicted,, with the aid of the existing 

empirical data, from a knowledge of the position o r  trajectory information 

of the spacecraft. 

The troposphere is estimated to have an effective vertical 

Direct measurement of the perturbations due to 

The 
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The principal effect of the ionosphere at S band frequencies is upon 

The effect of fluctuations i n  polari- the polarization of the propagated wave. 

zation may be significant at the levels of perturbation of interest in a study 

of signal instabilities, when the electromagnetic wave is linearly polarized. 

When the spacecraft is s o  far away that the received signal level 

relative to the additive noise density is not sufficiently high, the perturba- 

tions introduced by interference from the additive noise may well dominate 

all other effects. 

Finally, fluctuations introduced by multipath effects are generally 

noticeably different from the relatively small, "grassy" looking effects of 

other phenomena. 

5 . 1  General Measurements on Narrowband Signals 

The measurable parameters that bring out the instability charac - 

terist ics of a signal a re :  

(a) 

(b) Instantaneous envelope fluctuations 

(c) 

Instantaneous phase o r  frequency fluctuations 

Instantaneous amplitude of components obtained by resolving 
the signal cophasally and in quadrature with a reference 
stable ca r r i e r  at some convenient frequency. 

In situations where it is known - a pr ior i  that the envelope of the signal 

from the original source should be constant, any observed envelope fluctuations 

can be attributed directly to  the effects of external causes of instability, such 

as additive noise and propagation perturbations. In situations where it can be 

assumed that the effects under consideration are relatively small, a number 

of interesting observations can be made. 

First, the sum of a constant-envelope signal and a relatively weak 

noise can be expressed in the form , 

= Es[ 1 + n,(t)/Es] cos [ w osc t + 4 osc (t)] 

- n 9 (t) sin [ w osc t + 4 osc (t)] 
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z Es[ 1 + nc(t)/E S ] cos [ w osc  t + +osc(t) - nq(t)/Es] (5 .1)  

where n(t) has  been resolved into two components, one instantaneously co- 

phasal with the signal with an instantaneous amplitude n ( t) ,  the other 

instantaneously i n  quadrature with the signal with an instantaneously ampli - 

tude n (t). Equation (5. 1) shows that the envelope fluctuations under condi- 

tions of constant envelope signal and relatively weak noise, a r e  approximately 

C 

9 

given by n (t). 

fluctuation (i. e . ,  of much narrower bandwidth), and if the spectrum of n(t) 

i s  completely to one side o r  the other of the frequency w 

a re  Hilbert transforms of each other. This signifies that under the condi- 

tions stated, the instantaneous envelope fluctuation waveform, normalized 

relative to the signal amplitude, is the Hilbert transform of the component 

of the instantaneous phase fluctuation waveform that is due to the additive 

disturbance. 

be isolated from the total phase fluctuation of the resultant signal in Eq. (5. 1). 

Note that i f  $ (t) is slow relative to the n (t) and n (t) 
C Q S C  C q 

then nc(t) and n (t) 
C' 9 

This fact provides an interesting method by which $ (t) can osc 

More generally, if we write 

n(t) = n (t) cos w t - n (t) sin w t (5. 2) 
C C q C 

and if the spectrum of n(t) falls on both sides of w , let 
C 

n (t) = n (t) + n (t) (5. 3 )  
C U Q 

where n (t) i s  associated with the spectral components above w , and n (t) 

with those below w . 
U C Q 

Then it can be shown that 
C 

n (t) = Gu( t )  - G (t) (5.4) q Q 

where the ''hat'' denotes "Hilbert transforA of. 'I But 

ii (t) = ii (t) + ;; (t) 
C U Q 

This shows that when the spectrum of n(t) includes components on both sides 
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Suppose we now add a very stable local oscillation 

(5.5) 

to the unstable received signal, e (t), such that w is a frequency above 

the highest frequency of interest  in e (t), and E is much stronger than 

the amplitude of e (t). 

S Q o  

S Q o  
The sum can be expressed as 

S 

- 
- [ EQo+ s(t)] cos(wQo+ dQo) + s(t) sin(w Qof ‘Qo’ 

x [ E + s(t)] COS[ w t + s(t)/EQo] ( 5 . 6 )  Q o  Q o  

The OIMS can be used to measure s(t) and g(t)/Es. 

fact that 

This together with the 

pot+ ‘ Q o )  e (t) = s(t) cos(w t + 4 
S Q o  Q o  ) + g(t) sin(w 

-1 i ( t )  
= J7&7& cos[wQo++Qo- tan s(t) 1 (5. 7) 

yields an alternate method for measuring the instability characteristics of 

One way to separate the effects of additive noise from those of the 

source and propagation instabilities is as follows. 

oscillator signal and additive noise in Eq. (5. 1) be amplitude limited and the 

result expressed as 

First, let the sum of 

where $o is a random variable, (t) is a sample function of the random 

process that represents the inherent phase instabilities of the source, and 

4 add 
additive effects. 

+osc(t) + 4 add 

osc 

(t)  is a sample function of the random process that represents the 

Next, note that if the instantaneous frequency fluctuations , 

(t), are detected by means of an OIMS, then the following 
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assumptions can usually be made: 

a) the spectral  density function of + 
at f = 0 most often as f 

(t) goes to ze ro  add 2 
; 

b) the spectral  density function of $ (t) is nonzero osc 
at  f = 0. 

Thus, lowpass filtering the instantaneous frequency fluctuations with an 

essentially flat response below one, or a few, Hz and an  abrupt cutoff 

above it, and the complementary highpass filtering should yield fluctuations 

passing the spectral density functions of 4 
Such filtering is best done digitally. 

(t) and 4 (t) respectively. osc  add 

5 . 2  Measurement Techniques with the OIMS 

This section describes the measurement techniques which are 

recommended for use with the Teledyne ADCOM Model G-150 Oscillator 

Instability Measurement System (OIMS). 

the reader is referred to the instruction manual for this equipment. 

For specific details of the OIMS 

5 . 2 . 1  The OIMS Equipment 

The OIMS was  developed to fulfill the need for the real-time extrac- 

tion of the instantaneous phase and frequency fluctuations of high-stability 

frequency sources. 

calibrated voltages that are proportional to the phase, frequency, and 

amplitude of the signal under test. 

It provides simultaneously three outputs in the form of 

The basic operation of the OIMS is the quadrature and co-phasal 

comparison of two signals --the signal under test  and the internally generated 

and processed reference signal. 

phase -fluctuation voltage, high-pass filtered by the PLL operation of the 

OIMS, thereby eliminating large, low-frequency phase excursions and 

allowing far greater sensitivity for phase fluctuation rates above one Hertz. 

The derivative of the quadrature comparison provides the frequency- 

fluctuation voltage, low-pass filtered by the P L L  operation of the OIMS, 

The quadrature comparison provides the 
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thereby eliminating a large amount of high -frequency noise for frequency 

fluctuation rates above a few hundred Hertz. 

provides the amplitude -fluctuation voltage. 

The co-phasal comparison 

The three output voltages of the OIMS, which are proportional to 

the fluctuations of the signal under test, also contain the fluctuations of the 

reference signal and i t s  processing by the OIMS. For most situations, the 

fluctuations of the OIMS and its reference signal a re  s o  much smaller than 

those of the signal under tes t  that they may be ignored. 

situations where the fluctuations of the signal under test  a r e  comparable 

with the residuals of the OIMS, reference should be made to the calibration 

procedures in the instruction manual and also comparisons between similar 

units should be made. 

For those few 

The parameters of voltage and frequency for the signal under test  

a r e  specified in detail in the instruction manual. 

5. 2. 2 Spectrum Analysis of OIMS Measured Fluctuations 

The use of spectrum analysis on the output signals of the OIMS is 

particularly appropriate since these signals a r e  provided at calibrated 

levels’ and with known and controllable frequency response. 

important is the fact that a properly presented spectrum can identify the 

instability characteristics of a signal under test, as  shown in Sec. 3 of 

this report. 

Equally 

The most meaningful method of presentation for spectral  power 

density curves is a log-log basis with equal-weight decibel scales for 

each axis. 

frequency scale o r  a linear scale in 10  loglOf where f is spectral  frequency 

o r  fluctuation rate in Hertz. 

be a decible scale with the dimensions of dB (radians )/HZ for phase 

The horizontal o r  independent-variable axis will be a logarithmic 

The vertical or dependent-variable axis will 
I 2 

n 

spectral  power density, S ( f )  o r  dB (Hz ‘)/HZ for frequency spectral  A 
l. power density, S ( f )  =- s p .  f 

(27f ) 
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There are  two basic classes of spectrum analyzers that need to 

These are the constant-numerical- be differentiated for this discussion. 

bandwidth (CNBW) and the constant-percentage-bandwidth (CPBW) analyzers. 

The CNBW class includes most digital and all fixed-filter analog spectrum 

analyzers. The CPBW class includes the tunable-filter, analog type spec- 

trum analyzer. 

response to continuous o r  broadband spectra as opposed to  discrete o r  

line spectra. 

spectrum for example is a constant reading as a function of frequency. 

The response of a CPBW analyzer to  this same spectrum, however, is a 

reading which is directly proportional to the spectral frequency being 

measured. 

advantages for the types of spectra encountered in this field. 

The reason for differentiating the two types is their 

The reaponse of a CNBW analyzer to a flat white noise 

Each of these classes has its particular advantages and dis- 

Some of the expected characteristics of spectra that wi l l  be 

encountered in oscillators and frequency-processing equipment in general 

and in spacecraft systems in particular have been discussed extensively 

in  Sec. 3 of this report. Briefly, however, we expect to have both 

continuous and line spectra intermixed. The continuous spectra will 
-4 -3  -2 -1 +1 +2 have slopes o f f  , f , f , f , flat, f , f corresponding to -40, 

-30,  -20, -10, 0, + l o ,  and +20 dB per decade of spectral frequency. The 

line spectral components mixed in with the continuous spectra make 

analysis difficult since the line components require a fast response whereas 

the continuous spectrum requires appreciable post-detection averaging 

to  reduce the fluctuations-thus causing a slow response. 

The operating techniques that are peculiar to this type of 

signal will be discussed below. 

familiarized himself with the normal operation of the particular spectrum 

analyzer being used. For more detailed background material, several  

analyzer manufacturers publish handbooks or application notes on spec- 

trum analysis which may be helpful in avoiding operation pitfalls. 

It is assumed that the reader has fully 
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The use of a CNBW analyzer for mixed continuous and line spectra 

requires great care  in making the measurements. 

that the output presentation of the analyzer is in the desired log-log form; 

that is, amplitude in decibels a s  a function of frequency on a logarithmic 

scale. If this is not the case, then it should be so instrumented with 

suitable logarithmic converters on the linear outputs of the analyzer. 

Whenever a linear operation analyzer is converted to logarithmic output , 

due precautions must be taken to ensure that the dynamic range, linearity 

and offsets a r e  not degrading the data. 

components from the continuous spectrum, a narrow analyzer bandwidth 

is desired. On the other hand, in order to  keep the peak-to-peak fluctua- 

tions of the continuous spectrum measurement down to a reasonable value 

the product of the analyzer's filter bandwidth and the post detection 

averaging time should be about 100, but in any event not less than 10. 

Therefore for narrow bandwidths such as 1 to 10  Hz the long required 

averaging times push the sweep time required to cover a certain number 

of bandwidths up to very long times. As  a result, for spectrum analysis 

with a sweeping type CNBW analyzer in the 1 Hz to 1 0  kHz range, the 

following procedures a re  suggested. 

F i r s t  it  is assumed 

In order to separate the line 

1. 

2. 

3 .  

4. 

5. 

Select the sweep range to  cover two decades of frequency. 
(10 to 1000 Hz.) 

Select a bandwidth comparable with the lowest spectral 
frequency being measured. 

Select an averaging time to give a time-bandwidth product 
of 100. (10 s ec . )  

Select a sweep time slow enough so  that line components 
wi l l  not be widened due to the long averaging time. 

Allow one decade of overlap between adjacent spectra for 
adjustment of f i t .  

(10 Hz. 1 

I 

With these precautions the CNBW analyzer should give good results. 

The u s e  of the CPBW analyzer presents certain interesting 

problems while alleviating others. First, as mentioned earlier,  the 

1 0 4  



bandwidth is a certain fixed fraction or  percentage of the instantaneous 

analysis frequency. 

increases as 10 log f .  

Therefore the measured value of a flat spectrum 

This characteristic is a distinct advantage when 
-1 analyzing spectra with f slopes since the resulting curve is flat. 

convenient statistical observation that a flat spectrum has the most 

accurately estimated slope. Since spectra with f slopes appear 

frequently in measurements using the OIMS, the CPBW analyzer is 

definitely advantageous for these measurements. 

the CPBW analyzer is the faster sweep speeds which can be realized since 

when the frequency is swept at a constant rate in logf then the number of 

bandwidths swept per unit time remains constant, which is a desirable s i t u a -  

tion. One problem inherent in many CPBW analyzers is the wide skirt 

response of the filter, a condition that results in line components 

masking the adjacent continuous spectrum. Another problem is the varia- 

tion in the peak-to-peak fluctuation for a continuous spectrum as a function 

of analysis frequency. 

changing time-bandwidth product of the analyzer. 

difficulty of quickly converting the measured spectral  level of a continuous 

spectrum into density. This problem is solved with the aid of Fig. 5. 1. 

The decibel values shown in this figure when added algebraically to the 

measured spectral level at a particular frequency will give the spectral 

density at that frequency. 

1 / 1 0  octave bandwidths the noise bandwidths are 2370 and 7 .  170 respectively. 

For these values the correction equations become : 

It is a 

-1 

Another advantage of 

This condition is a direct result of the continuously 

A third problem is the 

For a typical CPBW analyzer with 1/3 and 

6. 4 - 10 log f for 1/3 octave and 

11.5 - 10 log f for 1/10 octave. 

With these equations o r  Fig. 5.1, the covversion of a continuous spectral 

measurement to spectral density can be readily accomplished. 

105 



I 

4 

8P NI N0113311t103 

106 



For either class of spectrum analyzer there a re  certain pre- 

cautions which, i f  carefully followed,will result in better quality results 

from the measurements. First ,  the OIMS 4M and F M  outputs a re  cal- 

ibrated in dBV/radian and dBV/Hz respectively. 

subtracted from the analyzer's scale calibration in dBV will convert the 

measured data into dB rad or  dB Hz respectively. 

gain settings that can contribute to the final scale value, the settings of 

all contributing controls should be meticulously recorded for every 

measurement. Second, the data should be reduced by estimating the 

straight line slopes and combining measurement ranges immediately after 

the measurement is made if  at all possible. 

wil l  be avoided by spotting questionable data while it is st i l l  possible to 

re-do the measurement with revised settings or parameters in order to 

improve the accuracy of the measurement. 

it, measurements of both P M  and FM spectra should be made covering 

overlapping frequency ranges and one se t  of reduced data should then be con- 

verted to the other. Note that: 
( rad)2  2 2 (Hz) X f in(Hz) = S ( f )  in - (b Hz f Hz S ( f )  in - 

These scale factors when 

Since there a r e  several  

If this is done much frustration 

Third, i f  the conditions allow 

2 

This conversion will cross check the data and add to the confidence level. 

If these precautions a re  followed, the difficult task of obtaining good 

quality spectral density measurements on signals that a r e  difficult to 

measure will  be considerably eased. 
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