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A STUDY OF PULSE PROPAGATION
OF ELECTROMAGNETIC SIGNALS
THROUGH THE SOLAR CORONA
By C. M. Knop, Y. Shiau, and V. Gylys

Consultants in Electrodynamics
- Oak Park, Illinois

SUMMARY

This report reviews the basis of a small solar probe
propagation experiment to measure the radial variation of
electron density in the Solar Corona. Although a concise re-
view of the entire scheme is given, emphasis 1s placed on a
rigorous formulation of the dlspersion undergone by a stepped
carrier wave and a coded group of such waves.

It is shown that the electron density can be determined
by use of a cross-correlation receiver, either to measure the
shape of the correlation response at a single carrier fre-
quency (in the V.H.F. range or higher) or, alternatively, by
using several coded carriers at sufficlent separation times,
and measuring the time difference between the peaks of the
corresponding correlation responses. It is shown that the
received correlation functions, y(T) , are characterized
by a single solar distortion parameter, /9 s Wwhich is the
ratio of the rise time of the envelope of a single stepped
carrier to the V2 times the bit length. For the subject

V.H.F. experiment, [? has a range from approximately



0 = ﬂ < 2 . The correlation curves for this range are
computed and given.

An example experiment using V.H.F. frequencies 1s given
for a pseudo random code with a typical satellite trajectory.
The effects of nolse on the accuracy with which the
measured correlation curves for the dual frequency experiment

can be used to deduce the integrated electron density, n ,
of the solar corona are then determined. It 1s shown, using
a formulation involving the peak value of the output correla-
tion function and its second derivative, that if the correla-
tion output signal to nolse power ratio is greater than
approximately 10 Db., the percentage R.M.S. error made in
measuring n is less than 5.0 percent, for /3 z 0,08 .

The large signal to noise power ratio required of 10 Db. or
more can be realized by a properly designed correlation re-
celver since this ratio is under the upper bound of twice the
input energy signal to noise ratio which is shown to be at
least 13 Db.

It is concluded that the small solar probe V.H.F. experi-
ment is conceptually valid and can be used to measure the
solar corona electron density with a small error. However,
the experiment requires state of the art engineering efforts
to realize the 50 Db. gain receiving antenna and (to a lesser

degree) the correlation receiver.



ey

In addltion to the above review of the V.H.F. experiment
consideration 1s also glven to: effect of finlte antenna and
transmission line, etc., bandwidth; effects of the use of
alternate (Triple Folded Barker) codes; discussion of receiver
design; effect of the ionosphere; effects of refraction; wave-
guide simulation of the solar corona; communication bandwidth
of the solar corona at S-Band; performance of the dual fre-
quency experiment at S and X Band; and basis of diagnostics
of the corona using continuous amplitude or narrow band
frequency modulation. These findings should all be con-
sidered in the determination of possible alternate propagation
experiments designed to deduce the solar corona electron

density.






I. ODUCTION

The main purpose of this report is to concisely and
critically review a propagation method [1, 2, 3]* desligned to
measure the radial point by point electron density variation,
n(r), of the solar corona. The method consists of sending
pulsed carrier waves from a small satellite in a prescribed
trajectory about the sun and recelving these pulses on the
earth. By adopting contemporary models of the solar corona
and using a sufficiently high carrier frequency (V.H.F. or
above) it is shown that the nonhomogeneous solar corona can be
represented by an equivalent homogeneous plasma and that the re-
ceived pulses can then be entirely described by the main sig-
nal regime of the response of a homogeneous long path plasma
to a stepped carrier. Universal curves describing the envelope
build up (with its pertinent rise time, tg ) and the phase
modulation which a single stepped carrler undergoes are re-
viewed.

Although it is possible in principle to determine the
integrated columnar electron density, n(Q) , of the solar
path by measuring the rise time, ?R s to combat the noise
levels, a cross-correlation scheme is described. 1In this
scheme a series of N phase shift keyed (phase of either
0° or 180° in some prescribed pseudo random fashion) carriers,

i.e. bits, each of duration, T , are transmitted. The pseudo

* The numeral in brackets, [] , denotes reference number.



randomness is chosen such that the auto-correlation function
of the envelope of this series has a well~defined sharp peak.
It is then shown that the shape of the received normalized
cross correlation function, y(T) , is a distorted version of
that transmitted due to the dispersion of the plasma and is

completely characterized by a single distortion parameter,

, the ratio of the rise time to the V2' times the

p=-=

V2’
bit length. Thus the parameter, ﬁ , uniquely characterizes
the solar propagation path.

For a pseudo random code having N=127 , computed curves
of y(T) versus B are given for values of O 5,85 2.
These curves reveal that serious distortion of the correlation
function begins to occur for B near unity since then the rise
time equals the '\/? bit time and a single pulse loses its
identity. Hence, by measuring the correlation function, as
can be done with a correlation receiver, as described, one can

measure ,8 , and hence determinenthrough the relation

n(P)" 20,8 %— .

Alternatively one can transmit another series of pulses at
a time Ts later and at a different carrier frequency after the
first series has completely decayed. It is shown that the
center of the correlation functions (which are all peaks for

the values of ﬁ considered) are separated in time by AT,




where ZST is the differential main signal or group delay

81 n
2f01

time, DT = [ (——73] , With fo, and fo, being the
two carrier frequenciles.

Once the quantity H(/D) is determined from measurement,
the method of Harrington involving use of an Abelian transfor-
mation is employed to obtain the actual radial distribution of
the solar corona electron density, n(r).

The report up to this point (with the exception of speci~
fying the pseudo random code) is completely general in that it
is valid for any carrier of V.H.F. range or above. However,
as a specific example, use of carriers at 70, 75, and 80 mHz
are considered with an assumed l/r2 dependence in electron
density, and a plot of the calculated [3 versus satellite
location is given. These calculations reveal that [3 can
vary between near zero to nearly two as the satellite is in
the range between inferior and superior conjunction. As such,
the cross—-correlation functions previously computed can be
used for this case.

A curve of AT versﬁs satellite location is given for
the 70 and 80 mHz combination.

After reviewing the Albelian transformation relationship
between n(Q) and n(r) , the effects of noise on the

accuracy with which AT can be measured and n determined




are determined using a formulation involving the peak value of
the output correlation function and its second derivative and
the computed y(7T) curves. A curve of the product of per-

cent R.M.S. error in n times the output signal to noise

S
power ratio, =2 s vVersus the distortion parameter, /3 ’
Nolout
S
is given, and reveals that for (ﬁg) t?.. 10 that the error in
ofou

n is less than 5% for /3 Z 0.08.

Thus the validity of the basis of the dual frequency
experiment is established. The report also covers (primarily
in the Appendices) some engineering type considerations re-
garding the receiver design, the effects of finite antenna
and transmission line cable, etc., bandwidth, the effect of
the lonosphere, the effects of the use of an alternate pseudo
random code (TIriple Folded Barker), the effect of refraction,
the desirability of waveguide simulation of the solar corona
to experimentally establish the validity of the experiment,
the communication bandwidth of the solar corona at S-Band,
the performance of the dual frequency experiment at S and X
Band, and the basis of diagnostics of the corona using con-
tinuous A.M. or N.B.F.M. modulation. These points are given
to assist in further assessment of any solar propagation

experiment.




IT. SOLAR CORONA CHARACTERIZATION

Contemporary models of the solar corona plasma frequency,
fp , distribution all assume spherical symmetry about the sun
with only a radial variation outward from the sun. Various
models [%, 5, 6, 7, 8] give the £ (r), (r =R/R, is the
radial distance from the sun normalized with respect to the

radius of the sun) distributions shown in Fig. 1. The most
comprehensive model known to this writer is that given by
Hruby, et al Pq y s summarized in Table I. From this table
it 1s seen that both the collision frequency, V s and the
gyro-magnetic frequencies in the radial and circumferential
directions (i.e. fp = S fpy = i}ig— as also plotted in
2Mm ° g~ 27
Fig. 1) are negligible compared to a V.H.F. or higher frequency.
Thus, in the absence of solar flares or other sporadic
solar phenomenon, the solar corona appears to a V.H.F. or
higher carrier frequency as a cold, collisionless, isotropic,

plasma with a radially decaying plasma frequency.

ITI. PROPAGATTION MODEL

8. Propagation Path

Consider then a transmitting source located such that
its perpendicular distance (or offset distance) from the

center of the sun is Rl s as depicted in Fig. 2. If we denote
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SOLAR CORONA PARAMETERS DEPENDENT UPON DISTANCE FROM
(CONTINUED)

THE SUN. [b]
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by w(f ,t) any component of the electric or magnetic field
propagating along the assumed path, as shown in Fig. 2, it

follows from Maxwell's equations that the Fourier Transform
of Y(f,t), denoted by "I' (f,&}) obeys the scalar wave

equation

Vz?(g,wu,ei(f,w)?(f,w = 0 (1)

where pr 1s the phase factor

2
,Bf) =Y e (€W (2)

c

and €r 1s the equivalent relative dielectric constant of the

solar corona

€ =1__.L__ (3)

Here Up 1s assumed to be a function of r only.
The received signal at the earth's location (f = L)

is then given by the Fourier inversion:

oo st
Y(L,t):[ Y (@,W)e al M)
- 00

Here we will first solve (1) for Y then solve (4) for Y .

1k
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b. W.K.B. Solution for f

For the solar corona, it can be shown (Appendix I)
that the rate of change of €r is very, very small with
respect to a wavelength displacement along the assumed propa-
gation path, for all frequencies much greater than the maximum

angular plasma frequency, encountered along the

upmax’
path, 1l.e.

—_—r | «e<c1 f wi> = 3W/ (%)
LT € or Wz w,

Ppax

- v__ = =
where A = m ' Av 27TLJ

= free space wavelength at

frequency W = 2T t.

This condition is sufficient to allow us to write for
\_I:’ the W.K.B. type solution, over this high frequency regilon,
of

_ -J{Bp(ﬁ')ag

Y€,wn=Y e for |z W (6)
(o] m

where Y(f,w) for W =L 1is still unknown, and where Yo
is the Fourier Transform of the transmitter field (assumed

known), i.e.

15
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Now

L

fﬁp(§)d§ = ¥

0

- =}
U = L
Vv = zn_-o[o‘:l/(O,t)e

-/t

dat

Ve

O‘ﬂt"

but for |W|= (, we can write

_
W)
28 o

(7

(8)

(9)

(10)

(11)

i.e., 013 is an average squared plasma frequency for the

given propagation path.
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- Y, e
Ya,w) = 4

\

wlzw_

\Y(L,U) (still unknown) leswm

(12)

This completes the solution for \Y as far as we

require, as will be seen.

c. Solution for Y(L,t) for a Stepped Carrier at

Transmitter

l. Formulation

From (12) we see that for all frequencies,

lwl % W _, the solar corona has been reduced to that of an

equivalent homogeneous plasma with plasma frequency LJ Now,

from (4), we can then write

(L,t) = +
Ya, \yHI YLOW

where \i’ is due to the high frequency components
HI

and ¥ due to the low frequency components ([LJ]
Low

i.e.

"J P) jWt
W
vor [ ]2 e
Teo L

(13)

(s = W)

< W),

17



L

m .
o jWt
VYV = f Y(L,Ww)e  al (15)
Low
-/
By adding and subtracting the contribution from -W, to LJm
in H(HI , We can write
{ o b
= O W)
‘P(L,t)=j V e aw + AYa,n (16)
where
WL w?
~ 1
dwr= Wt -== [1 -5 D—éﬂ—] (17)
Wy
vy wt 5 iOWH
AYa,t) = / [Y(L,u)e - Ye $ ]du(w)
o
-um

Suppose now a stepped carrier wave is turned on

at the satellite at time t = 0 , i.e.,

Y(o,t) = 1(t) sin W t (19)
with
1 t >0
1(t) = (20)
0 t €0

18



This has a frequency spectrum which is peaked at

LJ=LJ° , and since (/) >»>(J) , we can anticipate (as is
)

nm
shown in Appendix II) that AY(L,t) will be a negligible

contribution to Y(L,t) . Thus, from (16)
Co

= oW
Y,t) --/ Y e aw (21)
- 00 °
The quickest way to evaluate (21) is by the
method of convolution over the time domain [9] . Thus, let

h(t) Dbe the response of the system to a delta function input,

o0
h(t) = A] 1pw d (22)
21T e W

= 00
then the output, W(L,t) , for the input ¥ (0,t) , is [10]

o0

Vw,t) = f n(T) Y,t -T) aT (23)

-00

We first determine h(T) . To this end we expand ¢(LJ) in

a Taylor series about LJO , viz.
Pwn = Sy + Py Ww-w,)

- 2
+ @"(Uo) (U guo}' + h.t. (2k)

19



where the prime denotes differentiation with respect to W/,
and we drop the higher order, h.t. , terms which is valid if

(W- u )3 " (W) (L -LJp)°
l@m(w ) — < @ 2 5 ° (25)
i.e., 1f
( ) l([)"<u o I (26
-~ - .
W-uw, )< =<3 W) )
Now, here —_—
,
Gy = Wt -t -3 0, (27)
w2
¢, = t-to(l-i'% g) (28)
W
L2
p
@u(uo) = 4 to( 3 ) (29)
W5
1" - 3—‘;}_%
brcw) = - oF o (30)
0
Thus, from (26), (24%) is valid if
-—L"Jlo- - 1| << 1 (31)

20



2. Discussion of Stationary Phase

At this point we ask ourselves what the significance
of this inequality in the frequency domain is as far as re-
sponse in the time domain is concerned. This question is
answered by recognizing that at any given instant of time the
output comes mainly from those frequencies, L)S , Which are
in phase with one another (i.e., that group of frequencies

having a stationary phase). The stationary phase frequenciles

contribute as —Xk_ , whereas the others contribute as é% ’
L
as shown in Appendix III. The phase is stationary for
¢ 1w)=3 ,p= 0, wnich from (17) is
LJ2
Cb'(u) = 0 2t -t 1+——P—2) (32)
W

W=

i.e., at the instant t the stationary phase frequencies are

(W

= + -1 4
L, = %o =

V 5

A normalized plot of (33) 1is shown in Fig. 3, and discloses

(33)

that at the initial arrival of the signal (i.e., at t = 1t, )
the infinite frequencies come inj; and as t becomes indefinite-

ly large, LJS approaches LJp . Furthermore, at the group

21
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velocity time, tg = éi s Where Vg = —a%gs- s the

g
W =z,
significant frequencies are those at and near the carrier LJO .
u2
This is seen as follows here: ﬂ = %’— (1 - % P ’
2
)
therefore,
Vg = c __-5 (3"")
1 Wy
1+35—3
Ljo
hence
U2
= L 1 P
= = = o —
tg Vg tO (1 2 2 (35)

W
o)
Hence, from (33) the frequency which contributes most signi-
ficantly is *(J . Thus, the inequality (31) can be re-
0

expressed in the time domain, using (33) and (35), as (see

Appendix IV)

o2
}t - tgl < < t P (36)
— U2
where P2 = g « Thus when we obtain h(t) from (22) and
W
o

then Y(L,t) from (23), the solution so obtained will only be

valid for regions of time about the time tg satisfying (36).

23



Thus, the solution obtalned will have a frequency
spectrum given by (31), representing the time region of (36).

t -t
t

If, for example, < 75

g, < = P2 , then (u/uo)2= 1% 0.20,
o]

as shown shaded in Fig. 3.

3. Convolution Solution
Inserting (24) into (22) gives (after changing

variables from (J - g/o to (J' and then dropping the

primes)
0wy
h(t) = ———— f(t - t,) (37)
2T g 3
where
o Prpw?
J 5 Wt
£(t) = i e e aw/ (38)

The result (38) is recognized as the Fourier
transform of a Gaussian which is itself a Gaussian (obtained

by completing the square and using the complete Fresnel
- )

2 ,
integral ed?* gx = L] ) , thus
a
n

12 :
=J B g
225"(&/)
£(t) = _2m e ° e (39)
¢ "W,

ol



il

e

Thus, (37) gives
(t - t5)°2
K| L
eJ@(wo) 2 J )+ . 2¢n (uo)

h(t) ® =ou-— e (4+0)
2™ 6"((../0)

Substituting this result into (23) with

Y(0,6-7) = 1(6-T) sin W, (t-T)

juo(t—‘c’)

= I 1(t-T) e (41)

where I, denotes imaginary part and realizing the imaginary

part of (23) should then be taken, gives

J@(U ) t _j(t- tg)z
Ya,e = ImVJBZ = > f e B4 )

2 _ 2
$rw,)
Above the symbol B =+T has been introduced for
brevity.
2
(T- tg)

Letting x° = j——-TﬁﬁT——— , and using the defini-

tions of the complimentary erf Z and erfc 2Z functions, i.e.

(- -

erfc Z2 = 2 e'xr2 dx = 1 - erf 2 4+3)
V1T
Z

25



then gives [9] s

j )
Ya,t) = Im{f e')dm‘/o erfc zo} (k)

where

g = o BT+ (45)

0
2 V2BL

Extracting the imaginary part and simplifying in
terms of Fresnel integrals, using the identity [11} s, (p. 301
7.3.22),

1+ j) ['\/n’
=T err
2 >

1 -3 X] = C(X) + js(X) (46)

and the facts that the conjugate of an erf function is the
erf function of the conjugate, and that both the C(X) and
S(X) functions are odd, enables one to write (44) in the form
of Haskell-Case result [12]

V(L,t) = B(t) sin[qxuo) + Go(t)] (47)
Where
.1 2 12
BV = ‘\/E(v) + 3]+ [st + 4] (48)

26



6(t) = arc tan[ Cv) - 8(v) ] +9)
1 +C(v) + s(v)

_ bt 1 ,ﬂ‘(t-tﬂ)
v Vﬂ'é"(u )ﬁ = -ﬁ 7T to (50)

with

()
v .
where P = -1;_2-, 7]=(_.Joto, C(v)=fcosg-x2dx,
\/ 0
S(v) = f sinlzr-xzdx.
0

It remalns to determine the time range of vali-
dity of the solution (47). This is obtained from (36), which
expressed in terms of the normalization parameter v can be

written as
|v| << B./-L (51)

For the solar corona-earth path at V.H.F. carriers,

(as we will see shortly, p. 161) (-P-ﬂ /—-’-7—) Z 200. Hence
T |max

(47) will be valid for |v| = 20.
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A universal plot [12] of the envelope B(v) is
shown in Fig. Y4a, and the phase, ©(v) , in Fig. Wb. Tt is
noted that v = O corresporids to the time t = tg , and that
for v = -20 , the amplitude is essentially zero, similarly to
the right for v = +20 the amplitude is essentially unity.
This means that the Sommerfeld, Anterior Transient, and
Posterior Transient portions of the response of this extremely
long, slightly dispersive, homogeneous plasma to a stepped
carrier (these portions are lucidly derived in the excellent
paper by Haskell and Case [12] and are also independently and
concisely derived in Appendix III of this report) are of insig-
nificant magnitude and, as such, the main signal (also called
the group velocity signal, or quasi-monochromatic solution)
as given by (47) can actually be used to describe the signal
over the entire time region from -o00 € t €< ee. (It is to be
stressed that this 1s not true in general, since the signal

arrives at time, to , but due to the long path length and

small LJp , the signal here is essentially zero until just
before the time tg , whereafter it builds up very quickly to
the steady state.) This 1s indeed a fortuitous result since
a series of stepped carriers will be used and the relative
mathematical simplicity of (47) is advantageous, as will be

seen.
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4, Rise Ti
From Fig. Wa, it is noted that the envelope builds

up from a small value to near unity in a small increment about
v = 0 . Following Hodara [13] let us arrive at a quantitative
measure of this rise time by recognizing that time is the

derivative of phase with respect to frequency, i.e., let
A Aw
= ¢ — - ' - —
tg = ¢ (Uo = ¢ Wo 2 (52)

where we realize @' (Uo - éz-b—)-)< @'(Uo+ Aé“i) as seen

from (29). Using

Pt~ pup: o o

gives, since Al = 2r At , and  tp = —A]-'? , (using (29))

(54)

tg = '\/Lle'@"((.Jo; =

which can be expressed in terms of the differential delay
time, T4 , defined as the time between the initial arrival
of the signal, t, , and the group arrival time, tg y lee.

Ty = tg - t, (55)
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which, from (35), becomes

- = 8l -—
Ty = b P2 = > n(p) (56)
2cf°

where n(0) 1is the integrated columnar electron density

L
n(p) = f n(€) af (57)
0
Hence*
_ 2T4
ty = T . (58)

If we now evaluate the corresponding value of v

at t= tg + (tz/2) , we see from (50) that in this rise time

period v varies over tyR , Where
[N _tr 1
Ve, = — = — (59)
R T Bt A

Hence from Fig. 4a, we see that in the time increment by -
'R

to tg'+ 5 the envelope rises from approximately 0.25 to

R
2

0.90. This is similar to other definitions of rise time [lh].

* For an alternate derivation of tr, see Appendix V.
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5. Disgtortion Parameter

Suppose now a single pulse of duration T is

released at the transmitter, i.e.

Y 0,0 = [1(6) - 1(t - D] sin Ut " (60)

which is seen to be the superposition of two stepped carriers
of opposite signs separated in time by T . From (47) we can
immedlately write the output pulse as

\k’p(L,t) = Ya,t) - Ya,t -1 (61)

A rough sketch of the resulting pulse obtained
by superposition, (61), is shown in Fig. 5. It is immediately
seen that if the pulse duration T 1is so small that the
second stepped carrier comes in before the first has built up
(L.e., 1f T < tg), serious distortion will begin to occur.
This suggests defining a distortion parameter, j3 , 4s some
ratio of rise time to bit (pulse duration) time. For conve-
nience, we define (since the quantity tz/V2 appears in the
development) ,

g = _R_ (62)

T V2
Hence we will expect serious pulse distortion to start to

occur for /9 near unity or greater.
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FIG.5. BUILD UP OF PULSE OF INPUT DURATION T.
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IV, CORRELATION RECEIVER - MEASUREMENT OF E(F’)

a. Transmitted Code-Correlation Function

Suppose now a series of pulses of constant frequency,
L/,, and of fixed duration, T , are turned on and off with
elther 0° or 180° phase (phase shift keyed). Further, let
there be a total of N such pulses with any nth pulse
turned on to obey the following rule: (here a +1 denotes

the phase is 0° , and a -1 1is 180°)

X(n) = +1 len<? \
X(n) = X(on - 7)@ X(n-1) 8<n=<N } (63)
n=<2o
X(n) = O
where the @ operator is defined by
1®1 = -1 -1 @ +1 = +1
and (6%)
-1 ®-1=-1 1 ® -1 =+1

If we let N = 127 , the resulting pulse train looks like
Fig. 6, where only the amplitudes (a negative 1 amplitude
denotes 180° phase, a plus 1 amplitude O° phase) are shown.

Thus, this pulse train or code can be written as:

Wt

Yo,t) = m(t) sin Wpt = I, [m(t) e (65)
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=

where I denotes imaginary part, and

m
N =127
m(t) = Z X(m) [1(6) - 1t - D] . (66)
n=1l

If we now compute the auto-correlation function,

‘r(x) , of this transmitted code, defined as

0o
r(x) = f m(w - x) m(w) aw (67)
-00
where x and w are times normalized with respect to the bit

length, T , one obtains

n=127 - x
r(x) = Z X(n) X(n + x) (68)

n=1

The result r(x) 1is plotted in Fig. 7, and is seen to have a
peak of N =127 , 2 bits wide, and a maximum side lobe of 9.
This particular code is an example of a pseudo random code

having a well-defined sharp peak.

b. Recelved Code-Correlation Function
When the signal (65) is propagated through the solar
corona along a typical path as depicted in Fig. 2, it arrives

in the form of a superposition of (47), namely
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e

Ya,0 = 1, z X(n) B, (%)

n

ejuot

-jCJoto'\}l - P2 jo_(t - tp)

e e (69)

We could at this point take the magnitude of (69)
and obtain the cross-correlation function of it with r(x) .
However, an easier route to follow is that described by
Pindyck [2] which is, briefly, as follows:
As _before, we can write:
= ;G
Y, = j Yo,w)e aw (70)

- 00

vhere W(O,U) is the Fourier transform of (63)

(- -
- Wt -/t
Yo, = -17_2; f m(t) CaCh at (71)
2 - 00

Inserting (71) into (70) and using the Taylor Series (24)
for @(U) (which we now know can be used to represent the

output for all times), normalizing and simplifying gives:
(See Appendix VI for details.)

Wt
Yaw,e) = 1, [a(t) e °] (72)

where a(t) 1is a complex amplitude function defined by
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a(t) = > °
r uty -jlg u?
. m[t-tg‘l’ _V.é_,]e du (73)
~00

and is slowly varying compared to GJO .

As a check, Wwe note that if a single stepped carrier
turned on at t = 0 1is considered (i.e., m(t) = 1(t)) then
(72) with (73) reduces to (44) (or (47)) as should be.

Suppose we now examine the operation of the correla-
tion receiver as described by Fig. 8. As indicated, the
incoming signal is split evenly into two channels; mixed
(multiplied) with sin L/ t and cos G t 3 respectively,
passed through a low pass filtery multiplied by a replica
of the transmitted envelope, m(t - t,) , delayed in time by
tc (subscript ¢ for correlation time); integrated over an
infinite time period (in practice, over a time period long
enough to bring the signal sufficiently out of the noise will
suffice), and displayed on an oscilloscope. The oscilloscope
screen then will display a quantity proportional to the nor-
malized cross-correlation function, y(T) , defined by

|ret + 1)

T

vw(T) = (74)
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as derived in Appendix VII where T is the correlation time
normalized with respect to the bit length, T = t,/T , and
Tg = tg/T with t; defined by (35), and which becomes

12(T) + 13(T)
y(T) = \/"Tz 5T (75)
with
N-T )
I(T) = —é— f r(x) I cos {g(—l) ]dv (76a)
-(N+T) x=T+v ’3
_N/-“l‘ )
- 1 (v
IS(T) = E r(x) ' sin [?(F) ]dv (761)

-(N+T) x=T+v

where r(x) is the auto-correlation function of the trans-
mitted code as given by (68).

Inspection of (75) reveals that y(7T) 1is even with
respect to T (y(-T) = y(T)) and hence T = 0 1is the
center of the display. Thus the centers of the correlation
curves occur at the absolute time of t =& tg y 1.e., the group
arrival time. Also, it is seen that y(7T) only contains one
parameter, namely the distortion parameter ﬁ . As will be
seen, the distortion parameter, ,@ , Wwill vary from slightly

over zero to approximately 2 . Computed curves of y(7)
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versus T y With }3 as a parameter, are given in Fig. 9.
The form for computation follows that outlined by Pindyck [2]
but an independent program was used, as described in Appen-
dix VIII. If B = 0, (75) reduces to r(x) as should be,
and as given in Appendix VII. (It is noted here that if a
Triple Folded Barker Code is used rather than the 127 Bit
code considered, very similar correlation curves result, as

shown in Appendix IX.)

c. Plasma Diagnostics with Single Carrier

The curves of Fig. 9 can now be used to measure n(p)
of the particular path on a given day (the path length, L ,
can be considered constant over a day's period and is speci-
fied by the normalized offset distance P = Ry /R, and 0 )
by associating the observed shape of the measured y(T)
curve with the calculated curves of Fig. 9, to determine }3 .
Then from (62), (57), and (58) we get

- 2
Rp) = 2 B%(p) 1P s (77)

Thus since T and f, are specified, we determine H(ﬁ))

from the measured B . Then from this value of n(Q) we
can deduce the radial number density variation n(r) as will

be discussed shortly.
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d. Plasma Diagnostics with Two (or More) Carrier

Since the deduced value of ﬁ (P) as measured off
the oscilloscope will degrade with increasing 13 , 1t 1s
more accurate to determine H(}D) by using two coded pulse
trains, the first with carrier frequency f°l and the second
with fo, where fo, > fo, , separated in time by T (where
Tg 1s large enough so the first pulse train has completely
decayed) and measuring, on the receiver scope, the differential
time difference, Z\T , between the correlation centers (which
we know will be peaks for ﬁ S 2 ) of these two trains.

Since the centers occur at T = O , this time difference 1is

-Ar

(tg, = tg)) =Ty = Tq - Tq (78)

which becomes
fa.l2 81 n(0) foq @
prepr = n - (2] 2E2 [ (2]
%2 2¢ £o) °2

Thus, in principle (disregarding noise effects, as will be
discussed), the quantity H([)) can be measured as accurately

as one can measure time.

V. OBTAINMENT OF n(r) VARIATION FROM KNOWLEDGE OF n(p)

We have thus shown how, for any given point on the tra-

jectory, pulsed carriers can be used to determine the average
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integrated columnar electron density, n(Q) , for that par-
ticular path. Now, following the ingenious recognition by
Harrington [3] one can deduce the actual n(r) variation
from a continuous record of measurements of n(Q) as
follows:

Consider the geometry as defined by Fig. 2, a typical
propagation path of length L 1is shown. Now, the quantity
we can measure is n(Q) which, from (57), becomes in terms
of various radii (normalized with respect to the radius of

the Sun, Rg ):

- . r)rdr
R(p) = [ f f _nlp)rdr ] (80)
Vr2 —p
Adding and subtracting contributions from rg to eo and

rg to eo gilves

H(p) = gﬁof_fl%)_rgr__z. - A (81)
p \fE-p

where
oo 0
=+,:f . f n(r)rdr ] (82)
I’S rE - p

Since rg = 215 , and n(r) 1is very small for rg large,

it follows that to a first approximation ZS can be lgnored.
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Hence, to this approximation, we have n(r) in the form of

an Abel integral equation:

o
n(r)rdr

p - pf

which has the known solution [3] (see Appendix X)

- -]
rn( P)a
n(r) = -—i— §_ f BiP (84)

R pfp? - 2

Thus, if the quantity H([D) is measured at sufficiently

(83)

n(P) = 2R,

T

fine increments of ./D (say for dally points along the tra-
jectory) so as to get a smooth continuous function, one can
perform the integration and differentiation operation of (84)
to determine the n(r) variation. Thus, n(Q) and n(r)
are Abel transforms of one another.

To account for the fact that rg and r; (especially the
former) are not infinite, one could correct the result (84)
by subtracting the A tern orf (82) using the n(r) distri-
bution obtained from (84) in (82).
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VI. EXAMPLE FOR DIAGNOSTICS USING V.H.F. CARRIERS

To demonstrate what type of correlation curves one can
anticipate to receive, an example at V.H.F. carrier frequencies
with an assumed 1/r2 electron density is now given.

At any given instant of time along the trajectory (deter-
mined by solving the mechanics problem), as shown in Fig. 10,
the position of the satellite is defined by the angle © and
the radius Ry . Alternatively, a value of R (or p= R.L/Bo )
and Rg also specifies the location of the satellite. Now,
from (80) and (56) it follows that (renormalizing distance
with respect to Ry % 21‘5Ro )

Ug

1
Rg k [ un(u)du ]
Tq = ‘[ 4-‘f (85)
2 [ —' !
ZfOC u - ul

R 2
= R 1 S e
where uv= —, u,=~——— ,and u 25—, K= —nr—0
R s R 2
Rg 1 E E YT va
£2 (1)
= = 8] .
n(r)

Now, if we assume that n(r) varies as:

n(r) = % electrons/meter3 (86)
T

which is, as is seen from Fig. 1, valid for P ® 6 , with
K = 1012 . Using the fact that
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2> g° (87)

[ vlarccos|2], =
2 2 a X
xux - a

(85) gives

e ()
arc cos + arc cos u
s L
u
1

This result is interesting in that the first quantity in

- 1
T, = (0.4349 K) (}-5) (88)
0

parentheses depends only on the assumed electron density varia-
tion ( n(r) = K/r° ), the second only on the carrier frequency,
and the third only on the satellite location (assuming that
n(r) ~ 1/r° ).

Computations for Td using Fig. 10, made over that por-
tion of the trajectory shown and representing the locations
of the satellite trajectory between extreme values of RS
(and O ), corresponding to 85°% © £ 187° , were made and
are given in Table II and plotted in Fig. 11, for f0 £ 75 mHz.
The corresponding values of rise time, t; , as given by (58)
are also shown here, as well as the corresponding value of ,0 .
It is seen that ty varies from approximately 2 to 25 U sec,
as © varies from 85° to 179° .

If now [1] a bit length of T = 25.6 Msec is used
(causing NT = 3.2512 millisecs ), 1t is seen that ﬁ

t
(,3 = \;2{-'13 ) will vary from slightly over zero to approxi-

mately two for the trajectory range of 85° < 9 < 1794°
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TABIE II.

TABULATIONS OF Tq , tg , AND /3 FOR SINGLE CARRIER FREQUENCY (f, = 75 MHZ)
a0 AT FOR DUAL CARRIER FREQUENCY (f, = 70 AND 80 MHZ)
I ty AT 15,0, | (8,)4n | -
o u u d_ | o'in| Bodin| Af
0 P s | YW |MmLI- |4 sEc.| B | MILLI- | . S BAND
SECS. SECS. | nnaa| M °
10716
85.0115%.2 [.9241}.7172 1576 | 2.050}.0566| .ou2k |5.35% [-122.72{23.749
97.5(120.0 |.7379}.5586 2354 2,505 .0692( .0633 {5.1869 19.4356
113.0|91.93|.6552(.4276 | .3618| 3.106[.0858| .09735|%.637 [-123.35(15.67% |
134.0| 63.77].6207 .2966 L6174 h.gge .1121| .1661 [3.982 |[-124,0 11.947
153.0| 40.03/.6345}.1862 | 1.110 | 5.44+1].1503| .2986 [3.485 8,948
164.0| 25.21{.67591.1172 | 1.891 | 7.102|.1962} .5088 [3.258 6.855
173.5| 11.86(.7310}1.0552 | 4.246 [10.641}.2939{1.1424% {3.003 |-125.23| 4.575
178.0] i L5 .7586 .02068111.636 |17.615|.486613.131 |2.887 2.764
179.0] 2.22(.7655}.0103%|23. 488 25.0271.6914|6.319 1.9%45
180.0f © .77031 © ) ce co 2.799 0
181.0} 2.22 .7724 .02068 |11. 655 17.630{.4870}3.0415 | . 2.762
184.0] 8.90/.8207].04137| 5.73% [12.365].3415|1.543 [2.694% 3.9%
187.0| 14%.83 .9380 .06897 3.383 | 9.498(.2623] .9102 |2.484 [-126.0%| 5.13




selected, as also tabulated 'in Table II and plotted in Fig. 1ll.
Actually /8 will be infinite at © = 180° , so the value
ﬂ = 2 will be reached for © slightly over 179°. Hence,
the computed y(T ) correlation curves of Fig. 9 will apply
to this case. At a given carrier, measured curves of y(T)
should then be compared with those of Fig. 9 to see if indeed
they can be matched, thus validating the assumed plasma
density assumption of n(r) = K/r2 . Various values of K
can be taken until a closer match is obtained.

Now, 1f several pulse trains, each at a different fre-
quency are used, and if a spacing between pulse trains of
Ty = 1 second 1is used, this i1s more than ample to insure
that the correlation curves are well separated. In the
proposed scheme [1] the difference in differential time,
Ar , between the 70 and 80 mHz correlation curve centers
is to be measured. From (79) and (77), it follows that this
time (now denoted by AT13 ) can be expressed as:

Ar =(,82T2f)1--f£-]-'2
13 1 01 fo
3
- £o. 2
- 81ln [l _ (f‘—l) ] (89)
2cf°i o3

where ,81 is the ,8 value measured at fo, = 70 mHz ,
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and f°3= 80 mHz ; hence since T , f°1 y and f,_ are
held constant, it follows that Am;; ~ ,Bi . A plot of

AT13 versus trajectory angle is alsoc shown in Fig. 11, and
tabulated in Table II, and it is seen that ATlB varies
between approximately O.O0% and 6.4 millisecs. These time
differences can be measured quite readily, hence allowing
experimental determination of /3 or n(p) . Here again
various values of K can be put into the assumed n(r) = K/:'2
relation to obtain various theoretical values of ﬂ until
closer agreement with experiment is realized. In this way

K can be determined. (The effect of noise and the consequent
error in the AT measurement will be discussed in what
follows.)

Thus, by measuring either the shape of y(T) at a
single carrier frequency, or the differential time separation
of the centers of the y(7T') curves at two carriers, one can
determine a measured value of ﬁ and compare it with those
predicted in Fig. 11l. If the values of K can be
found to match these two, and K 1s relatively constant
with respect to satellite trajectory, this would then veri-
fy the validity of the n(r) = K/r° assumption.



VII. EFFECTS OF NOISE ON MEASUREMENT ACCURACY

a, R.M.S. Error in location Time of Correlation Peak -~

Heuristic Derivation

In the preceding, the output normalized correlation
function, y(T) , was determined and computed as a function

te + by
of the normalized correlation time T ‘f=l———5——- with the

distortion parameter, 13 , as a parameter. Curves of y(T)
are given in Fig. 9. These curves would be those observed in
the absence of noise for an infinite bandwidth receiver. In
reality neither of these ideals exist and this will result in
errors 1in the measurement accuracy of }3 and hence the inte-
grated plasma, integrated electron density, n(p) .

The effect of noise is depicted in Fig. 12 which
shows that the peak can be displaced from its no noise posi-
tion. Now, to locate the position of the maximum peak, T; ’
(here TB = 0 in the absence of noise) one can tune the
receiver to some arbitrary but identical level on each side of
the peak (since the peak will be more difficult to locate
especlally for larger [3'5 where it 1s very round) say at
positions T: and T (only T, 1s shown in Fig. 12),
and obtain T, as

o

- + .-
T, = H(TH+TD (90)

o

%
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FIG.12. EFFECT OF NOISE ON LOCATION OF PEAK CORRELATION
OUTPUT.
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However, due to the noise, T_. 1is actually dis-

s
placed by some amount, say AT , and the correlation func-
tion rather than being y( ‘t's) is y( Ts) + N?(Ts)
(recognizing that the correlation function is really a power
entity). Now for a large signal to noise ratio at the output
of the receiver, we can anticlipate that the shape or rates
of change of y(T) will not change too much [15] with or
without noise, hence equating the slope of y(7T) with and

without noise gives, as seen from Fig. 12

} _ N(T )
Slope at T = T, =2y (Ty) = _Z—‘L‘i (91)

Now if we take T; small then we recognize from the curves
of Fig. 9 and associated computed values of y(7°) as a

function of B that near T equal zero we can write

y(T) = Y, © = y, (1 - k T2) (92)

where

v, = v(T) \ (93)
T=o0

and k depends on ﬁ in the manner shown in Table III and

plotted in Fig. 13, as obtained from Fig. 9 and the computed

values (see Appendix XI for details).
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TABLE III. THE FACTOR k FOR CORRELATION OUTPUT CURVES.

ince the top of the peak for no noise present is a smooth curve

for B finite) gives

58

B ‘ %
0 ) 0
0.05 3.90 0.128
0.10 3.50 0.143
0.15 3.00 0.167
0.25 2.40 0.2083
0.40 1.90 0.2632
0.75 1.15 0.4348
1.00 0.75 0.667
1.25 0.315 1.59
1.k0 0.20 2.50
1.75 0.12 4.17
2.00 0.10 5.00
2.50 0.05 10.00
3.00 0.025 20.00

But from (92) and the fact that y'(T)

y'"(T) = -2y.k

T=o0

(94)
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hence since y"(T) 1is independent of T ,

y'"(T) = y"(0) = -2y.k , (95)
il.e.
_ —Y"(O)
k= 2y, (96)

Hence from (92)
y'(T) = -2ky T = +y"(O) T (97)
Hence from (91) the error Z&T’ is

N(T)
AT = T———i_—- (98)
y (O)Ts

But T 1is arbitrary, hence if we choose it equal to -AT

we obtain

2
N(AT)
(A'L’)2 = — (99)
-Y"(O)
Integrating to obtaln the mean square or R.M.S. error then

glves

2 = o = 1 100
(AT) Y"(O) (ZQ) Y"(O)) ( )
RUNL A
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But y,/N, 1s the output (power) signal to noise ratio,
hence letting Yo = S5,

S ——————————— -
o 2 _ Yo .
(No)out(A T) _r) (101)

But from (96)

O 2 - 1
2 (AT)® = +— 102
( NO)Dﬂt A ) 2k ( )

This is the sought relationship and since we know the depen-
dence of k£ on /3 via Table III or Fig. 13, we can obtain a

S ————i——
plot of |—> (AT)2 versus 13 , as shown in Fig. 1k.
No out

Hence, from Fig. 14 for a given satellite location on the
trajectory, i.e., a given j? , and for a known output signal
to noise power ratio, the R.M.S. error in the correlation
peak can be determined.

It remains to determine the ultimate error in average
electron density and to relate it to the output to input sig-

nal to nolse ratio.

b. R.M.S. Error in Integrated Electron Density Measurement
Suppose we now relate the error (AT)2 to the
error in the integrated columnar electron density, n(p) .

From (79), letting AT =T (differential time between peaks)

p
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B T

the percentage error made in determining n 1is equal to that

made in measuring Tp y 1ee.

— AT AT
TRy 03
()
where Tp =Tp/T .

Now, the error in measuring Tp is the composite

of the error made in locating the correlation peak at the
first carrier, A Tl , and error made in locating the corre-
lation peak at the second carrier, A Tz « These errors can

be found from Fig. 14 and, for a given (SO/NO)ou depend

t
only on B . But from (62), (58), and (56) we can write

}gl By fa, %o, fop >/
E TR T, ¢ fo
2 2 d2 Ol 1

That is, the higher frequency, f02 (f02> fol) has the
lower f8 and the smaller error for a fixed bit length and
output signal to noise ratio.

The total R.M.S. error made, ATP , 1s the square

root of the sum of the squares, or

(AT)2 = (AT + (AT " (105)

and since fol/f°2 < 1 , the second quantity is bounded by
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unity, hence
(A7)? = 2B T)? | (106)

For simplicity we will take the errors as equal and write:

(ATD)2 = 2(AT1)2 (107)
Now, using (89) to determine Tp

T 2 fo.\2 :

P - -]

£ = B, (150 [ (fo3) ] (108)

(where f03 now replaces f02 ) We can then write, after
multiplying both sides of (103) by (8,/Nj)o,t » using (107),
and taking the R.M.S. of both sides

— IS
= 2(A T2 (—9)
(An)2 So) . = 1 NoJout (109)
ou

— 2 \N, T, \2
@ 0 (_13)
T
Using the plot of Fig. 1% or Table III to obtain the product

of (A,'l’]_)2 T\Tq and using (108) to obtain (—E) , Which
ofout T

for fol= 70 mHz , and fo3= 80 mHz , with T = 25.6 U sec
is
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T
p 2
- & 420 B (110)

Wwe obtain the percent squared R.M.S. error in n as plotted
in FPig. 15, and tabulated in Table IV,

Fig. 15 reveals that for 8, /N, 2 10 that the maxi-
mum percent R.M.S. error made in measuring n 1is less than
5% for all [ 2 0,08 . This is indeed an acceptably small
percentage error. In what follows we will see how an output

signal to noise ratio of 10 or more can be realized.

c. Determination of Output Signal to Noise Ratio
Tt can be shown (pp. 422 and %12) [16] , that

the correlation receiver of Fig. 8 acts like a matched filter
detector. The latter has the property that the maximum peak

signal to noise power ratio, (8,/N,) is equal to twice

out ?
the ratio of the energy contained in the input signal/input

noise power per cycle of bandwidth, Eyp/Niy , i.e.

s E
_° = 2(-N—I§) (111)
N, outmax IN

where

Ery = Peak Input Energy (Joules) at Antenna Terminals
_ (PpNT)Gy

(112)
LTTR?
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TABLE IV.
MEASUREMENT ERROR IN n

(gg ~ _(Am?
'B N, )out (®)°2
0.00

0.05 2.3220 « 107
0.10 1.6210 « 1072
0.15 3.7400 - 1073
0.25 6.0450 - 107"
0.40 1.1656 - 107*
0.75 1.5570 + 1072
1.00 7.5600 + 107°
1.25 7.3800 + 1076
1.40 7.3700 * 1076
1.75 5.0480 - 10™°
2.00 3.5430 + 107°
2.50 2.9020 « 107
3.00 2.8000 + 10~®
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Nyy = Noise Energy
= Noise Power per Cycle of Bandwidth = KTI (113)

Effective Collecting Area of Receiving Antenna
2
ER;)iz
4T

Distance from Transmitter (Satellite) to
Receiver (Earth)

wf™
"

)
"

Py ® Peak Transmitter Power, Watts

NT = Duration of Coded Pulse Train of Prp Peak Power
(N=127 , T = 25.6 U sec)

Gp = Gain of Transmitting Antenna
GR = Gain of Receiving Antenna
K = Boltzman's Constant = 1.37 ° 10'23 Joules/Degree Kelvin

T = Total Input Noise Temperature of Recelver
Tp+ To , Degrees Kelvin

Ty, = Effective Noise Temperature of Antenna, Degrees Kelvin

=3
"

Effective Noise Temperature of First R.F. Stage
of Receiver, Degrees Kelvin

1. Received Signal Energy, EIN

For Pp = 2,000 watts , N =127 , T = 25.6 Usec ,
fo = 75 mHz (,{v= % meters) , Gp =1, and a 50 Db.
receiving antenna gain (Gg = 10%) , and using the geometry
of Fig. 10 to obtain R as a function of © , the variation
of Ern(®) 1s as given in Table V.
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TABLE V.

COMPUTATIONS OF INPUT ENERGY LEVELS (T = 2650°K)

& E
6° Ery Nin - .
JOULES JOULES IN N
DB.
85.0 1.741 - 10738 | 3.6305 - 10720 | u7.95 16.80
97.5 1.686 + 1018 | 3.6305 . 1072° | u6.on 16.65
113.0 1.5076 » 10718 | 3.6305 - 1072° | ui.s25 | 16.20
134.0 1.2046 » 1078 | 3.6305 - 1072° | 36.659 | 15.62
153.0 1.1330 + 10°8 | 3.6305 - 1072° | 31.208 | 14.95
164.0 1.0592 » 10°8 | 3.6305 » 1072° | 20.195 | 14.68
173.5 .9763 » 10-18 | 3.6305 - 10720 | 26.892 | 14.30
178.0 .9386 + 10718 | 3.6305 - 10720 | 25.853 | 1.10
180.0 .9100 * 10~8 | 3.6305 - 1072 | 25.065 | 13.90
18%.0 .8759 « 1018 | 3.6305 « 10720 | o4.126 | 13.82
187.0 .8076 - 10718 | 3.6305 + 10720 | 20,245 | 13.48
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The received noise energy, NIN , at the antenna
terminals, if we consider that this energy will be passed
through the first R.F. stage and associated antenna network
having an effective noise temperature T, , is given by (113).

Plots of antenna noise temperature [17], Ty »
are shown in Figs. 16a and 16b and also [18] Fig. 17.

The receiver front end noise temperature , Te ’
is usually expressed in terms of the noise factor (or noise
figure if expressed in decibels), Fy , by Fy =1 + (T /T,)
where T,= 290°K ; for example, if T, = 290°%K , Fy =2
or a 3 Db. noise figure. Receivers can be bullt with nolse
temperatures as low as 30°K for parametric amplifiers and
essentially a few degrees Kelvin for maser amplifiers in the
microwave region [17], and some typical results [18] are
shown in Fig. 18. TFor operation in the V.H.F. region of
70 or 80 mHz, a value of T, of 850°K (i.e. a noise figure
of about 6 Db.) (the assumed M.I.T. value) is seen to be more
than reasonable (if we extrapolate the transistor curves
of Fig. 18 down to 75 mHz).

From Fig. 16 (or an extrapolation of Fig. 17) we
see that an antenna noise temperature of TA = 1,8000K is an
average type value at 79 mHz (although it can go as high as
slightly over 10,000°K under severe cosmic nolse conditions).

Thus taking T, = 1,800°K , Tg = 850°K , we get
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N = 3.631 ° 10720 Joules (11k)

From the results of Table V; for Erxy , and
(114) for N;y Ve can then determine the input energy signal
to noise ratio, Epy/Nyy , as a function of trajectory
angle, © , or the corresponding distortion parameter, /3 ’
which depends on 6 (for f,, = 75 mHz and T = 25.6 Msec)
as shown in Fig. 11. The result is also tabulated in Table V
and shows that Epy/Nyy2 22 (i.e. 10 logyy Epy/Npy Z 13.5 Db.)
over the entire trajectory considered.

Hence, from (111) we see that the maximum
(SO/NO)out is at least 44 . Thus, assuming the correlation
recelver can be built properly, it certainly is reasonable

to assume that (So/Ny) 2z 10. Hence, from Fig. 15, as

out
previously noted, the corresponding accuracy with which the
integrated electron density can be measured will be at least

5% for all /3 Z 0.,08. This is indeed satisfactory.

d. Selection of Receiver Front End Bandwidth

The designer of the receiver must realize that the
front end bandwidth, B , must be great enough to pass the
signal with little distortion. However, as B 1is increased
the input noise power, NOIN = I(TIB, increases degrading
the input signal to noise power ratio. As this ratio is

decreased more correlation must be performed by the receiver
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to extract the signal from the noise. This correlation re-
quires more circuitry and hence more expense. This aspect
is considered in detail in Appendix XII. In any case, the

output signhal to noise power ratio can be made to exceed 10.

Effect of Antenna and Transmission Lin

Bandwidths |

If the bandwidths of the antenna, transmission line,
and associated connectors, etc., at both the receiving and
transmitting end of the path are made much greater than the
rise time bandwidth, BR , &s plotted in Fig. XII-1 of
Appendix XII, then little additional distortion will occur.
The maximum BR is about 79 kHz, hence for a carrier of
75 mHz, this represents a percentage bandwidth (100 Bg/f,)
of about 0.1%. Certainly it is reasonable to expect that
both antennas can be designed to have their impedance, and
radiation characteristics flat over this percentage bandwidth,
similarly for the bandwlidth of the transmission lines and
associated connectors.

Thus the main problem in the antennas' bandwidth
is (as in the front end receiver characteristic) to determine
what small compensation should be made in the measured corre-
lation curves due to their finite bandwidth, this compensation
decreasing with increasing bandwidth above By j the actual
}3 factor will be smaller than that measured by the receiver
due to the finite bandwidth.
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VIII. CONCLUSIONS AND RECOMMENDATIONS

From the preceding, the following main conclusions are
made:

(1) The proposed dual frequency (70 and 80 mHz)
propagation experiment to measure the solar corona electron
density variation, n(r) , by measuring the differential time
difference, AT , between the correlation peaks of coded
pulse trains at these two frequencies, is conceptually valid.

(2) Specifically, from a measurement of Ar y One
determines n(Q) from (79), and n(r) from (84).

(3) The percent R.M.S. error made in measuring n(p)
(and hence n(r) ) is less than 5% for all values of the
distortion parameter, 18 , such that ,3 > 0.08 (corresponding
to a satellite location from inferior conjunction to superior
conjunction) provided the receiver output signal to noise

power ratio , (S,/N,) is such that (Sy/Ng),, ¢t = 10.

out ?
The error dependence on [3 is given in Fig. 15.

(+) However, to practically realize the performance of
the experiment requires two state of the art engineering
efforts: the design and construction of the 50 Db. gain
receiving antenna at 70 and 80 mHz, and the design and con-
struction of the correlation receiver which must provide a

high (So/No)out with a low (So)in’-' -125 DBM, as dis-
cussed in Appendix XII.
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Some supplementary conclusion d recommendationg are:

(5) The actual pseudo random code used, as long as it
is sharply peaked, is not critical as far as the shape of
received output correlation curves is concerned, as shown
in Appendix IX.

(6) The effect of the ionosphere is to slightly increase
the distortion parameter, (3 , (Appendix XIII).

(7) The effects of refraction of the solar corona are
too small to be ascertalned by standard computational-
graphical methods, (Appendix XIV).

(8) It is recommended that prior to performing an actual
solar experiment, that a wavegulde simulation experiment simi-
lar to that discussed 1n Appendix XV be performed. This
experiment could be done at relatively low cost and be used
to both ascertain the validity of the method and to calibrate
the receiver system.

(9) The communication bandwidth of the solar corona at
S-Band is large enough to handle quality T.V. signals
(Appendix XVI).

(10) The dual frequency experiment can be performed at
5-X Band. This experiment has the advantage of using existing
(or modification of existing) antenna sites and of introducing
a smaller nolse error compared to the V.H.F. case. However,
it has the disadvantage, for similar power levels, of requiring
larger correlation codes requiring a more complex correlation

receiver than for V.H.F. (Appendix XVII).
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(10) Both A.M. and N.B.F.M. can be used to modulate a
continuous wave carrier to diagnose a plasma (Appendix XVIII).
Schemes of this type may be worthwhile to investigate for

solar corona diagnostics.

78



APPENDIX I

SOLUTION TO WAVE EQUATION
IN SLIGHTLY NONHOMOGENEOUS SO ORON

Conslder

ag‘? + BH¥ = o (1)

Suppose we write E

- -J fv(x)dx

VY = 2 © (2)

where v(x) 1is as yet unknown, then (letting v's= ag v )

az’i’ = Y+ v (3)

and (1) becomes
2 2
i v? = +BUE) (1)

which is the Ricatti equation.
Suppose now that ﬁ%(f) is a constant = ﬁg y then

v has the solution Vo

Ve = +ﬂ° (5)

(we ignore the backward wave Vo = -,30 solution here) and,

therefore,
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? = Ae-jﬁog

(6)

Hence, if }3p is not constant but is slowly varying (as will
be defined), we would expect that

v (&) = +B (&) (7)

may be a good approximation.

Let's see if this is so. From (&)

v = \BRE - v (8)

which if (7) holds becomes

- 2 1 -n VO'
va+ v o=l = v /l-i (9)
v
o
Expanding
1 LI
v (v.)
- o . 0! e e
v E Vo4l -0— ——T-c- (10)
2V0 8v

c<l (11)

we see that v =V, will be a good solution.
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Now, from (7)

vi = agﬂpq) = B! (12)
Here
B, = iBncé)
w3E)
n(r= Ve_s= i) (13)
2
W
B = 4
v c
Hence, the inequality (11) becomes:
n'( £)
< < ] (14)
2
\ 28 n2(€)
Now, the "wavelength" in the media is
A
-2 -
ﬁp = -—'1\1 = an (16)
) 2TC
da si 9, = —— h 0= 5—, (14) can be
and since g 3 where X
expressed as:
af )
< <] a7
2de
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i.e., if ,B changes by a small amount in a distance of a
wavelength, then (7) will be valid.
In terms of the dielectric constant variation per wave-

length, this becomes

1 dGr

8TE_ d(%_)

< < 1 (18)

>
£5(€) 2
p§ and if f-> >£5 , then

Now, since er =1 -

€, = 1 (19)

_(—f_- - _Ta ( ) (20)

o(2) o3

but since €_= 1, A= ’\v , hence = .
2(%) 3(AJ

Now, from Fig. 1 of the text it is seen that for

38T €215, £ ,..%5nH. As suwch, (f/f)°<<1l will

hold if f Z 15 mHz, i.e., if A % 20 meters. Thus since,

A() e« 108 RN R
from Fig. 1, —f- _fl-_ 102153310)z2.5f10

)

b

where f 1s in cycles. But,
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A{—:) (2 )A()

and since R_ % 6.96 * 10° meters then for f g 15 mHz,

mEs i <A

since the change of Er along the path, g s 1s even less

than that along the radial distance, R . Hence (17) certain-

-10 -10

s therefore,

ly is satisfied for 3£ r £ 215 and f 2 15 mHz.
Therefore, (1) has the solution:

3
_-d jﬂp(x)dx
=Y O (21)

0

where \:Vo 1s the value of VY at f =0 (i.e., at the

transmitter). This is a form of a W.K.B. solution. [19}

83






APPENDIX TII

OUIPUT CONTRIBUTION AT ILOWER FREQUENCTIES

From (18) of the text, we have that the contribution at

the lower frequencies (i.e. between -L.Jm < /< um ) is

Um
- - )
AY@,t) =[ [‘Y(L,U)ejwt - Y ejé(u }au (1)

o
W
m

where W(L,l/) 1is the solution (which is not known) to

(1) of the text at § = L, and Yo is the input transform
of (7) of the text, which is, from (5) of Appendix IIT

V = “o 2)
(s} 2 2
27?’(&)0 - W)

Now, we note that for any steady state frequency, &/ ,

the effect of the plasma will be a pure phase shift if
A
w> (.Jp , and will be both a phase shift and attenuation if

A
< up s 1n elther case the magnitude of the steady state

component will then not exceed its input value, i.e.

|Pa,w)| « |@

(o)

any U/ (3)

max
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Hence, from (1)
Iy = +1¥] w, @
max
and hence from (2) and W, = 3(./)p

A
AY| < 2% ()

Now for a carrier of V.H.F. (say 70 mc.) or higher, for

A
a solar distance of P = 3, £,= 5 mc., hence

1 (6)

< ——

Ayl = 55
(the inequality improving with increasing carrier frequency).

Hence the low frequency contribution is neglected compared to

the higher frequency contributions.
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APPENDIX III

A CONCISE REVIEW OF THE PROPAGATION
OF A STEPPED CARRIER WAVE THROUGH A HOMOGENEOUS PL@MA*

At any distance, L , down the plasma the output is:

(- -
—_ . idw)

e, (t,L) = es(W)e aw (1)

-00
where

dwn = wt- BwWie (2)
1,2 2.?

By = = W -w) (3)

Let the input at L = O be a stepped carrier

ei(t) = 1(t) sin U t &)

Hence*

+It is noted here that an exact solution to thilis problem has
been obtained (Rubinowicz [20] , Gajewski [21], Knop [22] , in

the form of a Convergent Series of Bessel functionsj; however,
for path lengths much greater than a free space wavelength,
the series converges too slowly to be useful. Hence, the
asymptotic solutions reviewed here must be used.

*It is recognized that, strictly speaking, the Fourier Trans-

form of 1(%t) sin (J t does not exist, but this is overcome

by introducing a damping factor e-at , O(>0 , and then

letting O( become arbitrarily small in the result for ey (LJ).
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Q0
— W
e (L) = 2—3-117[ e e " Cat 0 (5)
- 00

Let ¥ =W/, , P=t/ty, N = Wty , P= W/

Aly) = (.Jo'e—i((J) s 1/2M [l/(l - yz)] , therefore,

)
e, (P, 1) =f A(y)ejnf(Y)dy (6)
~%o
where
(T P2 24 p2
yIP- 1 -y—2 ] y=> P
£y =¢ (7)

For y not near 41 , A(y) 1is sufficiently regular,
and hence for large Tl (71—>oo) the method of stationary
phase [23, 21*] glves (for f"(yg) # 0 ),

:lTIf(ys ) > TT 5 1
( ) = Z Ay, ) n —=d 5 0(—-—)
o p ’TI YSn e nf"(ysn) TI

(8)

n

where Vs, 8are the stationary phase points, determined by

£'(yg) = ayf(y) = 0 , here
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y = + (9)
s p2 .
Hence
fy) = *p\Jp2-1 (10)
) 3/2
(p% - 1)
' (y) = % 5 (11)

i.e., there are two stationary phase points, their sum, (8),

giving
1/%

(0% - 1) 5
(P, M) = '\/1%1;? b2 2 -1 cos ¢ NP\JP -l-l--g-

1 (12)

for p#l,p#T‘
1- P2

as long as y. 1s not near unity (which from (9) means that

P 1s not near or equal to l/Vl - Pz E,Og ) and as long
as i‘"(ys) is not near zero (which from (11) means that Jf

is not near or equal to unity). If p is near unity, |ys’
is near oo . Hence we can get e (p, Tl) for O—»1 by

letting y°~e00 initially in (6). This gives

L oy S [e-rei ]
(RN = 577‘]'5'2""'

Joiu 2t - 0o

dy (13)

89



which can be cast in the form of a known inverse Laplace Trans-

_ -st, r _-b/s L2t
form [25] or L1 {e ° [e 5 ] , where b = g © , hence
s

one obtailns the Sommerfeld result

_V“I
eo(Ps7) = le;l Jfd) 1 (p-1) (14)

p—1

where u = 2P27?2(p -1 .
Now as the point, yg , nears unity, the main signal

solution is valid since there we expanded about {(J = (,.Jo

(i.e., about y =1 ). This corresponds to the time

1

p = pg =V_—___—.—? . Then as yg bpasses through unity
1-P

and approaches zero, the pole contribution at yg = +1

(i.e., the steady state solution, sin [n(P - 4/1 - pe )_] ’

comes in which then has added to it the stationary phase
contribution for yg > 1 as again given by (12); the sum of
these two 1s referred to as the Posterior Transient.

Thus in summary the solution (for large 7? ) can be

broken down into four regions of time as follows:
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(

Sommerfeld Solution = (14), P-—>»1

Anterior Transient Solution = (12), 1 < 0 <pg

Main Signal Solution = (47) of Text, P-’ﬁg

Posterior Transient = Steady State 4(12), pg<p<oo
(1%)

A more thorough coverage of the splitting up of the solution

e (PN =§

\

in this manner is given in the excellent paper by Haskell
and Case. [12]

It 1s to be stressed here, however, that as shown in the
text the main signal solution is valid for, essentially, all
times since its amplitude is essentially zero in the regions
of time of P < 1 , the Sommerfeld and Anterior Transient
Solutions, and is essentially unity in the Posterior Transient
Solution. Statlng the same result in other words: Sommer-
feld, Anterior Transient, and the transient portion of the
Posterior Transient Solution have, in the solar plasma case,
essentially, zero amplitude.

Hénce,
eo(P » 1) = Main Signal Solution -o0 £/ Lo

Solar Case
(16)

91






APPENDIX IV

2
FROOF OF ‘t - tg|<<t°P

Denoting y by W/W/), » W/, by vg t/t, by P,
and tg/t, by [38 , we have from (31) of the text

Ivs - 2] <=1 o
il.e.

y,= 1+4  (JAl<<D (2)
il.e.

y2 = 1+ 2A - (3)

But from (33) of the text

)
S — ()
s 2(p - 1)
hence
-2
p -1 =1L (5)
2 yg
s
Therefore, using (3)
p-l=l———P——2—-—-—-z l;2-(1-2A) (6)
2 1+ 20) 2
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i.e.
t tO = =t P (l - 2A)

But, from (35) of the text

t,P?

ot
1
ct
[}

N ()

Subtracting (7) and (8)

t -ty = 1 6p2(-2Q) = -5 p2A

g 0

i.e.

-2
lt-tg|< < t.p

ok

(7)

(8)

(9)

(10)



APPENDIX V

ALTERNATE DERIVATTON OF RISE TIME

Another way to derive ty 1s to realize that the fre-
quency range, Af s represented by the signal as the time
changes from tg - (tg/2) to tg + (tg/2) , is governed by
(33) of the text. This equation can be written as:

BoP” (1)
(t - t5) = ;JjEZJE
W,
Now, when t = t, we know W =/, , therefore
PP
(’cg - t,) = > (2)
Thus,
2
t.P
0 1
(t - tg) = 5 [(_LL)‘? —1] (3)
W
o
Hence, since L . 1 i‘% Al at t =t X — , we get,
o Uo & @
since IAw <<1,
%
Aw
= P2 (%)
tR o U
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But AW =2MA+r and Af:U@,hmw

P2t
fO

tgp =

But t_ = (2T4)/P? , hence

27T
d
tR T

o

which is identical to (58) of the text.

(5)

(6)

Thus, the definitions of rise time in terms of rate of

change of phase or in terms of the reciprocal of the fre-

quency interval required to represent this time change are

equivalent.
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APPENDIX VI

SIMPLIFICATION OF !V(L,t) EXPRESSION Lﬂ

We have
"
- -iB (L st
Y(,t) = f‘i’(o,we P e alJ (1)
- 00
but
- jltr -3l
V,w) = -2—]7'T—fm(t‘)e °" ¢ at! (2)
Let
By = By + Bl (w - wy)
(W - W2
+ " O e
B, - + (3)
therefore,
W- 46)2
L 81 ) W-W)-|Br W) ———-
¥Y,b) = _}__f LBy 0t By 18l )
27T
-~ 00
I [t + -]
. dwjm(t') eJ © at! (4)

Interchanging the order of integration, and letting
Q= - W, , and noting that BU(W,) < 0 , gives
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i [l - B
21T

,Iﬁ(t ')ejﬂ‘[t—t'-ﬁl')((,.{))l,]-t%w;%)l LQ)

Y,t) = &

Letting
2
81 -t + B )L]
mE* = | Butwyn [Q—[ Do } 6)
¢ °° |Brcwy) |z
therefore,

afl = T (7)
‘\/lf,ngo)lL 3

and
1" 2
”QP(;“'°)L, 0= -Q[t- ¢ - Brw)i]
2
1 [t' -t + Brw)1] N E_£2
2 it
,ﬁp(wo) Ll :
(8)
hence
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[ wot - Blwy]

_ €
Ya,t) T

[t'-t+,3p(b.6)L]

bt ﬂ"(w )
2 L
e O,
n(U
=00
bt 2
i
J
0o
But
co Ir 2
28 |
= (1+ ) (10)
Letting
2
w oo I8 - s+Biwy)
) u | -/ - (11)
2,,BP(UOJ‘L
then gives
00
T
_a+ g Py utpl -Jz-u
Y(L,t) > mlt - tg+v_,—§- du
-00 (12)
where
¢, = Wi - Bt \
b, = B,
> (13)

qa'-(w) = B, (W)L

= Verdrwy = emBuw|t
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(recalling that ¢(U) = Wt - ,BP(U)L ).

Shortening the notation into a complex amplitude and a

carrier gives

W.t
Yaw,t) = a(t) R
where
) =3/ W)L
a(t) = ——-———-(l +J) e jB ©

2

o0 .
;im[t-tg"‘%]eﬂ

100
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APPENDIX VII

CORRELATION RECEIVER oUTPUT (2]

Referring to Fig. 8, it follows that the sine channel

first gives, denoting ¥(L,t) by e(t) =TI ga(t

a(t) = ap(t) + jaj(t)

e(t) sin bJot

ay(t) a; (t)

(1 - sin 24Jt) +
5 0

)ejwot ,

. 2
an(t) sin (Jot + a; sin (Jot cos Wyt

sin 2{J &
o

which when passed through the L.P.F. (eliminating the

sin 2L/0t terms)

a,(t)
2

eL.p.(t) =

Multiplying by m(t - tc) and integrating gives

oo
an(t)
% Rr(tc) = 5 m(t - tc)dt
-"00
Similarly, the cosine channel gives
0o
a, (%)
t R, (to) = m(t - to)dt
~00

Squaring and adding gives the correlation output,

Y(tc)

(1)

(2)

(3)

(&)
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2 = R2(t,)  Ri(t) _ 1 2
(te) &8 = + 42 = | Rt (5)

where
R(tc) = f a(t) m(t - te)dt (6)

~00

But here (Appendix VI)

2
+ -jjg(LJ)L u -j= u
(g) = L3 [ - e e SBlTEY
2 g 42
iy (7)
Therefore, substituting (7) into (6), reversing the order
of integration and letting t§ = tc - tg , glives
oo
I 2
1 “dp u
[} - —_— - - 1
R(tg + t,)| = ‘\/é"fe mft - ¢, - t¢)
-0 - 00
\‘
[( ) utﬁ} (8)
*m t -t )+ —5|dt du
g \ﬁ?

We recognize the quantity in curly brackets as the auto-
correlation function of m(t)

time

evaluated at the correlation

td + utg , as is seen by letting t'= t - tg~+ utg ,
giving
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utR
= Im(t") m[‘t' - (t' +——-)}1t' s R t' +——) (9)

Hence (dropping the primes on t, )

“_Jﬂ’uz
'R(tc-i- tg)‘ = v:;q [e 2 t +_V=,-)du (10)

-0

normalizing times with respect to the bit length, T , i.e.
let T =t/T, T,=t,/T, B = tg/(V2'T) , gives,

after letting v = /Bu , the normalized cross-correlation

output
|rCT+ T
y(T) = — (1)
where
N ) 2,
IS(T) + I (T)
y(T) = \/° 5 2 (12)
F s
- 1
I(T) = Efr(x) | 005[ (,3) ]dv (13)
o =
ra 2
= L in [T (>
I(T) = 3 f r (x) l s:.n[2 (,3) }dv (1)
~%0 x=sT+v
with
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oo
r(x) =f m(w - x) m(w) dw , r(-x) = r(x) (19)
%0

where

t
B == (16)

We note for the N bit code discussed in the text, the
limifs of x need only range from -N<€x €N, hence v
will vary from -(N+T) to +(N - T) in (13) and (1),

Also we note
y(-T) = y(T) (17)

and that if 8= 0 (letting u =

N-T
B
I.(T) = Lim f r(x) cos g- u? du
B=o P70 Ty x=T+uf
,3 (18)

which for* T <€ N becomes

*We note that for T> N and F =0 , I.(T) = Ig(T) = O since
upper and lower limits of these integrals both become =00 ;
therefore y(T) =0 for T> N and B= 0 which is also

what r(T) 1is, hence y(T) =r(T) for a1l T for

B=o0.
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oo
IC(T) l = r(T) f cos —271:1.12 du = r(T) (19)
~%0

=0

Similarly, I_(T) = r(T) , hence
./9 =0

y(T) l = r(T) (20)

B=o

which is as should be since for no distortion the cross-

correlation becomes the auto-correlation.

Note on Computation of y(T)

Following Pindyck (2 y(T) can also be computed as
b

follows. We note that we can write r(x) as:

r(x) = (akx-l-bk) k<x<k<+1l, k =integer
(21)
where ap and b, are constants for each kth interval, but
vary for each interval, as can be obtained from a plot of
r(x) , or from (68) of the text.
From (21), we must call the interval between x =0 and
x =1 the 0%®™ interval, it follows that since r(-x) = r(x)

we must then choose
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-a (k - 1) a_k

( (22)
Ple 1) = Pk
Substituting (1) into (11)

N =T T v 12
T) = L (a,x + b,) e-J?F dv

y(T) = BV KX ¥ b/ -

2 -(N+T) x=T+v

(23)

Performing the integration over v by performing over each
kth interval (noting that v = x - T) and then summing

over all intervals

N -1 k+1l -7

y('r)=,31-';_£ Zak f

k==N K-T
k+1 - T

A _jg v |° .
+ (@, T+ )8 f e (,8) d(B_)

T

Recognizing the first integration as an exact one, and the

2
v e-jg‘%) dv

(2k)

second as cosine and sine Fresnel integrals since

I

0 0
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gives

Bz

k=N-1 2
v(T) = 1 [J—Aﬁcos[ k+ 1 - T)]
k N

sm[-’-;(%f—f] PAET ¢ w0

[C(U) - C(L)] - J [S(U) - S(L)] ] , (25)

where
X
\
cCx) = f cos—.u du
0
} (26)
X .
s(X) = f sin——u du
0 /s
= k t@l -T
k 7
L = k)§1‘
)

Separating into real and imaginary parts and simplifying
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KE=N K
P (T) BT(k [si {727' k1 -1‘)2}_ Sin{g'(gl—él:,z}]
e w g o] o

Qe (T) = {B;k [ms {_Tzf_(k_t/%_I_ 2}_ cos {1_;(_ k'gr)zH

But we now note that since y(-T)= y(T) , therefore,
replacing T by -T in (29) and (30) gives (28) where

P (T) ={ ﬁ;k [sin {7?7(5_*‘_2:_7)2} {21( 1)2} ]

- (a,T - 5k) [C(k-i-ljé-l-f) ) C(K‘%‘I)

now
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+(a, T - 1) [s(l&i)le—il) - s(k"‘ f)] . (32)

Check Case of ﬁ =

Suppose we let ﬁ—’O s examination of (29) and (30)
shows that the first terms vanish with ,B = 0 and that if
k ® T then both %’—I and k_i-%_—i will approach +oe
and since C(o0) = % then Pk(f) = 0 . Similarly, for
k> T, Q(T)=0.
However, if k< T and k+ 1> T i.e. if k< T< k+1

k+1 -T k -T
————— —$ 400
B .

C(oe) = £, C(-e0) = -} , it follows that P (T) = a,T + b, ;

then —3» -00 and hence since

similarly Pp(7T) = -(a, T + by,) hence
ki

y(T)

B=o0

2
71_1__ (8, T +1b,) + (3, +by)

a, T + b, , ke Te<k+1 (33)

which 1s as it should be.

109






APPENDIX VIII

PROGRAMMING OF CORRELATION FUNCTION

Computer Program for Computing y(T)

The program described here is a FORTRAN (level G) program
written for the IBM S/360 Computer. Nearly all internal com-
puting by thls program is done in double precision floating
point form.

The main functions of the program are to compute:

(1) a table of auxiliary quantities: my , T , ap , by;

(11) y(T) for the values of ,B and T specified
by the input. '

The amount and type of printed output to be produced by
the program is determined by a write-flag, denoted by IWR,

whose value is specified as an input quantity.

BLOCK DTAGRAM OF THE PROGRAM

e

N&—]2

¢ Read the
write control
flag IWR

Compute
mk fOI‘ k«= l, 2, se ey
rk fOI‘ k O, 1, [
a, for k= 0y 1, esey
b, for k = 0, 1, eu.,

+

2 =
1
e
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Write the computed table of

YES (=)
200 NO (#)
ﬁéad
BETA &— ,8
TAU «— T (initial)
DELT AT _
FTAU*— T (final)

Write input data:

BETA, TAU, DELT, FTAU

Write the heading
for the table of

i, Ti, Y_( Tl)

500

400

Y!k-y(T;)==r(T;)'*

Compute

SUBROUTINE: FRESNL

Y*-v(‘l.’i)

by using Method IJ|

Compute Fresnel

1Integrals C(x) and

S(x) for a given X

600

N

rite the ith 1ine
of the table

Write the end
of run message

i, Ti, Y( Ti),

Jo—T +

112

TAU «— +

TAU > FTAU
TAU £ FTAU

AUs FTA



Input Data
Card #1 (Format: 1II)
IWR€— VWrite Control Flag
= 0 for standard output only (1, T,, y( Ti))s

i
= 1 for standard output and the table of

My Ty By bk;
= 2 for standard output and intermediate
results in the computation of each y( Ti) .
Card #2 (Format: 4G10.0)
BETA 8
TAU «T_ (= initial T)
DELT «{\T
FTAU<= T, (= final T)

Sample Output
Sample output, obtained by using IWR = O , and the

listing of the source program are attached at the end of this

appendix.

Computational Method

For ﬂ =0, set y(T)=xr(T) . FOI',B # 0, the
so-called Method II is used. Thlis method depends on Fresnel
integrals
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X
C(x) =f cos (-ZQI u2) du
0

and
X

S{x) = f sin (-121 u2) du

0

For x »100 , the method described [11} , (p. 324) is
used. For x 2 100 , the method developed by J. Boersma [26] ’
is used. The latter method is a special case of the
T -Method of Lanczos.

According to its author, the maximum error in the
Boersma's technique is <1.6 x 10'9 . Intensive numerical
testing tends to indicate that the maximum error in the other

method, for x » 100 , is in the order of magnitude of 10'8 .

Print Outs

For the sake of completeness the print outs of the
B = 0 results are given in Table VIII-1, i.e., the auto-
correlation results for (66) of the text, where the x(n) are
defined by (63) and (64).

The y(T) results for ﬂ’ 0 are not tabulated here,
but are plotted in Fig. 9 of the text.
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TABLE VIII-1.

AUTO-~-CORRELATION COEFFICIENIS (ak AND bk)’

AND AUTO-CORRELATION FUNCTION, ry,
FOR N =127 PSEUDO RANDOM CODE

'

ag

by

NN NN N Y
JDW N DWW

26
7
28
29
20
2y
12
23
34

—_—" rmd bt pud b pmd md ed ed f
P NITU DNV~ D ODNDN DW=~ D

12707000
N, 30000000
1.0000006
1, LCO00D
e NNCOINGNN
5,000 000
4, 00007000
3, Ce0nnan
4, COONINNN
3., aconace
4o CRONNDND
3, 020NN
2. UTeNOeN
3, oG
-2,00%70aN000
j.oCnNANCo
C,3000N0GN0
3., CCNYnrn
-4, Coa0000
5.00017000
4, CCONNCN
l1.ccenonn
-0, 33200700
5,0CON0CC
4, 0CONNON
3.0C002000
-C.2000an0N
3.0000000
-A, 0000000
1,0C003000
-4,0007000
3.0C0NNNQ0
Ce 20CCNN0OGH
1. 0200000

-127.,00000
1.01720000
1.0079009N0
1.0N0H0N7)
1.0070000
1.0700090

-1.090N%00

~1.0900000
1.07200170

=1,0391000730
1.07300:0900

-1.,0770070

-1.,00000939
1.NN0INND

-5 ,.,N0N77N
5,0N00N100N0

~-3,0000030
3,0000050

~7.000000N
9,N0NNNN"

-1.072700000

-3.,0070000

~1.0700000
5. 00NN

-1.00700230

-1.17070092)

-3,00N00000
3,0000099

-9.,0000500
7.0000090N

-5,0030007
7.000000N

-3,00950090

1.0000009
5,.0700090

127.07MC0O0
~-1.0000090
-1.0Cc000900
-1.0000070
-1.,000000Q0
-1l.CO0NNON
11.700NCON0
110300900
-5.0ceo0on
12.000000
—7.0000000
15. 00000
15,00990%0
-11.N00000
13.7CNCN0
-77.000000
51.C0000N
-51.0C0000
126.00000
-17£.00020
28.000000
AT7,C00000
22.000000
~-11&5,00000
29 .00000¢C
29.C00000
8l1.0C00CO0
-81.,00009C
255.0CN00
-206.00000
151.000N¢C
-221.00000
99 ,00N0QD0
—-32,00Nn0CC
-164G6.00000
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TABLE VIII-l.

(CONTINUED)

ar

by

49

51
K2
£3
=3
ho
57
LR
sy
€0
1
&2
£3
E4
5
[J¢)
£7
€8

~
&3

7Q
71
772
7.3
74

H, CCONZCH
5. 00200000
—A,DN0NO0D
1.C3¢HI00N
2.0CNJ0N0ND
-3, 0000000
C. IC30IC00
7.0007009
2. 0Co00nNN
3, 0000000
-2,00070050
-7.020000¢
—4,0300001
7.030)000
R, 0000000
1.020H000
-3, 0007000
3,0003070
—4 4, Q000N
7.0 209700
C, 000 1nnn
5., 000N
-4, 0000000
-1, 0001100
4. DOONNNY
7.0207009
Y000 n
-5.C0C0m0n
3. 20NN
-3, 0000 0N
G 0000000
-3, 0070000
=3 ) YGED
=3, 20NN
TR AAAR MRS
e YN
—5.07) 0000
—1.,000000 0
~ 3, 00000
3, NN

-1.9000009
-11.000000
700003370
1.0020070
=5.00007 4,70
2,0:300330
T.0000700
-9,N90HN0
5.0090) 1)
=3,0900599
-7, 0030000
3.0000010
11.)003H0
1.20729990
-7.097009)
-9.07230000
11.020920
=7.003730990
11.030390
-7, 07737300
5.033009%9
-3,007007% )0
-3 .0 03730
11030009
3,070 )
=5.,0M75090%0
=T, )0N0 )0
13.070999
-17.320020%
13000000
-7.,.09)00000
-5 .00TI0NT5
2,232311700
11,0000
-3 ,00000 )
=D ,N:3N
H e AN
7,0 )NNaNN
11.790099
-7.07170177

41.C00000
4C1.00000
-265.00000
-27.CC0NDC
197,.n0000
-122,00000
—-287.00000
385.C000C
-217.0009¢
12£,0000¢
115.00000
-145,006G00
-521.00070
-41.00000C
251.,09000
451,000
-56G,0NCN0
267.0790Q0
-587.00CHN
w5 ,.000q0
-27c.Ccn00n
50G. 0NN
167.00CH°
-545,00940
-172,000002
G7.0900C
429,00000
~-311.0000¢C
1776.,0000
-841.00000
45G,000075
227.0020¢0
~-209,00730C
—-752.000100

522,00707
—-2ix],00000
5352.00009
-811.C209"

521.0000¢
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75
74
7
78
79
g0
g1
82
813
84
g5
245
r7
e8
89
sn
G1

G2

G3

S4H

G5

Sé

57

gR

5q
1¢0
101
107
103
104
105
1Cé
107
108
109
110
111
112
112
114

Tk

TABLE VIII-1.

-4,0027009

7.000000N
-2.0380270C0O
-5.00020000
~-8. 000730400

3.0007000

6, 00NIN00
-1.07207H07°
-4, 000005

1.0007¥070
-8, 0NH0NN0nN
-1, 0CuI20Q0

2.0N0)3000
-3,07%0)30040
~-2.,93C07000

5, 0CONNOD
—~A, JNIND
-7.07°02000)
—-2.,0207000
-1.000N"N0
~-4,0000300

3, 0000000
=2,.,000)000

5. NCNADNN
4. 0C0NO0N
-1.000)000
= e 0CTNNON
-5 0000000
—4. CDDINAD
-1.70033)000
=2.9707°000
-5, 100000
—h,, 0CON0NN

3. 000NN0N
~4a LOOION
-1,07°0)0010
—4.,0C070N0N

Le AN YINNAN
-4, 003700
-3,N02n)H)0N00

(CONTINUED)
ak bk—
11.000999 ~829.00090
-9.,0900000 691.00000
27.0000000 5327.C0000
1.0000009 -87.CCOCAN
11.000009 -877.00C90
3.0300000 -237.00C00

-7.0000999
-2,0a00300
5.0090023N0
-9,.,N0700300
7.0000000
3.0031I0979
~-5.07337730
1.0)00900
700200079
-11,730009
-1.0970730
5. 0003000
1.7900NN7Y
-3,N000007
7.79003073)
-5,N0730170930
7 .070000N0
—.0:0N000 0
3,000 00
-3.00)NNAa0
-1.0:2000239
-1.0900009
S,0707)939
1.0 00NND
-3.,000009)
-1.070%)3)
9,00715990
-7 .0300079)
3,3070030
-3,00000)7310
5.0J30N09)
-5,000050
1.0700097
-1.99)y0070)

572.0N00C
245,00000
-419.00000
757.C0C0C
-602,00Nn00
-2E46.0000°C
437.00C00
-9],C02020
-625.0000C
GGE,0NCAC
BE.NO0NOC
-467.00C00
-95,000C0C
281.00000
-669.00007
482,00000
-A81.00000
BHT7.,0000N
~201,000N0C
259 ,009500
97.0000N00
97.70000"
-521.0000¢C
103.N000C
312,00000
1r1. 00000
-36G,0000C
759.00000
-331,000Nn0
279 .00N0NN
~559,Mr0000
BF 1 00000
-117.00010
111.00CHC
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TABLE VIII-1.

(CONTINUED)

Tk

']

11
116
117
114
111
129
121
1722
173
124
12¢%
126
127

=4, 0501000
-3, 03009000
—4, 000700
MBI
~ 4. 0303000
—-5. 5003000
-5, 0NNNNN
-5, 000naN
A el T Pa Vaty)
=3, 000NN

-2.,009007:0

~ 1. L0020
—C 00030000

-1.M73000327%
1.2300090
-1.0000N00
1.NNAJR)Y
—1.2210707%)
-1.9)7090
1.0370900)7%
1.703Y200
1.0570770
1.0933007070
1.00000:2)
1.92323077

111.0n000
-121.00096
112,0000¢
-122,000)2¢C
115.700000
118.00000
—-127.,00020
-1z27.00000
-127.000%0
-17.00000
-127.0000¢
-lz7.00090
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APPENDIX IX.

THE TRIPLE FOLDED BARKER CODE

To show that the shape of the distorted cross-correlation
curves are not critically dependent on the detailed nature of
the auto-correlation input, r(x) , (provided it has a sharp
well-defined peak), we consider the case of an 11 Bit, triple
folded, Barker code.

This code consists of an 11 bit code, x(n) , defined by

( \
1 l<€n<
-1 <n<6b
1 =
x(n) = > (1)
-1 €n=9
1 n =10
-1 n =11
\ /

which is then "folded" on itself to give the 121 bit code of
m(t) , where
121
m(t) = Z An) x(n) [1(t) - 1(t - D)) (2)

n=1

where T 1is the fundamental bit time (here T = 25.6 Wsec.),

and
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[ 0 n<o
1=n=<33
1 67 € n<77
A(n) = { -1 .78 <n<99 y (3)
1 100 € n < 110
-1 111 < n < 121
| o n >121 |

with
x(n +11) = x(n)

The auto-correlation function of this code then is

121 - x
r(x) = z x(n) A(n) x(n + x) A(n + x) (&)
n=1
which gives
r(0) = 121 )
r(x) =+1
X = even integer
r(x) = 0 (%)
X = odd integer
r(-x)= r(x)
r(x) = 0, |x| > 121 J

Thus it resembles the r(x) of the 127 bit pseudo random code
except 1ts peak is 121 and all its lobes are plus unity. A
sketch of it is shown in Fig.IX-1.

120

e

)



12T

f’[ 120
L 110
1 100

- 90

AX)

l/"'n\'\ o 1 - 1 e N T —

17

T
-2 -120¥ -5 -4 -3 -2 -| 0 | 2 3 4 5 Y 120 12|
FIG.IX-1. AUTO CORRELATION FUNCTION OF TRIPLE FOLDED BARKER CODE. X~
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Computation of y(T)

To compute the received cross-correlation function,
y(T) , the same program as described in Appendix VIII is
used, except the ai and by coefficients are altered to
fit the new r(x) , and N 1is changed from 127 to 121. Thus
y(T) 4is computed from (28) of Appendix V.

Computation for y(T) for the case of ,8 = 2 were made
and are tabulated in Table IX-1l.

These values are so close to the same case (/9 = 2)
for the N = 127 pseudo random code of Fig. 9 of the text
that they are not drawn in for the sake of clarity. Indeed,
if normalized to the on-axis values, the corresponding curves

would nearly overlap.

TABLE IX-1.
v(T) COMPUTATIONS FOR B = 2
FOR THE TRIPLE FOLDED BARKER CODE

T y(T)
0.0 43.051
2.0 35,011
4,0 18.018
6.0 54247
8.0 7317

10.0 2.047
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Conclusions

From the above, it i1s concluded that the shape of the
cross-correlation curves, y(T) , are not critically depen-
dent on the type of pseudo random code used provided it has a

sharp peak of nearly the same magnitude and 1s approximately

the same length.
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APPENDIX X

If

Y(P
(letting Y(P)=

Y<p>=2[

X(r)

Thus Y(}))

Proof:

ARE ABEL TRANSFORM PAIRS

(o)

X(r)rdr
;Zr2 _ /92

then we wish to show that the solution for X(r) is:

0
or

and X(r)

) 1is related to X(r) by (83) of the text
n(p)
2R

, and X(r)_= n(r) )

|| o]

are Abel Transforms of each other.

By changing variables,

1

p2
1
22

&

B

Y

-3/2

e

(1)

(2)

3

(W)

(5)
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hence (1) becomes

2 xf ) -3/2d)6
20(-} () = f 8 ’Q (6)
0 Ve -8 |

Let
-4
F(OX) = 20 YOO (7)

and

-3/2

(B = x(B) B (8)

then (6) can be simplified as
&

[ £(B)a

F() = / 1R (9)
0 -5

We now recognize that (7) is of the Abel form [27, 28]

X

F(x) =j’ f(g)(X- g)-a df O a<l (10)

0
where in our case a = % .
If we take the Laplace transformation [29] on both sides

of (10) and use the Convolution Theorem,

L1z = ] £(8) ex - §) af (11)
0

(where here g = x™2 ), (10) reads:
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Lrx) = La L [rw)

where

oo
I[g(x)] = f gx) e | ax
0

Now, since

&P(x‘a) = j 2 7P 4x = pa-l M@ - a)

o)

and

- -]

i x®"1) = [xa-l e P ax = p 2 (a)

0

Hence (12) becomes

L [Fx) L[

1 X -
P 'r[f( )] MNa) Ma-a)

By knowing [11] (p. 256),

™
sin all

[(a) [ -a) =

(16) gives

mw

%I [f (x)] = Sin alTrx[F(x)] £ (x®1)

(12)

(13)

(14)

(15)

(16)

(17)

(18)
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Taking the inverse Laplace Transform of both sides of (18)
gives, using (11)

c <+ joo X

1 e PX _ sin afl a-1
2_7173. f _p-- f[f(x)] dp = T f X -g) F(g)d(g)
c”- joo 0 (19)
Differentiating both sides with respect to x , gives
X
_ sin afl 4 a-1l
0 = — a;f(x-f) F(§)ag (20)
0

But since a= % , (20) can be written in the following form:

Y F(O0)

f(ﬁ) = a,B \/B_—' (21)

Using (7) and (8), we obtain

B
-3/2 -
xBB " = }71"5,% f 210t ace (22)
0

B

Using (3) and (&) gives

X(r)ro = 7—%,--8— [f(jg,r)] -%é— (23)

where
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- 2Y(CX)C! Y
T(B,r) = ‘;— (/D)/D

(%)
0 V'B x ;sz
gé- = -3 o (25)
therefore,
(-]
Y(PO)rd
ISR ] [f p:pz] (26)
2 PA\P? -

which proves that (2) is correct. Therefore, Y(Q) and

X(r) are transformable with each other. Either one of them

can be found as long as the other one is known by going

through the integration-differentiation operations as indi-
cated by (1) and (2).
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APPENDIX XI

DETERMINATION OF THE k FACTOR

We have
2
-k T
L o= e D)
yo
Hence
y
Yy _°
s L l_“_‘_y_
k = 5 = 5 (2)
T T

but y /vy =1+ x, x=(yo/y)- 1 and x°<<1 , therefore

yO
1n(l + x) x v -1

‘L’2 = T2 72

(3)

Tabulations of k versus T obtained from the computed
values of y(T) , as also tabulated in Table XI-1, then
give the values of k indicated, as plotted in Fig. 13 of
the text, and other values read off this curve as tabulated

in Table III of the text.
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TABLE XI-1.

TABULATIONS OF k VERSUS A

,3= 0.40 v (T) k
o25 113.?3326 i-§§§-
. 100.583 .9851
«50 64.328 3.030 Take k &£ 1.90
B=1.00 L (T K
% | 83835 | TT77ees
c2 [ ] L] ~
i 75,8889 80012 | Take k =0.75
.6 65.2865 .86k45
S = 1.40 v(T) K
| 82838587 | Thorss
.6 58.66586 .21138
10= 2,00 y(T) k
0 43,573874 | —===eea
L 43.800 * .11037 Take k = 0.10
6 43.400 * .07511

* From Filg. 9 of text.
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APPENDIX XII

DISCUSSION OF RECEIVER DESIGN

The text has shown that the measurement error will be
small since the output signal to noise power ratio of a
properly designed correlation receiver will be greater than
ten. Now, it 1s desirable to adjust the receiver bandwidth,
B , to as small a value as possible without introducing
distortion, so as to have a higher signal to noise,
(8o/No),, = (S5)yp [ (KT1B) , power ratio to minimize the
correlation time required and associated recelver expense.

The designer of the receiver, however, must also
realize that the bandwidth of all its stages must be suffi-
cient to pass the received coded pulse train signal without
distorting it. A conventional engineering rule [30] is that
the bandwidth of an amplifier stage, B , (as measured between
the lower and upper 3 Db. points) be some fraction, usually

0.35, of the reciprocal of the rise time, ty , i.e.
B = 0.35 By cycles/sec. (1)

where By = Rise Time Bandwidth = 1/tz , B = Recelver Band-
width. We note that Br can be written as

(2)

Bp = TV?l(tR )=-\/'2"1,BT

Vv2'T
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where ﬁ? is the distortion parameter as defined by (62) of
the text, and T is the bit duration (here T =25.6 Wsec.).

Hence,

0.39 - 0.2475 3)
Vg A8

A plot of BT <(and also B 1in Keps) versus /3 is given in

BT =

Fig. XII-1 , and tabulated in Table XII-1l.

To justify reducing the bandwidth, B , below .35 By
we can introduce the concept of a mean square, or effective
bandwidth, Be .

First, we recognize fuﬂ, (p. 115) that the output corre-
lation function y(T) has a spectral density G({JT) which
is the Fourier transform of y(T) , i.e.

-iWtT
G(JT) = y(T) e aTl (4)
=00
and, therefore,
00
1 wrT
v(T) = — G(WT) e a(JT) (5)
27(
hence
o0
yi(0) = -—lﬂ—,f WD T aWJT) (6)
~00
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1,000 [lOOF
- [\ BT
100.0 L1OF
d
N L L
= _+ R
Y -
L&
55|
o | [~ Be
10.0 P10 BeT
| L  B= O.3SBR
0.0l . . . : . |
o) 0.5 1.0 1.5 2.0 25 30
B —»
FIG.XIT-1 RISE TIME AND EFFECTIVE BAND WIDTH

DEPENDENCE ON DISTORTION PARAMETER
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TABLE XII-1.

RISE TIME AND EFFECTIVE BANDWIDTH COMPUTATIONS

J<] k 0.35 BRT BT 0.35 By KC.| B, KC.
0.00 00 a0 00 oo oo
0.05 3.90 4.95 0.L445 193.36 17.38
0.10 3.50 2.475 0.k21 96.67 16.45
0.15 3.00 1.650 0.390 6l 45 15.23
0.25 2.40 0.990 0.349 38.67 13.63
0.40 1.90 0.6188 0.310 24,17 12,11
0.75 1.15 0.330 0,241k 12.89 9.43
1.00 0.75 0.2475 0.195 9.67 7.62
1.25 0.315 0.1980 0.126 7.73 4,92
1.40 0.20 0.1768 0.1007 6.91 3.93
2.00 0.10 0.1238 0.07118 4. 8k 2.78
2.50 0.05 0.0990 0.05033 3.87 1;96
3.00 0.025 0.0825 0.03559 3.23 1.39
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The total output signal energy, Yo » 2t T=o0 s 1s
(So)out and must be distributed over the entire spectrum, i.e.
. o0
v, = (8 )out = === facum a(m (7)
27
-0
We can now define (following Gabor and Woodyard and as
discussed by Pindyck [2], p. 2k, see also Reference 15,
p. 467) an effective mean square bandwidth, (BT) as

(B, 1in cycles/sec. and T 1in sec.)

e

o0
WT)26(WT)aWT)
(B.T)2 g =2 = 1
° N (s,) (23

@M | cDaWwT) out
0

-f<wT>2 G(T) a(WT) (8)

- Q0

Hence (6) becomes

2
y () = -2m® B,.1)° s (9)
)
and ( (100) of the text gives (since y, = (S)) .+ )
.2
AT = — (10)
2 2
w7t (ﬁg) (B,T)
ol/out
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The result (10) is an alternative expression for the
R.M.S. error we make in locating the peak of the correlation
curve centered at T = 0 , and is only valid for large
signal to noise ratios [ﬁSO/NO)Out">JJ . It is this re-
sult that is given in earlier work [2] (see p. 24, (22b)
where there 1t is assumed (S8 /N ) . .= 2(SO/NO)in ).
(Also, in that work, since extensive curves of y(T) were
not available, the factor y'"(0) was calculated by means of
(5), i.e. by first performing integration of (%) to obtain
G({JT) then multiplying by ((.'.JT)2 and integrating via
(6) ;3 the results obtained were questionable and inconclu-
sive. In this report y"(0) was obtained as previously
discussed by a much more direct procedure since extensive
curves of y(T) were first obtained.)

Now, from (8) we can write

2 = __1 y"0) 1
(B,T) =l (11)

(o}

But the ratio of y"(O)/y0 has already been found (namely
from (96) of the text), hence

Vi (12)

1
(B.T) = ——er
e 7r\ﬁ?

where the factor k 1is plotted as a functlon of [3 in
Fig. 13 and tabulated in Table III of the text. Hence, we

can obtain (BeT) versus j? as also plotted in Fig. XII-1
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and also tabulated in Table XII-1. (B, inkeps is also

e
plotted in this figure.

From Fig. XII-1 we see B_ < 0.35 By ; this suggests
that we may get by with using a bandwidth less than 0.35 By
and still not get too much distortion since if B & By and
if the energy is mostly concentrated in the bandwidth B ,

most of the energy will get through.

Choosing B -~ Effect on Input Signal to Nolise Power Ratio,

From the above, we see that B must be chosen large
enough (B = 0.35 By or possibly in the range B, < B < 0.35Bg)
to insure faithful reproduction of the wave form, but we want
B as small as possible to limit the input noise power (kTIB)
such that the input signal to noise ratio is as high as we
can make 1t so that the receiver need not perform as much
correlation (i.e. integration).

Suppose we choose B at the limits B, and 0.35 By
and examine the resulting Input Signal to Noise Power Ratio
as a function of satellite position (note that
(8503, E; /NT ). The results are tabulated in Table XII-2.
It is seen that (8,/Ny)j, < 1 for either cholce but is
larger for B = By

Thus, the correlation receiver expense can be minimized
for the lower bandwidth choice B = B, , but at the cost of

more signal distortion, which, somehow, would have to be
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oHT

TABLE XII-2.

COMPUTATIONS OF INPUT SIGNAL TO NOISE POWER RATIO,

= .35B (N,) Eg) (i_)

o | B :Ji:".)[';n M ;gc. =°'355§' B’?3;SB (N°1n Kggs N:: in

, KCPS WATTS B= .3551# B=B_

85.0 | .0566 | 5.35% - 10710 | 2,050 }170.7 |6.197 .« 10717 | .08% |17.36 |.8496
97.5 | .0692 | 5.1869 + 10718 | 2.505 | 139.72 | 5.0725 « 1071 | .1025 | 16.80 | .8525
113.0 | .0858 | %.637 - 10710 | 3.106 |112.685 |¥.001 - 107%7 | .1133 | 16.45 | .7761
134%.0 | ,1121 [3.982 - 10720 | 4.058 | 86.249 |3.131 - 107%° | .1272 |15.98 | .6865
153.0 | .1503 | 3.485 - 10720 | 5.41 | 64.326 | 2.335 - 10717 | L1493 |15.23 |.6306
[16%.0 | .1962 | 3.258 « 10710 | 7.102 | 49.282 | 1.789 - 10717 | .1821 |14.31 |.6272
173.5 | .2939 | 3.003 - 10710 |10.641 | 32.892 | 1.1941 « 10727 | .2515 | 13.20 |.6267
178.0 | 4866 | 2.887 - 10710 |17.615 | 19.869 | .7213 + 1071° | 4002 | 11.46 |.6939
180.0 | oo [2.799 - 1076 | eo 0 R - R —
18%.0 | .3415 | 2.69% + 10710 |12.365 | 12.306 |1.0276 ++207%° | .2621 |12.59 |.5893
187.0 | .2623 | 2.48% + 107° | 9.498 | 36.850 [1.338 - 1077 | .1857 | 13.3% |.5130

5

i

[/
b



calibrated out, if possible, of the output of the receiver,
y(T) . This writer prefers choosing B = 0.35 By and
accepting the lower input signal to nolse power ratio and
building a more expensive receiver (i.e., one capable of
performing more correlation) whose output need not calibrate
out any distortion due to the receiver. In either case,
sufficient correlation would have to be performed so that

the output signal to noise power ratio would exceed 10 so as
to validate the low error findings of the text. This should
not be much of a problem, as previously indicated in the text,
since the maximum output signal to noise ratio power should

be capable of being at least Uk,
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APPENDIX XIII

EFFECT OF IONOSPHERE ON SOLAR PROBE EXPERIMENT

In the text, the distribution of fp(r) as shown in
Fig. 1, d4id not include the presence of the ionosphere which
extends from approximately 50 kilometers above the earth to
several earth radii (mean earth radius = 6371 kilometers) with
a distribution [17] (pp. 668-670) typified by Fig. XIII-1.

Thus the actual fp(r) distribution should be as
sketched in Fig. XIII-Z2,

However, the solution to the scalar wave equation even
in this ionospheric layer can still be taken as the W.K.B.
solution since the inequality (18) of Appendix I,

1 4€,

A=§;(Z.T (1)
A

is still much less than unity. Thls is seen as follows: From

Fig. XIII-1, we see that fp varies from roughly zero to

10 mHz (hence € varies from roughly unity to 0.98, for

r
f,% 70 mHz ) in a distance of A = 300 km, hence since

A= Xv = 377%9 meters, we have

8

(.02) ~ 10 <<1 .

300 . 103

(33)

1
A = o
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=

As such the effect of the ionosphere is merely to in-
crease the averaged or integrated squared plasma frequency
factor by the additional amount over the ionosphere. Hence
denoting by E% the value of the normalized plasma factor
with the ionosphere present and by 55 the value in the

absence of the ionosphere, gives

£I+ H
P?: = p2+ L f fi(g) df (2)

L£e
o 51

where '§I is the effective distance of the top of the

ionosphere, and H its maximum thickness. If we denote by

A
pr the maximum plasma frequency in the ionosphere then

) 2

P ?(14- A_f ) 3)

p2

where n

A H fPI °

2 = 1 2) | —=
AP = (L) 7 &)

Hence, for a given carrier frequency, fo , and path length,

t it follows from (54) of the text that the rise times

0 9
and hence from (62) of the text, the distortion factors, for

a fixed bit length, T , for ionosphere absent are related by
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B, [ A2
“Ls fh+e B2 (5)
R '\/ p2

which from (56) of the text can be written in terms of the
differential group delay time as

£

e < (6)
" wh
where ?2
P
< 1 H I

A

Now since H = 300 km , and prz 10 mHz, then for 75 mHz,
ATd € 0.01 milliseconds. From Table II of the text we see
that T3 ranges over 0.16 % T3 oo milliseconds for an

offset distance 0% 0 €154 , and, therefore, (6) becomes
Tq

——'BI = 1 4 — £ 1.03 =& 1 (8)
B °T4
Hence, the ionosphere has a negligible effect on the

distortion of the signal. This is true for any carrier fre-

2 a2 2 2 2
°>>pr and f >»> f, , since the fo

terms cancel in the ratio of (ATd)/Td in (8).

quency satisfylng ¢

Another way of expressing this result is that the effec-
tive bandwidth of the ionosphere, AfI s 1s much larger than

that of the solar path, As s since from the definition,
As = 1/tg , (54) of the text gives:
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(9)
Ar = - L (10)
ER
c
fo
but using (56) of the text this can be expressed as
As T
d
—1I = -NI,— >>1 , (11)
As - d

Thus the additional distortion undergone by the wave as
it traverses the ionosphere will be negligible as compared
to that undergone by wave as it traversed the solar path.

The above is for normal (radial) incidence; for oblique
incidence larger corrections would result. All of these
would add incrementally to the signhal rise time, (or effec-
tive ;§ ) and should be added in with the incremental rise
time introduced by the antennas, transmission lines, and
receiver front end, when evaluating the receiver output

Tesponse.
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APPENDIX XIV

EFFECTS OF REFRACTION OF SOLAR CORONA -~
GEOMETRICAL OPTICS SOLUTION

a. Introduction

Thus far, the effects of refraction (ray bending) have
been neglected. In this appendix, this refractive bending
due to the solar corona is shown to be trivial by using a

simple and concise geometrical optics method.

b. Ray-Path Equation

By employing the electromagnetic theory approach to
geometrical optics, the analytical formula obtained for
describing electromagnetic ray paths in a inhomogeneous

medium [31] is

o(r) = o4 +

(1)

r

J[ bdr

T r‘vgz(r)r2 - p°
s

where ©4 and rg are the initial angle and the initial
distance of the ray path respectively, as measured from the
origin of the coordinate system, and b 1is the ray parameter

given by

n(r)r sin @ = b = constant (2)

149



o

— .

|
/
o

and # 1is the.angle between the position vector I and the
tangent at the point P on the ray (see Fig. XIV-1), and
n(r) is the refractive index.

From Section II of the text, for the model of solar

corona assumed, the refractive index is approximately given
by

2
ne@) = 1 - K—?_ 3)
hy

where k can be found equal to 12 x 1072

for £, = 75 me
(see p. 48 of text).

By considering that the ray path starts from the
satellite, the origin of the coordinate system can be taken
at the center of the sun such that ©3= 0 , and r_  equal
to the normalized distance (with respect to the radius, R, ,
of the Sun), between the sun and the satellite (i.e.
rg® Rg/R, ) as shown in Fig. XIV-1.

In terms of normalization distance (i.e. r = R/Rj
= ®/Rg) Rg/Ry) = 215 u , and vy = Rg/Ry = (Ry/Ry) (Rp/R,)

= 215 ug ), (1), with refractive index given by (3) becomes

6(r) = £ cos™t 5> + b° - cos™t £ + &
-\’kz + b2 215 u 215 us
2 2 2
for (215 w2 > k° + b2 y (@15 ug) >k + b )

150



z
/

SATELLITE RAY PATH

TANGENT

Y

CENTER OF TH
SUN

(ORIGIN OF COORDINATE)
SYSTEM

4\
EARTH

FIG. XIV-l. RAY PATH GEOMETRY
SOLAR PROBE PROBLEM.

151



e. Effects of Refraction Due to Refractive Index n(r) --

Comparison with Vacuum Case n(r) = 1

Since the equation, (4), of the ray path is known, it can
be solved graphically for the parameter b by computing a
curve of © versus b for given values of k, u, and ug
(with the aid of all the information tabulated in Table II of
the text). 1In other words, for a fixed satellite position
(us) and a specified termination point ( 8 and u ) the
parameter b can be found. This has been done for five
cases of © , as shown in Fig. XIV-2. This gives, for
example for © =85° , b =155 from Fig. XIV-2-b, etc.
Knowing that the ray parameter b and the initial angle, ﬂs,
starting from the satellite, due to the refractive bending is
related by (2), the corresponding value of @, can thus be

determined by

s = sin7l [——-‘1—] (5)
n(rglrg

since b 1s now known from the © versus b curves. For

the satellite location ranging from 6 = 85° to 181.3°,

the corresponding value of b ranges from 2.05 to 155 ,

and the initial starting angles, @g , from 48.17° to 0.069°.

The values of @5 for the vacuum case (k = 0) can be

found by simple geometrical relation and are also tabulated in
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TABLE XIV-1.

RAY STARTING ANGLES (#, AND @ ,) CAICULATIONS

i3
"

© p b ﬂS ¢SV l'J'S
DEGREES DEGREES DEGREES
85 155.28 155 48,17 48.6 0.9653
13k 64,2 62.5 28.10 28.69 0.6181
173.5 8.96 9.8 3.52 374 0.7431
178 2.98k4 3.18 1.11 1.13 0.7639
181.3 1.492 2.05 0.069 0.073 0.7917

Although, we would expect, at least theoretically,

(from (1)) that the deviation due to the bending of rays

for the inhomogeneous case as compared to the vacuum straight

line case would lncrease as

b gets smaller and smaller,

Table XIV-1 shows the deviations are still very small and

cannot be noticed within the accuracy associated with the

graphical procedure to obtain b.
within the accuracy of Fig. XIV-2,

In other words,

ﬁSVz gS I

Therefore, the effects of

refraction of the solar corona can be approximated by a model

having the refractive index n(r) = 1 as far as the refrac-

tion is concerned.
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d. Conclusiong

Choosing 91. and ©5 which are two angles extending
from two extreme points of the earth from the center of the
sun, the corresponding values of b (say b; and by ) can
be obtained from the curves of Fig. XIV-2. From (5), it

follows:
Ag = 2, - 8, (6)

where n(rg)rg sin 3 = by , n(r lrg sin ¢2= b, « For the
vacuum case (straight line since k =0 )

D

= 2
Ag = o (7)

where D = diameter of the earth. From the preceding, we
would expect to obtain with high accuracy computations of
@, and @7 that (within the accuracy of Fig. XIV-2 it is

the case)
A = Ag, (8)

This implies that the power received by the earth, the product
of the flux density per unit solid angle, (which is the same
for each case since 1t is radlated isotroplcally by the
satellite) times the subtended angle, is essentially the same

for both the vacuum and the n(r) =1 - 5—2- case, where kCeel,
by
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APPENDIX XV

WAVEGUIDE SIMULATION OF THE SOLAR CORONA

a. Basis of Simulation

To test the feasibility of the proposed correlation
scheme to measure, essentially, the f; of the solar corona
path as a function of satellite position, it is desirable to
insure that the designed system is indeed working correctly,
i.e., to calibrate the system. To accomplish this, it is
suggested that the pseudo random phase shift keyed carrier be
injected into a run of waveguide having a length L2 with a
cutoff to carrier frequency of P, , and the output be fed
into the correlation receiver. To simulate the solar corona,
the wavegulde parameters, L, and P, , must be chosen such
that two conditions be satisfied:

(1) The B factor of the waveguide must be the same as
that of the solar corona. Denoting the waveguide case by the
subscript 2 and the solar corona case by the subscript 1,

then we must have:
B, = A, (1)

(2) The waveguide length, L, ; the carrier frequency
for the waveguide case, fj, ; and the ratio of cutoff to

carrier frequency, P, , must be such that the waveguide
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output will have the main signal type of response to a stepped
éarrier input, for essentially, all time (since this is the
response for the solar case). This amounts to having the
maximum value of the normalized time-distance factor for the
wavegulde case, V, max ? the same or greater than its maxi-

mum value for the solar case, y 1.e03

v1 max

(2)

v >V
2 max — 1 max

Let us now explicitly state these conditions. From (62),
(54), and (56) of the text, it follows that (1) implies*

t
, tol . °,
1 2fol 2 2f°2
= (3)
2.3/ 2.3/
Ty (1 - PJ) (1 - Py)

* It 1s noted here that for the general case (where PPe<l

need not be satisfied), (29) of the text gives ¢"(LJ°)
= to(Uf)/LJi) 1 - Pz)_‘a’/2 , giving, from (54) of the text,

tg = ton/fo Q- 192)-3/‘+ , and hence ﬁ is given by

3. fso, P = BroWWH A - P
causing (31) of the text to become ,((J/ Uo) - 1|<<(1 -Pz)-l 3

(33) of the text to become W /W, = * (PP)/ Vp2 -1,

thus causing (36) of the text to become ) and (50) of the
text to become (6),

’
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But since p§< <1 and using the notation 7, = 27Tf°1t°
and 7, = 27Tf°2t°2 , this becomes

P1 an P2 V”z )
fo. T, 2,3/%
ol 1 f°2T2‘(1 - P2)

Let us now see what (2) implies. From (36) of the text
we saw that we get the maln signal response to a stepped

carrier for*

g

e

(5)
1 - p9)3/2

o

and since

<
u

t -t
VL (<)
7 i- (6)
It then follows that the main signal solution will exist for

'v| < < V% P2)3/L' = Vax (7

Now for the solar case (Case 1), P§<< 1, hence

* See footnote, p. 160.
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(We note that v

274
p2 ’ V1 max
1

reduces to, since MN; = 2Tf, 1t x

=2 folel which for the H.F. (Iable II)

1 max
and t°l=

experiment where f = 70 mHz and le> 3—.10 secs, glves
V] pax = 200 ; hence from Fig. 4a we see that the main
signal can be used for, essentially, all times. Hence 1f we
made Vo max = V1 pax ° We insure that the main signal solu-
tion exists for, essentially, all times for the waveguide

case. Now we want to make L, as small as possible,

therefore, we can get by with Vo rax S V1 max ? but from (7)
V2 max~ V P2)3/4 (9)
therefore,
iR P2 -
n, 54 - B AR (10)
(1 - P5)

Thus, (4%) and (10) must be satisfied if the wavegulde is
to simulate the solar corona. Substituting P, Vql from
(10) into (4) gives

£ T = T
o071 = fo,Ts (11)
Letting
M=f, T)= # of cycles in individual pulse of (12)
1 duration T,
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(13)

That is, the simulation scheme must have the same number of

cycles in its pulse as the solar case!
Now, from (10) (noting that P, V7' = 2Vf°1Td17T')

we obtain after squaring both sides,

2.3/2
L2 Z(folel) (l = _P2)
X = — > (1)
Ve 2
where /\v = c/:t‘c s With fc = cutoff frequency of waveguide,
c
Py = fc/f°2 « But
B 1 [
B === ==/ (15)
therefore,
(T,.f,.)
B2z 1% (16)
Substituting (T4 f, ) from (16) into (14) gives
11
2,3/2
La (1 - P5)
_X.__ = 2ﬁ2 Ve 2 17)
v l:’2

c

Equations (13) and (17) are then the two conditions which must
be satisfied for simulation to hold.
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For a specified M and ﬁ one uses (17) to determine
the length of the gulde once P2 and kvc are specified at
some convenient values (say X-band). One can deduce T2
from (13) and the specified value of M and P, . An example
simulation scheme at X-band is given in what follows.

First, it is noted that the bandwidths, Afl and Afz,
which are the reciprocal of the rise times, tRl and tRZ ’
respectively, are related by, via (54) of the text and (16)

Any (A% 2 1 (18)
fo1 f02 V2 LM Vzrolrdl‘

i.e., the simulation insures that the percentage bandwidths

are preserved, and are equal to .
’ V2 By

b. Example of Solar Corona Sipulation by Waveguide

Suppose we desire to use X-band waveguide (since X-band
components are not too large to be bulky, nor too small to be
difficult to fabricate) to simulate the H.F. (70=—>80 mHz)
experiment. Here M = 2000 (fol= 75 mHz , T; = 25.6 Msec),
and 0 € ﬁ € 2 , For standard X-band waveguide,
Av = 4.57 cm, hence from (17), L, and P, must be

c
chosen to satisfy:

1- P§)3/2

K

Ly & 1.20 » 106 &

ﬁ2

feet (19)
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A plot of L,/82 1is shown in Fig. XV-1. It is seen
that to realize simulation with practical waveguide runs, P=P,
must be chosen close to unity. Unfortunately, as P approaches
unity the wall loss attenuation, QL , which is governed by [32]
o = ts [14—2(-2—) 92] , P#1 (20)
BN Vi - p? |

(where R_ = V-—a.— , & = internal width of waveguide, and

b = internal height of waveguide) increases rapidly. A value
of P % 0.80 gives the low attenuations at X-band of approxi-
mately 0.10 Db./foot, for silver plated RG-52U guide
(a = 0.900" , b = 0.k00%).

Thus, a compromise must be made between a value of P
close to unity and yet one giving realistic attenuation.

As an example, to simulate the solar path having ,@ = 0.0k,
a run of RG-52/U waveguide of L 2 500 feet operating at
P = 0.80 (i.e., f°2 = 8.20 ghz.) which would introduce a
loss of 50 Db. could be practically implemented. (The choice
of P = .80 or higher is desirable since then no problem with
the dispersion of the various wavegulde components or connec-
tors, etc., used will be experienced since these components

are designed to be flat over the X-band region of
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8.2 € f £ 12.4 ghz*). A standard X-band source having watts
of output would be reduced to tens of microwatts which is
more than sufficlent to operate the contemplated correlation
receiver., Once P 1is determined, T2 1s then obtained

from T, = %_ = (fﬁ-)P » therefore, here T, = 0.244 U sec.
2 ¢

0f course, 1f higher values of /3 are to be simulated,
the wavegulde length required becomes unfeasibly long.
(This could be prevented by reducing the number of pulses,
M , in the baslic bit and this factor then should be con-
sidered in the design of the solar experiment.)

The preceding is merely an example of a suggested
simulation for a specific experiment, and a more detailed
look should be undertaken in connection with a given solar
experiment with the objective of determining a waveguide
simulator of fixed feasible length and yet capable of simu-
lating the entire /3 range of the solar experiment.

* This bandwidth of +20% 1is more than adequate to insure
that the various wavegulde components will not distort the
rise time to be propagated which, as seen from Table XII-2
requires a much smaller bandwidth.
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APPENDIX XVI

COMMUNICATION B TH AT S B

If communication between the solar probe satellite and
the earth is desired (at say a higher carrier frequency in
the S-band range), then the usable bandwidth, Z&f, will
be restricted due to the dispersion of the solar path. Now,
this bandwidth (by-definition) is the inverse of the rise

time, hence -

Asg = % (1)

But, from (54%) (since PP < <1)

g * (2)
Therefore,
372
Af = —— (3)
fp'\E;

Hence, since f; and t, are fixed for a given satellite
location, the bandwidth 1s seen to be proportional to the

3/2 power of the carrier frequency. Now, we can write
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3/2
AL SR ( To ) )

(A} S fop.p.

or, 1.e., from (1)

3/2
f 1
Ar = (-——°—) (5)
(8)
f°H.F. tRH.F.

Taking f, = 1 ghz , and using the plot of tRH;F,(g)
of Fig. 11 of the text, (fOH.F. = 75 mHz) a plot of
[&f versus © can then be obtained as shown in Fig. XVI-.
and also tabulated in Table II of the text. (We recall that
Fig. 11 of the text is based on the n(r) = 10}2/r? assump-
tion.)

It 1s seen that the usable bandwidth varies from about
24 mHz maximum to about 2 mHz minimum for the trajectory
considered, which is sufficient for quality T.V. signal

transmission.
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APPENDIX XVII

UAL FREQUENCY IMENT X B

Due to the fact that a single antenna (parabolic dish
with dual frequency feed) is currently being developed
for use at both S and X band, it is desirable to take a look
at the S.S.P. experiment using these two frequencies.

First, we note from (108) and (109) of the text that we
can write

8
e [5)..c
— N = 2, =2
@2 out fo 0y
[Blf T(l - -f—a- ]

)
°3

(L

Now, let the S-X band (i.e. f°l=- 1,000 miHz, f03 = 10,000 mHz)

case be denoted by primes, and the V.H.F. case (i.e.
f,. = 70 mHz, f, = 80 mHz) by no primes, taking the respec-
1 3

tive ratios of (1) for these two cases gives

@ (%) T, el Y L ——ls
e M P

- = f°3 ) NoJout
SALEIE (So) ] 10! ' f' : }3 ( >

L (3)2 N; out (T fo1)2_ 1- f(.) * (AT ‘ NoJout
(2)
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Now, suppose we insist that the output signal to noise
levels must both be high (which must be the case for proper
operation) and that the same type of correlation output curve
dependence on satellite location be maintained at the lower,

subseript one, frequencies, i.e.

s ' (3)
/gl /91
The former requirement Jjustifies use of the findings of
Fig. 15 of the text, while the latter (from this figure) makes

(AT ) (So/No)out and AT )2(s o’ N )out equal. Further,

since
E
(S_o - g(ﬁﬂ) ()
Nb out IN
max
suppose we insist that
EIN Ern|'
—] = [(— (5)
Nin NIn

and assume this makes (SO/N ) = (S /No)out « Thus (2)

_illﬁl__ (;E)ou ] Jfool ( f—g
_LA._)_

( ) ] Tf! (1 - _31
(n)2 N, out 1 fl2
/

\ °3

out ~

gives
\2

(6)

4
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Now, (3) implies that the bit length, T' , is related
to the bit length T by (since B = t/(V2'T) )

1
L - % | | (7)
but
27 -
& = i‘_d , T, %t PP (8)
/ 1o
i.e.
® = —iTngou Vi (9)
Hence
3/2 3/2
' f
oo . (f°l (10)
' ez \
o7 1
Therefore,
1 b 3/2
Il < (._°l) (11)
T f'l
Hence, (6) becomes
2 2
(An) (1 - __,z
2 2 *
(An)? fol
(n)2

°3
Hence, the percent error in the S8-X Band experiment is somewhat

smaller than for the V.H.F. experiment.

175



We note that since T = 25.6 ysec., T's= 0.474 Msec. in
this duration about 474 cycles of the fg,lz 1,000 mHz fre-
quency will exist so that this is not impractical.

Now, to have (5) hold, we note
2
ELH PT(NT)GTGR l

LN - (13)
IN MTR)° K T;

Suppose we take the ratio of (EIN/NIN)' to (Eqy/NiW)
and hold Gp and Gg constant at the lower, subscript 1, fre-

quencies, then

2
( Pt £ T ,
LT I
(EIN P/ \fo;l \Tp

N1y
Now we note from Figs. 16, 17, and 18 of the text that at
S or X band the noise temperatures are much smaller than at
V.H.F. For example, at 1 ghz, T, =20°, T, =8° , hence
Tr = 28° , therefore, T{/T; ™ 28/2650 % 1/100 , hence, for
S-band, to have equal signal to noise energy ratios, i.e.

(14) equal to unity, we require that

I - 2] (29 )

but, from (11), this becomes
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tar?
)
PTN

20112 [z .
(i < o e
1
Thus if the same peak power can be realized at both S

and V.H.F. (P} =Py) then N'= 110 N 13,974 . This means
the number of blits required is increased by & factor of about
100. This probably can be done, but the associated circuitry
is more involved. Alternatively, at S-band PI" can be made

larger than 2 kw and N' correspondingly reduced.

From (13) we note that the signal/noise energy ratio at
X-band to that at S-band is (holding Pq, N, T, and Gy con-
stant at the values they have at S-band)

EIN) 2
(NIN A GRX T1g T1
2 » =2 (17)
_3.3_1_‘) AS Org Ty Ix
Nin 8

since gain 1s inversely proportional to wavelength. Using
the curves of Figs. 16, 17, and 18 we note that TIX & 109K,
hence TIS/TIX‘E'- 2.8 , thus the signal/noise energy ratio
at X-band is at least equal to that at S-band.

From (89) of the text the difference in differential time
between peaks for the S-X band experiment, ATi3 sy 1s re-
lated to that for the V.H.F. experiment by
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|

fo
@12 2 1
(B}* T2 2,1 [1 - 7

JA% N o
K_n = -5 . 32 (18)
RE B2 12 1) [ - _"A]
1 fo
3
but ﬁ' = ﬁ and from (11) TI'/T = (£, /f ')3/2 hence
1 1 01 o]_ ’
T, . £5.12 (f
Aty - (°1') o3l d . Lo2069 (19)
i3 Vo (fol)
foq) |

Thus, from already computed values of ZST13 (Table II
of the text) we get the results of Table XVII-1. This time
[ST varies from about 1 to 130 [sec. over the trajectory
considered.

In closing, we note that the input signal to nolse power

ratios are related by
ot 2
Pp Gp G A
Y. \Wo/in “TR)® K T; B!
2
Pp Gp G A
in

&TTR)° K T.B

(20)
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TABLE XVII-1.

AT FOR S-X BAND EXPERIMENT

® P Aty yr., Atg oy
(MILLISECS.) ( U4 SECs.)

85.0 | 1s%.2 |  .ou2k 0.8773

97.5 120.1 .0633 1.3097
113.0 91.93 .09735 2.0142
134.0 63.77 .1661 3.437
153.0 40.03 .2986 6.178
164.0 25.21 .5088 10.527
173.5 11.86 1.14%24% 23.657
178.0 4,45 3.131 6k%.780
179.0 2.22 6.319 130.74
180.0 0 [+ oo
181.0 2,22 3.0415 62.93
184%.0 8.90 1.54%3 31.92

14.83 .9102 18.83




which, if we take B = 1/tp and B'= l/tﬁ and use (10),
and take Py = Pp 5 Gp= G Gg = Gg , glves
[%2..

(EQ = £! T_If (21)
No in

which we have seen (namely from (16) ) is approximately
1/110 . Thus the input signal to noise power ratio is about
two orders of magnitude smaller at S-band that at V.H.F.

The signhal to noise power ratio at X-band compared to

S-band is (holding Py, Gp, and the product GR A2 constant)

s
O
(No)IN (T1B)g_pang
5o (PB)y oy (10)372 10
Vo] INg_pana

and hence is about three orders of magnitude noise than at

V.H.F.
Thus the advantages of performing the experiment at

S and X-band, i.e. that of using an available antenna, and
resulting in higher accuracy measurement (i.e. (12)), have to
be weighed against the disadvantages of working with smaller
differential displacement times (i.e. (19)), as well as

lower signal to noise power ratios (assuming the same power
and gains as at V.H.F.) and hence with the associated longer
correlation times (i.e. (16)), and more involved correlation

recelvers.
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APPENDIX XVIII

PLASMA DIAGNOSTICS VIA . OR N.B,

a. 1i 0 a A.

Consider an amplitude modulated carrier wave at the

plane z =2 0 in an infinite homogeneous plasma,

e;(t) = (1 + my sin (J t) sin (Jt (1)
where:

m, = modulation (amplitude) index

€
n

m angular modulation frequency

W, = angular carrier frequency

Use of trigonometric identities allows one to write (1)
as

e;(t) = sin Wt + m?-A cos [(_(.Jo - L.)m)t]
mA
- — cos [((.)o <+ (Jm)t] (2)

Each frequency component (i.e. the carrier, Uo

side band (Jo - W, » and the upper side band, W, + W, )

s the lower

of this lnput propagates down the plasma with the phase

factor JB((.J) correspondingly evaluated at W), , W, - W,
and W, + W, , i.e.
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e;(£,2) = ey (t) = sin (Wt - BlWy)q]

+ B oos (W, - Wt - B, - W3

2
my
- 2 cos [(l, +Wpt - B, +Wpz] @)
where
- Ll 2 _ , 2 L
B = = Yw - W (4)
Now, if
2‘-‘! <cl (9)
UO
we can write
ﬁn(w )U2
Bl,+Wp=B = B, *B Wu,+ o
(6)
2
B Wi

,B(Uo - W E /6- = ﬂo - /B'(uo)um + 2
(7)

(where ﬁo = /G((,Jo) )« Inserting (6) and (7) into (3) gives

e, (t) = A sin U, (t - v—z—) + B cos U, (t - ;z_) (8)
Po Po
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where

2
A-l+mAcosKsinLJm( -;—) (9)

Eo
B'—‘-mAsinKsinUm(-vi- (10)

go
where

(W) W2 2 .
K = 0 Z A = distortion parameter (11)

= phase velocity at carrier frequency (Jo

e S n
180 (12)

1
V, = ————— = group velocity at carrier frequency (/
%o B'(W)) °
(13)

Now, using

A sin © + Bcos 6 = A2+ B2 sin [9 + arctan (f—)] (14)

(8) becomes

- \
e, (t) = '\/1+m§ sinzl..Jln (t -;7—:— +2my cos K sinl/J [t - -‘-,—‘;—
o o
. 2
sin [Uo (t N + g} (15)
0

where
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Z
_ "mA sin K sin Umt-vg—o)
g = arctan - (16)
1+ m, cos K sin Umt-—-z—

Thus the output amplitude modulation, i.e., the square root

term in (15), has a ratio maximum to minimum of

|e°(t) |max

'eo(t)lmin

the maximum and minimum occurring for values of time such that

\
= '\/l + mi + 2m, cos K (17)

Um( - ;’2_ = JET (2n + 1), and Mh , respectively. Hence
Eo
by detecting this signal in the usual A.M. (i.e., envelope

detector) fashion, one can measure this ratio

'eo(t)lmax

‘eo(t)lmin

and hence determine K (since m, 1is known). From (11)

one can then determine up , &ssuming 2z 1is known.

b. Special Case of L.ow Modulation Index
We note for the special case of small index of modulation

mp< <l that (19) becomes
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- - 2
eo(t) [l +m, cos K sin W[t = ]

8o
. sin [uo [v - =) + ¢] (18)
Po
where
a~ -z
= -m sin K sin LJm ( vgo (19)

Thus for this case the effective index of modulation is
changed from my to m, cos K and the output instantaneous

frequency, (J; (t) , defined by
)

Wr (1) = 3, [uo (t . ) ¢] (20)

is

W (v) = W, - ml) sin K cos @) t-— (21)
o A

€o

i.e. there is a slight frequency modulation of maximum

deviation * mAUm sin K about the carrier.

C. Narrow d F uency Modulatio N.B.F.M,

Next, suppose we consider the F.M. lnput of

ei(t) = sin [Uot + mp cos (Jmt] (22)
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where we consider only narrow band F.M. (N.B.F.M.), i.e.,

restrict Mg SO that

mF<< 1 (23)

Then

ei(t) = sin Uot cos (mF cos (,,/mi;)+cos b)ot sin (mF cos L.Jmt)

(2k4)
But due to (23)
cos (mp cos Umt) = 1 (25)
sin (mF cos (Jmt) = mp cos L)mt (26)
hence
ei(t) = sin wot + m, cos (Jmt cos Uot (27)
i.e.
- Mg
ei(t) = sin Uot + - cos ((.Jo - Um)t
mp
+ 5 ¢os [((Jo + Um)t} (28)

Comparing (28) with (2) we see that the N.B.F.M. signal is
identical to the A.M. signal except for a sign change

(i.e., a phase shift of TI') in the upper side band. Hence,
if we go through the same operation as before we get (8),
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but now

- 2
A—1+mFsianosUm(t-v—- (29)
€o
B = +my cos K cos W (t--—z—) (30)
m vgo

where again we must restrict Um such that

w

m
— e <1

(31

(o]

so that (6) and (7) hold.

Hence using (14), we get

- 2 cos? 2 s
eo(t) = Vl+mF cos wm(t - vgo)-i- 2mp sin K cosUm(t

vgo-
: sin[uo (t - v—'*’-—) * 95] (32)
Po
where
chochosLJ (t-—
g s arctan[ Veo } (33)

1+mF sianosUm (t-—-z-—
go

But since mF<<l this reduces to
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ey (t) = [1 + mp sin K cos L.Jm(t - -;,-gz-; ]sj_n [wo(t - ;’_ﬁ_) + g]
0
(34)
g = mg COS K cos W, (t - VE') (35)
go'

We note that if there is no dispersion (K =0) (34%) re-
duces to (22) for z =2 0 as it should.

Thus, the N.B.F.M. signal ends up being amplitude
modulated by mp sin K , and also frequency modulated, its

instantaneous frequency being

_ _ 2
w; (1) = cJo - mFCJm cos K sin 64n ( e (36)
o o
i.e. LJI (t) has a maximum deviation of mFLJ cos K about
o m
the carrier. This deviation can be readily measured by an
FP.M. discriminator circuit and hence K can be determined

from which LJp can be obtained.

d. Conclusion
The pertinent findings of this appendix are summarized in

Table XVIII-1. In either the A.M. (with small modulation
index) or the N.B.F.M. case both amplitude and frequency modu-
lation exist at the output due to dispersion, however, the
frequency modulation is small (being proportional to sin K
via (21) ) in the A.M. case, and the amplitude modulation is
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small (also being proportional to sin K via (34) ) for the

N.B.F.M. case.

For these special cases of small deviations, it 1s seen
that the modulation is pfopagated at the carrier group
velocity, vgo s, While the carrier propagates at the carrier
phase velocity, vpo .
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TABLE XVIII-1.

SUMMARY OF PLASMA DIAGNOSTICS VIA A.M. OR N.B.F.M.

e(t) = A(t) sin O(t)
INPUT  |LOCATTON At) ) wy ) = 3,$
)
AM. 2=0 |1+ m, sin Umt uot Uo
hat PR l+m, cos K Wit - —) mA sin K G - mly, sinK
U° 2=t inl/, It L sin Un{t cos () -(t L )
my €< 1 ° m( Yeo vgo n go
NBFM.| 2 =0 1 Uot+mF cos Umt (..JD - mFUm sin(.}mt |
um L
— c<l ‘1+mF sin XK W (t - —)+mF cos K Uo - mFUm cos K
W |
o z=L |
[ ] - -—;‘—— [ ] - _.__ * - L
;nF<<1 cosUm &t Veo cos W (t Veo sin & ( _g:
u2
WHERE K = /B"(U )—— y Vp = S y V, = 0‘\5- Ui/b)i

FOR A TENUOUS

o Y
Ve -

PLASMA (uf,/uﬁ«l K 2 -3 (W) 2 (W )P (eTr=L

€o

A

0



LIST OF MAJOR SYMBOLS

speed of light in vacuum = 3 - 1010 meters/sec.
decibel

frequency, cycles/sec.

carrier frequency, cycles/sec.

plasma frequency, cycles/sec.; fi 28l n -
path length from satellite to earth

time, secs.

L/c = transit vacuum time for path length L
L/vg:? group velocity time

envelope rise time = 'VTEE;77§;1

correlation time

tg - to = delay time

bit length

normalized correlation time = (t, + tg)/T

electron number density at the point _§ on path

from satellite to earth, electrons/meter3

n = j n( { )df = integrated columnar electron
0

density, electrons/meter®

electron number density at normalized distance r
from center of sun, electrons/meter3

distance from center of sun to arbitrary point in
corona

distance from center of sun to center of satellite
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y(T)

mHz
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o out
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N
n

| > g
=
n
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LIST OF MAJOR SYMBOLS (CONTINUED)

distance from center of sun to center of earth

perpendicular offset distance from center of sun to
ray path

radius of sun = 6.960 ° 108

meters

boe)
2

s & Ry

- - 9
Ro Ro Ro RO
radial distances from center of sun

’ s Trespectively, normalized

normalized output correlation function

megahertz = megacycle

input (at antenna terminals) peak signal to average
noise power ratio

output (output of correlator) peak signal to average
noise power ratio

input (at antenna terminals) peak energy to average
nolse power per cycle of bandwidth

f%/fﬁ = ratio of square of averaged plasma frequency
to square of carrier frequency

-i-:- j f‘:')( g )df = averaged plasma frequency for
(8)

path L

'.l‘dl - sz = differential time delay between T3 of
carrier frequency 1 and 2, respectively



LIST OF MAJOR SYMBOLS (CONTINUED)

Tp = Ar
Ts S time between two successive coded groups (Ts=1l sec.,
for V.H.F. experiment)
Vo = 1 = € = group velocity evaluated at
)}
B (]

carrier frequency

/3 R = solar distortion parameter

VvZr

angular frequency, radians/sec.

€
11

All other symbols are defined as they are introduced.
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