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1.0 INTRODUCTION 

As a continuation of research  directed  toward  techniques  in  interac- 

t ive  data  analysis  and  display,   investigations at Wolf Research  and  Develop- 

ment  Corporation  (WOLF)  initiated  design of a pilot   study  character 

recognition  system  in  December 1968. The  system  was  to   be  implemented 

on a CDC 3200 - IDIIOM display  equipment  configuration at the  Goddard  Space 

Flight  Center.  The  w.ork  has  been  completed  and is described  in  this  report .  

The  section "MAN-MACHINE  INTERACTION"  provides a brief 

general   discussion of the  necessi ty   for   ease of communication  between  the 

computer   and  i t ' s   user ,   and  makes  note  of the   use  of displays as the   mos t  

efficacious  means of achieving  this state. 

The  section "SEMANTICS  AND  SYNTAX" presents   some of the 

concepts  necessary  for  effective  communication.  Formal  definitions of 

"world  view"  and a language as well  as the  syntax of symbols are  discussed 

in t e r m s  of their   role  in  this  effectiveness.  

The  final  section  "CHARACTER  RECOGNIZERS"  contains a general  

discussion of the  s t ructure  of and  capabili t ies  desired  in  such  systems  which 

should  be of fairly  wide  interest .   Also  included  are  technical  descriptions 

of character  recognition  algorithms  developed by Bernstein  (Ref.  1)  and 

Ledeen  (Ref. 3 ). The  former  of these  has  been  uti l ized  in  the  pilot   study 

which  is  described  in  APPENDIX A. 
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2.0 MAN-MACHINE  INTERACTION 

With  the  advances  being  made  in  time  sharing  and  the low costs  of 

display  terminals ,  it is   becoming  practicable  to  permit  easy  access  to  com- 

puting  machinery.  However,  easy  access  will go unused  unless it is a l s o  

possible  for  the  user  to  cornmunicate  easily  with  the  computer.  A non- 

programmer  with a problem  needing  solution  should  not  find it necessary  to  

become a programmer  in   order   to  find his  solution.  He  needs a means  which 

is both  simple  and  natural * to  communicate  with  the  computer.   The  user 

does  not  want  to  be  bounded  in  his  abilities  by  fine  details.  The  user  prefers 

to  uti l ize  abbreviations  and  appropriate  symbols.   His  language  is   context 

dependent.  He  does  not  want  to  have  to  specify  that  which  appears  obvious  to 

him.  For  these  reasons,   the  user would  like a problem-oriented  language; 

but  this is not  enough.  The user  wishes  to  introduce  symbols  and  state  init ial  

parameters  which  belong  to  the  particular  problem  on  which  he  is  working. 

As  the  user  develops  his  solution,  he  develops a new language  dependent  upon 

the  context of the  problem. He names  i tems,   descr ibes   processes ,   and  de-  

tails   properties.   I t  would  be  impossible  to  keep  ideas  fresh  or  the  user  happy 

i f  he  had  to  describe  an  i tem in detail   every time it was  referenced. A 

physicist  would  not  want  to  write  I'Planck's  constant, I '  or  the  value of it, each 

t ime  he  referenced it. He   prefers   to   use  "h" instead. 

2. 1 History 

In 1960, J. C. R .  Licklider  (Ref 4 )  prophesized  "man-computer 

symbiosis. By this  he  meant  the  elimination of the  use of the  computer as a 

servant-tool  and  the  creation of a par tnership of man's   random  sor t   abi l i t ies  

with  the  computer's  calculative  abilities.  The  computer  would  become  as 

much a pa r t  of man's  thinking  process as  h i s   l egs   a r e  a par t  of his  locomotive 

process .  A man  communicates  with  his  legs  by  means of his  nervous  system, 

a communication  channel  readily  accessible.  Note  that  man  has  to  become 

familiar  with  the  means of communicating  with  his  legs,  requiring a g rea t  

deal of time and  concentration.  Also  that  he is in  almost  constant  contact 

with  only  one set of legs.  But  when it came  to  using  an  automobile  to  increase 

:k Natural   here  means  something  not  too  distant  from  the  users  range of fam- 
iliarity. Nothing  done  with  computers  can  be  considered  natural  in  the 
biologic  sense. 
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his  mobili ty,   each  man  need  spend only a small portion of t ime  learning  to 

control  the  automobile  due  to  standardized,  simple,  and f a i r ly  natural   means 

of  control. N o  mat te r  how cheaply  or  easily  available  an  automobile, it would 

have  very  l i t t le  use if  each  individual  were  required  to  be a mechanic  having 

to  design  and  install   the  steering  apparatus  each time he  wished  to  use  the 

vehicle. 

2.2 Par tnersh ip  of Computer 

The  s ta te  of computing  currently  requires  this  and as  a resul t   com- 

puters  will  not  be  utilized as they  should  be  until  the  user  no  longer  needs  to 

be a p r o g r a m e r .  Only  by  setting  up a simple  communication  medium  can 

this  result  be  obtained.  The  means of communication is dependent upon man's 

thinking  processes  and  the  machine's  calculating  processes. 

A computer's  calculating  processes  handle  data  which is essentially 

two-dimensional.   That  is ,   i ts   variables  are  t ime  and  core  location.  How- 

ever,   human  thought  processes  are  capable of operating  on  multi-dimensional 

variables,   with  coordinates  such  as  height,   width,   depth,   and  t ime.  The 

time  coordinates  can  be  simply  identified.  However,  the  translation of the 

spatial  coordinates  into  core  locations is non-trivial  and  requires  analysis 

and  programming. 

2. 3 Displays as Interaction 1/0 

Fortunately,  two-dimensional  spatially  oriented  data  seems  to  be 

sufficient  for  most  human  thought  processes.  Either  by  prior  training  or by 

natural  inclination,  most  people  seem  to  be  able  to  work  with  two-dimensional 

representations  for  problem  solutions.  This  ability  reduces a major  portion 

of the  communication  problem  to a translation of two-dimensions  to  one- 

dimension. 

Display  equipment  provides  the  linkage  between  core  locations  and 

a 2-D working  surface.  Through  input  devices,  such as  the  light  pen  or  the 

data  tablet, it is possible  for  the  user  to  input  data  in  two  dimensions.  The 

display  screen  allows  the  user  to  view  output similarly. Although,  not  com- 

pletely  satisfactory,   displays a re  more  suitable  for  the  representation of 

data   in   three  or   more  dimensions  than  are   other   output   media .  
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One of the  problems  in  man-machine  interaction is that   the   user  

tends  to  be bound to  stop-and-go  action.  The  lack of continuous  action  tends 

to be a perturbing  influence  to  the  user 's   l ine of thought.  Currently,  only 

displays  allow  the  level of interact ion  that   i s   necessary  for   man-machine 

symbiosis. 
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3.0 SEMANTICS  AND  SYNTAX 

3 . 1  Computer  Core  Images as Artificial  Representations of Real  World 

Computers  do  not  contain real items in  their   memories.   The  con- 

tents  of memory  are  artif icial   representations of some  aspec ts  of the real 

world.  When  the  user  communicates  with a computer  system,  he is .not  com- 

municating  with  the  computer  any  more  than  he  converses  with  the  telephone 

during a telephone  conversation.  The  computer is the  tool  which  allows  him 

the  abil i ty  to  communicate  with  an  ephemeral  object - a model of a portion of 

the real world.  The  computer  is  also  the  tool of the  model.  It is the  means 

by  which  the  model  updates  itself,  and  by  which  the  model  communicates  with 

the  user .  

3 . 2  Semantics as Relationship  Between  Symbols  and  Real  World 

Communication is the  passing of information  from  one  source  to 

another.  Inherent  in  the  pas  sing of information is the  requirement  that   the 

receiving  entity  have a potential  to  understand  the  information  being  trans- 

mitted.  That  is,  the  entity  receiving  the  information  must  be  capable of 

assigning a meaning  to  the  symbol  which  was  transmitted.  The  requirement 

i s  known as the  semantic  portion of communication.  Semantics  is  the  mean- 

ing of a communication. 

Consider a blind  man.  To  him  the  word  "red" is a useless  qualifier.  

Not having  seen  color it is impossible  for  him  to  assign a meaning  to  the  word. 

He  has  no  potential  to  understand  the  word as a specific  color.  Indeed,  the 

abstract ion  represented by the  word  "color"  has  no  meaning  to  him. 

Communication  can  be  successful  even  when  the  entities  in  commun- 

ication  have  neither  common  objects  nor  common  relationships  between  the 

objects.  The'potential  to  understand  inputted  signals  does  not  necessarily 

imply  that  the  receiving  entity  is familiar with  the same objects  and  relation- 

ships  that  the  sending  object is familiar with.  All  that is required is that 

t he re  exist a s t ruc ture  known to  the  receiving  entity  which is sufficiently 

similar to   the  s t ructure  o f  the  sending  entity.  Such a similarity can  be  called 

an  isomorphism  between  world-views  for  purposes of definition. 
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A l'world-view'', W,  may  be  defined as: 

1. A set, S, of objects; a, b,  c, . . . 
2. A set, U, of subsets of S; e, y, x, . . . 
3. A set ,  R ,  of re la t ions;  m, n, . . . 

of the  objects  of S union U. 

A relationship, m, of  the  objects, a and  b ,   may  be  represented 

by  m(a;b) 

An  isomorphic  transformation,  h,   between  two  world-views W and 

W '  is  defined as  a one-to-one  correspondence of the  objects of W '  such  that: 

1. F o r  all a E: z and z 6 U, there   ex is t s  z '  6 U' such  that  

h ( a )  8 z1  and  for  all a a' z,  then  h(a) c e ' ;  

i. e . ,   h(z)  = 2 ' .  

2. F o r  all m 6 R ,  where   m(a ;b )   ex i s t s ;   a ,  b6 S, t h e r e  exists 

m' E: R '  such  that  m'  (h(a);   h(b) ) exis ts ,  i. e . ,  h(m) = m' . 
3 .  There  exists  h '   such  that:  

i) h '   (h(a))  = a ; for  all a 6 S 

ii) h'   (h(z)) = z ; for  all z 6 U 

iii) h1  (h(m)) = m; for  all m 6 R 

If there   is   an  isomorphic   t ransformation  between  two  world-viewsy  these 

world  views are   i somorphic   and  a valid  communication  can  exist  between 

them. A language, L, can  be  formalized  as a t r ip le ,  (T, P, S), where: 

T is a se t  of dist inct   symbols  called  the  terminal  set  of L. 

P is a se t  of procedures  or  syntax  statements  specifying  per - 
missible  sequences  or  concatenations of the  elements  of  T. 

P can  be  considered  the  grammer of L. 

S is a set  of concatenations of the  elements of T according  to  

the  rules  of P which a re  recognized as meaningful. S is 

called  the set of sentences of L. 
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A communicative  language  between  two  world-views, W and W ' ,  is 

a langvage  such  .that: 

1. Fo r   each -pa i r   (k ,   k t )   where  k 6 S, k'  6 S'  or k 6 U, k'6 U ' ,  o r  

k 6 R ,  k '  R', and  h(k) = kt, h/k') = k - t h e r e  exists a distinct 

symbol, of L o r  a distinct  sequence of symbols  constructed 

according  to   the  rules  of P which  may  be  associated  with  the 

given  pair. 

Now suppose  that  an  entity  with  world-view, W ,  desires   to   communi-  

cate  with a second  entity  with  world-view, W ' .  The first entity  wishes  to 

make  a statement  equivalent  to  m(a;b).  Using  the  pi-oper  communicative 

language,  the first enti ty  can  make  such a statement,  which 'is interpreted by 

the  second  entity a s  m'(a ' ;b ' ) .   This  is a valid  statement  and  has  meaning  in 

the  second  entity's  world-view.  The  second  entity  can  llreplyl'   with  the state- 

ment  equivalent  to  n '(a ' ;b ') .   Interpreting  this  to  be  n(a;b),   the first entity  has 

established a valid  communication. It is   inconsequential   to  the  f irst   enti ty  that  

the  second  has  interpreted  m(a;b) as  m'(a ' ;b!) .   The  re la t ion  n(a;b)   may  not  

have  been  init ially  apparent  to  the  f irst   enti ty,   but  since  the  world-views  are 

isomorphic  the  relationship  holds  and  the first entity  has  learned a new  fact. 

Thus ,   a s  long as   world-views  are   isomorphic ,  it is possible  for  the  two 

entities  to  communicate  successfully  and  usefully. 

A n  isomorphic  world-view  provides a receiving  entity  with  the 

potential  to  understand  incoming  signals. A s  such  the  enti ty  is   semantically 

capable of communicating. 

Once  such a potential   to  assign a meaning  has  been  established,  the 

symbol  used  to  indicate  the  meaning  becomes  arbitrary.   Suppose it was 

decided  to  utilize  the  word  llkludge'J as the  symbol  for  computer.   Such  terms 

as "kludge  language",  "kludge  processing",  and  "kludge  error"  become 

readily  understandable. A number of children's  games a r e  based  upon  the 

substitution of s t range  words  for  familiar words.   Teenagers  become  quite 

adept   in   the  arbi t rary  ass ignment  of meaning  to  words,  often  resulting  in 

lack of communication  with  older  generations. 

This  illustrates  another  condition  to  successful  communication. 

Although  the  choice of symbols is arbitrary,  the  entities  in  communication 
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must  assign  equivalent  meanings  to  the  symbols  employed. In  other  words, 

definition of terms is necessary.  

3. 3 Syntax as Valid  Relationships  Between  Symbols 

A s  communication  becomes  more  complex, simple definition of 

terms i s  not  sufficient.  Connections  and  sequences of terms a r e   u s e d   t o  

transmit  varied  meanings.   Rules  regarding  the  structure of these  sequences 

a re  necessary  to  separate  one  meaning  from  another  and  sensible  str ings 

from  nonsensible.   For  example,   the  sentences:  

i) The  boy  bit  the  apple. 

ii) The  apple  bit   the boy. 

iii) Apple  boy  the  the  bit. 

are   interpreted  different ly .   Sentence i) has  an  obvious  meaning.  Sentence 

ii), while,  not  representing  any  probable  event, still contains  meaning  because 

the  s t ructure  of the  sentence is acceptable.  However,  sentence iii) i s   p u r e  

nonsense.   Each of the  words of sentence iii) has  meaning  individually,  but 

the  s t ructure  is unacceptable so there   is   no  information  t ransferred.  

Thus,  for  complex  communication  to  be  successful, it is not  only 

necessary   to   def ine   t e rms  but it is also  required  to  define  acceptable  struc- 

t u r e s  of term  sequences  (syntax).  The  rules  and  conventions  used  in  the 

transm.itting  information  constitute a language. 

Such a language L can  be  simple  or  complex. A simple  language 

would  be  one  where  the  set of sentences  is   equal  to  the  terminal set and  the 

set  of procedures is the  null  set. An example of such a language  for  man- 

machine  communication  would  be  the  case  where  man at various  occasions 

determines  the  action of the  system by inputting a control   character .   The 

machine  need  not  check  syntax. It only  needs  to  determine i f  the   charac te r  

is a member  of the  terminal  set .  If no t ,   an   e r ror   has   been   made   and  a 

default  option  should  be  taken. 

A more  complex  language is required  when a large  number of d i s -  

t inct   actions  can  occur as a r e su l t  of the  combination of many  options. In  

such a case,  some  options  may  be  legal  only  when  specified  in  connection 

with a different  option;  some  options  may  not  be  legal  when  specified  with 
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other  options;  the  sequence of options  may  be  important.  The  above  condi- 

t ions  would  call   for a large  and  intr icate   syntax.   The set of sentences  would 

be efficiently  described  only  by the syntax  and  would  be  much  larger  than  the 

te rmina l  set. 

A language  performs  the  function of determining  symbols  and  estab- 

lishing  conventions  regarding  the use of the  symbols  for  successful  communi- 

cations.  Formalization of the  language  allows  the  designer of a system  using * 

that  language  to  implement  the  interfacing  smoothly.  Also  documentation 

becomes  more  s t ra ightforward.  

Communication  between  entities  may  depend on more  than  one  level 

of semantics.  When a user  communicates  with a computer  through  character 

and  syntax  recognizers,   semantics is involved  on  two  levels. On one  level, 

the  semantic  is   the  character.   The  strokes  represent  symbols  and  their   re- 

lationship  to  each  other is the  syntax. If the  symbols  and  their  relationships 

a re   p roper   then  it is   possible   to   recognize  the  character .   The  characters  

then  become  symbols  for  the  next  level of communication. If the  relationships 

between  the  symbols is in  the  proper  syntax,  then  meaning  can  be  associated 

to  the  sequence of characters.   In  this  way  more  varied  and  meaningful  in- 

formation  can  be  transmitted.  

In a man-oriented  communication  system, it wil l   be   necessary  to   use 

a hierarchy of syntax  where  communication is really  on a number of levels. 

Parallel sys tems of semantics  and  syntax  will  be  required.  .This  would  be 

necessary  to  introduce  meta-languages,   where  the  user is able  to  construct 

or  modify  his  existing  language. It i s  a well  known fact that humans  think 

in  modular  fashion. A given  sequence of symbols  with a given  syntax  in 

different  modes  can  have  entirely  different  meanings.  The  statement  "There 

a r e  a lot of bugs ! has  different  meanings  depending  on  whether you a re  talk- 

ing  to   an  exterminator   or  a programmer .   These   modes   mus t   be  set previous 

to  the  statement  by  some  kind of higher  language.  The  higher  language  may 

not  necessarily  be  explained as a higher  language. It could  be  in  the  form of 

an  orientation  in  the  conversation.  This is called  context-dependent. 

Initially, it would  be  expected  that  context-  dependent  languages  for  man- 

computer  conversation  would  be  gross  in  mode  setting  parameters.  That is, 

they  would  utilize  explicit  symbols  and  mechanizations  to  switch  from  one 
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language  to  another.  The  hierarchical  interpretation of languages  would  not 

cause  such a problem  since  each  sublanguage  would  indicate how well  it was 

being  input. A character   recognizer  would replace  the  tracking  points  with 

a neat  character  to  indicate  that  it has  interpreted  the  input  correctly.  ..The 

user  can  make  corrections  and  modify  his  character  set  at that  level  without 

interrupting  the  higher  language.  Figure 1. is   an  example of a h ie rarch ica l  

language  system  for  syntax  recognition  with  the  ability  to  modify  syntax. 
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4.0 CHARACTER  RECOGNIZERS 

4.1 Need of Character  Recognizer for Interaction 

The  principle  rationale  behind the development of graphical  display 

consoles  has  been  the  desire  to  provide a tool  which  would  allow  individuals 

to  communicate  with a computer  in a concise  and  natural   manner.   An  inter-  

active  display  should  allow  the  user  to  input  graphically as well as  receiving 

output  graphically.  In  order  to meet these  demands,  light  pen  tracking  rou- 

tines  have  been  devised  and  tablet  input  devices  have  been  invented.  In  the 

r e a l m  of text  input,  the  teletype  would  appear  to  be  supreme.  However,  in 

ce r t a in   a r eas  it is both  difficult   and  inefficient.   These  areas  are  primarily 

where  the  user  inputs text infrequently  such  as  in  the  labeling of drawings  or 

' where  the  position of the  text is not  linear  such as in  complex  mathematical 

expressions.  I n  order  to  facil i tate  the  input of text  under  these  conditions, 

various  character  recognizers  have  been  experimented  with.  

4.2 Adaptive  Symbol  Generation 

A proper  character  recognizer  should  contain  the  abil i ty  to  adapt  to 

various  input.  Very few people  write  or  print   in  the  same  fashion.  Complex 

characters  become  almost  individual  in  composition. A s  a resu l t ,   charac te r  

recognizers  must  be  designed so that  they  adapt  to  the  various  individual 

inputs  or  people  must  be  constructed s o  that  they  adapt  to  the  .format  specified 

'by the  computer.  Obviously,  the first a l ternat ive is the  only  feasible  one. 

A proper  character  recognizer  should  also  allow  the  on-line  con- 

struction of new and  non-standard  characters at the   u se r ' s  option. Pe r sons  

who have  used  typewri ters   are   famil iar   with  the  feel ing of loss  when  they 

a re   unab le   t o   u se  a desired  character.   Recent  advances  allow  the  change of 

the  characters  on  the  typewriter,  but  this  requires  manual  intervention  and 

is inefficient  when  one  must  switch  between  alternate  character  sets.  There 

is the  associated  problem of what  to  do  when  the  character you wish  to   use is 

just  not  available  on  any of the  character  sets. To  eliminate  this  problem, 

the  character  recognizer  implemented on the CDC3200-IDIIOM  configuration 

was  modified  to  allow  the  on-line  creation of charac te rs  by  the  user. 

4.2.1  Character  Semantics.  - A character   to  a person is a two-dimensional 

f igure of a given  general  shape,  the  size is i r revelant .  A person   assoc ia tes  
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a character  with a given  sound  or as a par t ic le  of another  entity  called a word. 

Also,   the  character  may  be  considered as a symbol  representing  some  object 

o r  state in a person's  world-view.  In  either  case,   the  character is not  con- 

s idered as an  object itself, but   ra ther  a representat ion of some item or  event. 

To a computer,  a charac te r  is a given  sequefice of bit  settings  in a memory  

register.   Simply, it can   be   re fe r red   to  as  a character  code  according  to  some 

predefined  coding  scheme  such as ASCII o r  EBDIC. It is important  to  note 

here  that   the  code  assigned  to a given character is immaterial. It is necessary  

only  that  the  code  be  assigned  and that the  logic  which  handles  characters is 

consistent  with  the  given  coding  scheme. 

In  character  recognition,  the  semantic of a charac te r  is the sound  or 

symbol  associated  with it. Within  the  computer  the  semantic  is  the  character 

code.  The  difference  in  these  semantics is of a n   o r d e r  of magnitude.  The 

character  code  recognized by the  computer  is  only  equivalent  to  the  human 

recognition on the  shape  level.  The  equivalency of these  levels  can  be  shown 

by  the  recognizer's  ability  to  call  upon a routine  which  will  display  the  proper 

character   for  a given  character  code.  The  computer  does  not  associate  any 

meaning  to  the  character  code, at least not at the  recognition  stage.  The 

isomorphism  between  the  computer 's   world-view  and a user 's   can  be  extended 

a s  is done  with  the  syntax  analyzer. 

Character  Syntax. - Character   recogni t ion  may  be  depicted  as   an 

application of a syntactic  language,  since  an  inputted  character is usually 

broken  down  into a "sentence" of features  and  these  features  are  "parsed' l   to 

determine i f  they are  meaningful  sentences.  

An  inputted  character  consists of a s e r i e s  of strokes.   Each of these  

s t rokes  may  have  different   forms;   they  may  be  horizontal ,   ver t ical ,   d iagonal ,  

or  curved.  Also,  the  relationship of the   s t rokes  to each  other is important. 

The  re la t ive  s ize  of a curved  stroke  provides  the  difference  between a P and 

a D. These   forms   and   re la t ionships   a re  known as the  features of the  char-  

ac t e r .  A character  recognizer  init ially  processes  the  input  strokes  to  deter - 
mine  the  features .   These  features   are   coded  and  set   in  a s e r i e s  known as a 

feature  str ing.  

The  coded  features  may  be  considered  the  terminal set used by the 

language  processor ,   ( the  character   recognizer) .   The  feature   s t r ing is 
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considered a sentence. It is necessary  to   determine  whether   the  sentence is 

meaningful;  that is, does the fea ture   s t r ing   represent  a real character .   This  

is done  by  comparing  the feature string  constructed  from  the  input  strokes  with 

the  feature  str ing  used  to  define a Character.  The feature strings  which  define 

the charac te rs  are the  syntax  rules of this  language.  An example of a char-- 

acter   recognizer  as a language  processor is i l lustrated  in  Figure 2. 

The  character  A is described by the  feature  str ing 1 2 3. Such  an 

inputted  feature  string  would  be  parsed as < part ia l  A > (substring 1 2 ) ,  

then  parsed as  <A > (s t r ing of form <partial A > 3 ). Since < A > is a n  

element of S, the   se t  of meaningful  sentences,  the  character  would  be 

recognized.  Parsing would  be  done by matching  segments of the  inputted 

feature  str ing  against  a t r e e  of feature  strings.  Such a t r e e  is another 

representation of the  syntax  rules of the  language.  (See  Figure 3) .  If the 

inputted  feature  string  can  follow  such a tree  and  end at a node  which  is  in  the 

set of sentences, S, then it is a recognizable  character  and  can  be  assigned 

the  character  code  associated  with  that  node. 

The   use  of a t ree   s t ructure   to   represent   the  syntax  rules  of a 

. language  makes it possible  to  easily  change  and  add  to  the  syntax  rules;  thus 

modifying  the  language. By utilizing a character  recognizing  language,  and by 

programming  general   purpose  routines  to  manipulate  and  modify  the  tree 

which is used  to  specify  the  syntax  rules  for  the  language, it is possible  to 

construct  an  adaptive  character  recognizer.   Such a character  recognizer 

would  "learn"  to  recognize  characters  and,  for  that  reason,  would  not  be 

res t r ic ted   to  a small set of given  character  constructions,  but  would  adapt  to 

the  style of the  individual  using  the  recognizer. 

Init ially,   the  tree would contain a single  node,  that of the  null  string. 

A character is drawn  and its feature   s t r ing is generated.   Since  the  tree is 

essentially  empty,  the  character  cannot  be  recognized.  The  character  recog- 

nizer  indicates  this  in  some  manner  such as  displaying  the  set of charac te rs  

it is capable of recognizing :: (See  Appendix A. ) By  indicating  that it cannot 

:: It is here  (among  other  places)  that  the  potentiality  to  understand  becomes 
important. A s  impossible  as  explaining  "red"  (in  the  context of vision)  to 
a. blind  man is the  task of defining  an  unrecognized  character  to a sys tem 
that  does  not  have a code  or  the  ability  to  generate a code  to  assign  to  the 
character .  
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Fea tu re  Coding: 

1 = /  

2 = \  

3 = -  

Terminal   Set :  

T = (1, 2 ,  3 ,  4, 5} 

Svntax  Rules: 

Characters :  

A +  I T \  

N + 1 / \ 2  ' /  

1 2 

P + 4 ( = 5  

<par t ia l  A > : = 1 2 

< A  > : = < partial A > 3 

< N > : = < part ia l  A > 1 

< P > :  = 4 5 

Set of Sentences: 

s = < A > ,  < N > ,  < p > ,  < B >  

Note;  This  example  does  not  utilize  or  take  into  account  the  relationships of 
the  s t rokes  to   each  other .  

FIGURE 2 

A Simple  Character  Recognizing  Language 
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(Null  String) 

The  start ing  point  represents  the  null   str ing  (no  features).  
Second  level  nodes  are  not  labeled  as  they  do  not  represent  syntactic 

constructs  in  the  Simple  Character  Recognizing  Language. 

FIGUR E 3 

Representation of Syntax  Rules  for  Simple 
Character  Recognizing  Language by a T r e e  
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recognize  the  character ,   the   system is informing  the user that  according  to 

its current  syntax  rules  the  input is not a l 'sentence' '   to  the  character  recog- 

nizing  language.  The  user now has  the  option of adding a syntax  rule  which 

will  allow similar input  to  be  interpreted as a sentence of the  character  

recognizing  language.  This is done  by  adding  the  feature  string  to the tree 

(if necessary)   and  ass igning a character  code  to  the  node  reached by the  

feature string. 

In  this  way.the  recognizer  adapts  to  the  user.   The  syntax  rules . 

which a re  used  to   recognize  the  characters  are  generated  by  the  user 's   s tyle  

of handwriting. It would be  ult imately  possible  for  the  system  to  recognize 

user 's   handwriting  without  training i f  the  memory  could  hold a large  enough 

dictionary of feature  str ings  and i f  the   search  through  such a dictionary  was 

quick  enough  to  be  feasible.  The  size of such a memory  has  not  been  deter-  

mined  and it remains  unknown  whether a system  which  would  recognize 90% 

of  the  user's  handwritten  characters  without  individual  training  is  practical 

o r  not. 

Training  for a character  recognizer  can  be  set   up  in  two  fashions.  

One is training  during  use.  This  technique  was  used  in  the  pilot  study.  (See 

Appendix  A).  As  the  user  communicates  with  the  system,  unrecognized 

characters  are  allowed  to  be  added  to  the  dictionary.  Although  this  method 

would seem  des i rab le ,  it interrupts  the  logical  train of thought of the  user  

who is   forced  to   momentar i ly   perform  an  unrelated  task.   The  other   method 

is to  only  allow  training  before  use of the  system. When  the  user  has  reached 

his   desired  level  of recognition,  he  signals  the  end of the  training  session, 

and  begins  communicating  with  the  system.  During  communication,  the  sys- 

tem indicates  unrecognized  symbols by a special  code  and  allows  the  user  to 

reconstruct  the  character  immediately.   Such a system  would  allow  the  user 

to  re-enter  the  training  mode  whenever  he felt the  necessity. '  

4.3 Character  Recognizer s 

4, 3. 1 Bernstein.  - The  pilot  study  has  utilized a character   recognizer   for  

hand-printed  input  developed  by M. I. Bernstein  (Ref. 1 ) which  will  be re- 

f e r r ed   t o  as the BCR in  what  follows.  The BCR consists  tin a functional 

sense)  of three  sections:   input  preprocessing,  stroke(s)  feature  extraction, 

and  dictionary  construction  and  searching.  The  preprocessing  section 
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separates. the  raw  input  data  from  the  tablet   into  strokes,   smoothes  and filters 

this  raw  data,  counts  the  points  rejected  by  filtering,  and  provides  immediate 

visual  feedback  to  the  user by a CRT display of the  points  corresponding  to  the 

smoothed  and  filtered  data.  The  smoothing  process  employs  an  eight-point' 

moving  average of the  raw  data  point  and its seven  predecessors .   To start the  

process   for  a stroke,  the first input  point is replicated  eight  times.  Filteri.ng 

is applied  to  the  smoothed  data  and is simply  the  comparison of absolute  values 

of the  differences  between  the last accepted  point  and  the  current  point. If 

either I Ax I o r  I i yl is greater ' than  the filter constant ( a program  para-  

meter  ), the  point is accepted  and  displayed  on  the  CRT;  otherwise, it i s  

rejected  and  the  point  count of the  previous  accepted  point  is  incremented. 

These  rejected  point  counts a re  a measu re  of the  pen  velocity  (inverse 

relationship)  and  are  used  in  corner  detection. 

The  capability of scrubbing  (erasure)  of input  is  provided by sensing 

whether  the  smoothed  and  filtered  data  fills  the  input  buffers  (the  pilot  study 

currently  has 200 word  buffers.)  If so,  the  input  is  considered  to  be a 

"scrub",   and  any  displayed  character(s)  within  the  scrub  range  are  erased. 

The  feature  extraction  portion of the BCR analyzes  each  stroke of 

the  preprocessed  input  to  determine  both  primary  (path)  and  shape  features,  

and  generates   an  internal   representat ion (a feature   s t r ing)  of concatenated 

codes  for  these  features.  The first s tep of this  analysis is to  convert   the 

coordinate  points of the  stroke  into  discrete  headings  (See  Figure 4), thus 

making  the  stroke  position-independent.  Adjacent  headings  are  then  dif- 

ferenced,  and  each  difference is associated  with  the  point  common  to  the 

two  headings.  Next,  the  beginning  and  end of the  stroke  ( the first and last 

heading  differences) a re  tested  against  a threshold  to  determine i f  a l'hook" 

exists. If the  difference  exceeds  the  threshold  (the  current  value is 5) the 

hook is eliminated by removing  the first and/or  last point  from  the  stroke. 

With  these  preliminaries  accomplished,  at tention is focused on the 

extraction of primary  features,  namely,  corners  and  inflection  points.  With 

the  exception of a few points at the  beginning  and  end,  data  associated  with 

each  point of the  s t roke is examined.  Following  Bernstein's  notation, let 

4hi  denote  the  heading  difference  associated  with  point i. Also,  denote  the 
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Discrete  heading  associated  with  the  point (xi, y i )  is t 5  

F IGURE 4 

Discrete  Heading  Values for Coordinate  Points 
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count of points  rejected  by  the  f i l tering  process  and  associated  with  point i 

by  ci ; then, a point i is marked  as a corner  i f  

1. I Ahi I > 11 (a "true"  corner)  - or  

2. I Ahi t Ahi+l I > 13 (a "spl i t"   corner)  - or  

3.a. ci 2 8 

b. c .  t c > 14  and 
1 i-1 - - 

( A  "local  velocity' '   or 

"rejected  point  count' ' 

c .  t c > 6 - m i n   ( c .  c corner )  
1 i-1 1-2, i t 2  J 

Those  cases  for  which  there a r e  two candidates   (2   and  3b)   are   resolved by 

selecting as the  corner  the  point  with  the  largest  I Ah 1 ; point i i s   a rb i -  

trari ly 'selected  when I Ahi I = I A hiS1 I .  It should  be  noted  here  that  the 

existence  of a corner  consti tutes a division of the  stroke  into  sections  from 

which  shape  features  and  .inflection  points  are  extracted  separately. A s t roke 

with  no  corners is processed  as a unit  for  the  purpose of this  extraction. 

Inflection  points a re  detected  by  examining  the  same  heading  dif- 

ferences  utilized  above. First, unintended  inflections  resulting  from  minor 

wiggles a r e  excluded by requiring  the  absolute  value of the  sum of the A h s 

for  the  stroke  (or  section  thereof  defined  by a co rne r )  t o  exceed a threshold 

value  (presently  equal  to 5) prior  to  further  examination.  After  the  threshold 

is exceeded,  differences  between  successive  maximum  and  minimum  values 

of the  sum of 4 h s are  tes ted  to   see i f  t h e y   a r e  > 6 .  If so, an  inflection 

point  exists  either at the  maximum/minimum  or ,  i f  t he re  a r e  a s e r i e s  of 

points  between  the  extreme  values  which  form a straight  l ine,  at the  midpoint 

of this  straight  line.  The  applicable  point is then  marked as  an  inflection 

point. 

The  shape  features of interest   for  a s t roke  or   sect ion  thereof   are  

curvature,  orientation,  and  geometric  relation  to  the  composite of previous 

sections of the  stroke,  i f  any.  The  section's  curvature  is   simply  the  sum of 

it 's heading  differences - the  code  used  in  the  feature  string is determined by 
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which of a s e r i e s  of curva ture   ranges   the   sum falls in  (See  Figure A-2, 

Appendix A. ) The  orientation  extraction  uti l izes  the  direction  between  the 

first and last point's of the  stroke,  the  code  being  one of eight  discrete  head- 

ing  values.  Exception  is  taken  where  the  section  or  stroke is essentially a 

closed  f igure,  a case  denoted by a code of zero.   For   s t rokes  which  have 

been  sectioned by one  or   more  corners ,   codes  expressing  the  re la t ion of the 

current   sect ion  to   the  composi te  of previous  section(s) are  generated  and 

placed  in  the  stroke's  feature  str ing.   This is accomplished by computing 

the  rectangle  surrounding  the  current  section  and  the  rectangle  surrounding 

. the  composite of previous  sections,  the  code  being  one of eight  discrete 

heading  values  associated  with  the  direction of the  line  joining  the  centers of 

the  rectangles.  Again,  exception is taken  when  the  rectangles  are  "coincident", 

a case  denoted  by a code of zero.  Finally,  the  existance of a section  which is 

defined  by a corner  is reflected  in  the  feature  str ing by  changing  the  sign  of. 

i t 's   curvature  code. 

The  generation of a feature   s t r ing  for  a stroke  is  not  sufficient  for 

the  description of multi-stroke  characters.   Consequently,   further  analysis 

and  extraction  relating  (via  additional  codes  in  the  stroke's  feature  string) 

the  s t roke  to   the  composi te  of previous  strokes of the  character   is   required.  

A portion of this   analysis   is   accomplished  in   the  same  fashion  as   the  deter-  

mination of the  relation of sections of a stroke  to  the  composite  of  previous 

sections,   namely,   generation of a code  equal  to  zero if the  stroke is coinci- 

dent  or  equal  to  one of eight  heading  values i f  not.  Further,  $or  non- 

coincident  strokes,   this  code  reflects  whether  the  current  stroke  is   "near" 

or  "far" from  the  composite of previous  strokes.  

At  this  point,  the BCR has  processed  the  input  to  the  point of having 

generated  and  s tored  i t ' s   ia ternal   representat ion.   An  example of these 

feature  str ings  is   shown  in  Figure 5. 

Having  generated  the  feature  strings  representing  an  input  character, 

the BCR next  turns  to  the  central   task of character  recognition  which is pe r -  

formed  by  the  dictionary  construction  and  searching  portion of the  algorithm. 

On a s t roke by stroke  basis,   the  dictionary  is   searched  for a match  between 

existing  (previously  generated)  feature  strings  and  the  string  representing  the 

stroke  under  consideration. If the  s t r ings  for   each  s t roke  match  and  the 
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0 I 
# Words  in  following  string ( = 5 ) 

Curvature  1 First 

I Orientation I Section 

Curvature Second 
Orientation  Section 

Relation  to  previous  section 

# Words  in  following  string ( = 3 ) 

Curvature 

.i 
I Orientation 

~ 

Relation  to  previous  stroke +* 

f Fir st Point  

k 1 ,; F i i P o i n t  . 

Last Point 

Stroke 1 

1- Stroke 2 

Last   Point  

Assume  that the  sharp  turn  in 
s t roke  1 constitutes a corner  

1. 
.I, Curvature  code  is  negative  because first section of f i r s t   s t roke  

is defined  by a corner .  

.b .L 
1. -8- This  code  also  reflects,  for  non-coincident  strokes,  whether  the 

stroke  is   "near"  or "far" from  the  composi te  of previous  strokes 
of the  character .  I n  this  example,  however,  this  additional  in- 
formation  would  most  likely  not  be  present,  since  stroke 2 appears  
to  be  coincident  with  stroke 1. 

F IGURE 5 

Feature  Strings  for  the  Input  Character "4" 
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dictionary's  pointers  to  the  existing  feature  str ings  in  fact   point  to  these 

matched  strings;   the  character is recognized,  the  appropriate  character  code 

is returned,  and a "clean"  version of the  character  replaces  the  handdrawn 

input  on  the  display. If the  character  is not  recognized,  pointers are  set for 

subsequent  entry of t he  new string  into  the  dictionary.  Also,  the  standard 

charac te r  set (See  Figure  A-3,  Appendix  A) is displayed so that   the   user  m a y  

specify  the  symbol  that  the  input  was  intended  to  be.  As  an  alternative,  the 

user  may  input a scrub,  in  which  case  the  undefined  input is erased  f rom  the 

display, it 's associated  data  deleted  from  memory,  and  the BCR awaits  the 

input of another  character.  

If the  user  specifies  the  intended  symbol,  the  appropriate  character 

code is supplied  to  the  dictionary  entry  and  the  entry's  feature  string  pointer 

is   set   to  the  str ing(s)  corresponding  to  the  input.   Finally,  a "clean"  version 

of the  specified  symbol  replaces  the  handdrawn  input on the  display. 

4.3.2  Ledeen. - The  Harvard  University  Character  Recognizer  (HUCR)  was 

developed  by  Kenneth  Ledeen  for  his  doctoral  thesis.  It is based on the  prin- 

ciples  contained  in  Teitelman's  paper on character  recognizers  in  that  it 

normalizes  a rectangle  containing  the  character  input  and  builds  feature  strings 

according  to  stroke  direction,  position,  and  form  within  the  ncrrnalized 

rectangle  (Ref. 3 ). The  form of a s t roke  in   the HUCR becomes  implicit  in 

the  description of the  direction  and  position. 

The HUCR consists of three  sections:  input  handling,  property  ex- 

traction,  and  recognition  procedure.  The  input  handler  monitors  the  incoming 

points  from  the  ta3let  and  provides  feedback by a point  display on a CRT. 

Using a real-time  clock,  the  velocity  and  position of the  pen is determinable. 

The  points  are  separated  into  strokes  and  the  minimum  and  maximum  values 

of the x and y positions a re  recorded  for  future  normalizing. 

The  property  extraction  computes  the  range of the  s t roke  and  deter-  

mines i f  the  stroke  was a dot,  horizontal,  or  vertical. If the  s t roke is not 

one of the  above  special   cases,   the  stroke is normalized  into a th ree  by 

three  rectangle   and a property list of four  vectors  for  the  stroke is generated 

according  to  the  sections  which  the  stroke  passes  through.  (See  Figure 6). 
The  four  bits,  used  to  encode  each of the  nine smaller rectangles  (See 

Figure 6a) are   used  in   the  construct ion of the  four  property  vectors.  The 
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HUCR Property  Extract ion 
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four   property  vectors  a re  stored  in a 4 x n a r r a y   ( w h e r e  n is the  number of 
strokes.  ) Also   the  x, y midpoint of the  s t roke is recorded  for   la ter   use   in  a 

pseudo-stroke. 

After  the  property  vectors  for all the  strokes  have  been  generated,  

a final set of property  vectors  is generated fo r  the  pseudo-stroke  consisting 

of the  midpoint  values  with  the  character  ranges as the  stroke  dimension. 

The  psuedo-stroke is used  to  describe  the  interrelationship  between  strokes.  

At this point  the  property  vectors for all the  s t rokes are concatenated, 

using a special  symbol,  w,  to  denote  the  end of a stroke.  This  produces  four 

"super"  property  vectors  which  completely  describe  the  character.  

The  recognition  procedure  correlates  the  input  character matrix 

with a character  dictionary.   The  dictionary is a t ree   s t ructure   with  four  

sections,   one  for  each  property  vector.   The  property  vector  represents a 

path  through  the  tree.  At  the  end of this  path  is a sublist  of "candidates"  or 

character  codes  and a weight  assigned  to  each.  The  recognizer  merges  the 

candidates  and  their   weights  from  each of the  four  sections of the  dictionary. 

The  character  with  the  highest   weight is re turned as the  recognized  character.  

The  weights  may  be  altered  after  each  recognition  and  provides  the  recognizer 

with a "score1 '  on how it is doing. 

The HUCR has  the  property of allowing  the  user  to  define  sections 

of special   interest   for  recognition  purposes  in  cases  where  the  four  init ial  

property  vectors  are  not  sufficient  to  determine  the  character  inputted.   The 

nine  inner  rectangles  can  be  sub-divided  into  smaller  sections  and a fifth  or 

higher  order  bit  is added  to  the  section  code. Also  a new property  vector is 

allowed  for  and a new  section of the  character  dictionary  may  be  generated.  

With  this  property,   the  user  may  dist inguish  between  such similar cha r -  

a c t e r s  as 2 and Z. (See  Figure 7). The  importance of the  property  vectors 

can  be  adaptive  also  in  that   they  may  be  weighted  by  use  and  periodically,  

the  order  in  which  they are  examined  during  recognition  may  be  updated. 

The HUCR, due  to  the  fact  that the  property  vectors   consis t  of 

binary  bits ,  is fairly  compact.  The  dictionary  can  be  rather  tight  in  that a 

condensed  property  vector is only a s t r ing of a l te rna t ing   l ' s ,  O ' s ,  and  w's  

and  can  be  implicitely  represented  by  posit ion  in  the  tree  structure.   (See 

Figures  8 and 9). Another  factor  which  allows  compactness is that  using  the 
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HUCR's  property  vector  scheme,  each  character  has  only a few different 

descriptions  possible.  These  features  and  the  lack of dependency on ar i th -  

metically-based  features  al lows  the HUCR to  be  economically  coded  in 

assembly  language  and  suitable  for  use in small machines. 

4.3. 3 Relationships  and  Differences. - A comparison of Bernstein's  and 

Ledeen 's   character   recognizers   produces  some  interest ing  re la t ionships   and 

differences. First, each  recognizer   performs it 's job  via  the  same  three 

genera l   p rocesses ,  i. e.,  one  that  converts  the real world  into  data  readily 

amenable  to  analysis,  a second  which  provides  an  internal  representation of 

the  propert ies / features  of the  input  characters,   and  f inally,  a recognition 

process  which  adapts  i tself   to  the  user 's   penmanship  idiosyncrasies.  How- 

'ever,  the  "training"  required  to  accomplish  this  adaptation is performed  in 

different  fashions. A s  was  mentioned  previously,  the  pilot  study  (the  BCR) 

is   t ra ined on a continuous  basis  during  use, i. e . ,   the   feature   s t r ings of each 

unrecognized  character  and  the  character  code  specified by t h e   u s e r   a r e  

added  to  the  dictionary,  thus  updating  the  BCR's  recognition  ability. On the 

other  hand,  the HUCR allows  training  only  before  actual  use of the  system. 

Each of these  training  schemes  has it 's advantages.  Training 

previous  to  system  use  allows  (1)  subsequent  uninterrupted  input by the 

user  (except  for  re-entering of unrecognized  characters)  and ( 2 )  control 

over  limitation of dictionary  size,  but  creates  the  problem of leaving  the 

.user   in   doubt   as  to  how much  training is sufficient  since  he/she  receives no 

feedback  re  recognition  performance.  Continuous  training  provides  the 

concomitant  benefit of performance  feedback,  but  interrupts  input  and  can 

lead  to a space  consuming  and  unwieldly  dictionary. 

The  relative  efficacy  (with  respect  to  accurate  recognition) of the 

property/feature  coding  remains a moot  point.  Comparison of the  char- 

acter ' s   in ternal   representat ions  a lone  gives   the  intui t ive  impression  that  

Ledeen's  method  (HUCR) is superior ,  at least  when  used  in  the  recognition 

of alphameric  characters.  However,  .Bernstein's  approach  (BCR)  coupled 

with  continuous  training  has  provided  adequate  recognition  results,  notwith- 

standing  the  resulting  dictionary  size.  It is obvious  that  improvement  can  be 

made  by  combining  the  qualities of each  method. 
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The  philosophies  inherent  in  the  recognition  portions of the HUCR and 

BCR show a basic  differeace.   The BCR is determinis t ic ,  i. e. ,  recognition 

requires   an  exact   match of feature   s t r ings  in  it 's dictionary  and  allows  no 

"guessing."  Further,  no  manipulation of the  dictionary  for  the  purpose of 

improving  recognition  ability is accomplished 'during  use of the  system. On 

the  other  hand,  the HUCR has a quasi-probabilistic  nature.  The  assignment 

of weights  to  the  character  codes in each of the  four  candidate lists enables 

the  recognizer  to  select   the  character  which is "most  l ikely"  the  user 's  

intention.  Also,  the  ability  to  alter  the  weights  provides  further  adaptive 

. nature  to  the  recognition  process.  

This  type of approach  can  be  incorporated  into  the BCR.  One 

method,  albeit of remote  connection,  is   to  restrict   the  addition of unrec-  

ognized  characters '   feature  str ings  to  the  dictionary.   Specifically,   only a 

cer ta in   number of s e t s  of strings  representing  each  character  would  be 

allowed,  this  number  perhaps  being  dependent  on  the  inability of the  system 

to  recognize  the  par t icular   character .   After   reaching  the limit, t h i s   r e s t r i c -  

tion  could  be  maintained by replacing  the  oldest   set  of s t r ings by  the  most 

recent,   and  this limit could  be  reduced as   the  system's   recogni t ion  abi l i ty  

(for  that  character)  improves.  This  approach  would  provide  an  adaptive 

nature  in  the  sense  that  a user 's   input  of any  particular  character  may 

approach a constant  form  and  thereby  requires  less  al lowance  for  variation 

within - his  penmanship  (as  opposed  to  variations  between  users.  ) 

A final  comment  concerning  the  relative  amount of coding  required 

for  implementation of these  character   recognizers .   Al though it is sus  - 
pected  that  the BCR requires   more  space,   the   pi lot   s tudy  was  approached  f rom 

the  viewpoint of ea se  of implementation  rather  than  economy of s ize ,   s ince 

the  GSFC CDC  3200-IDIIOM system  imposed  l i t t le  restriction  with  regard  to 

core   memory   usage .   Also ,   the  BCR was  in  part  available  in  FORTRAN  for 

a n  IBM  computer  and  thereby  reduced  the  effort  required  to  code  the 

algorithms  for  the CDC computer. 
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CONCLUSIONS 

A conceptual  framework  for  man-machine  communication  has  been 

described,  and  technical  feasibility  has  been  demonstrated  for  an  adaptive 

character  recognizer  which  accommodates  special  symbols  in  addition  to its 

regular  alphanumeric set of recognized  characters.  However,  the  pilot 

model of the  recognizer  exhibits  several  significant  problems  in  respect  to 

practicali ty.   These  problems-must  be  solved  in  order.   to  progress  from 

character  recognition  to  the  recognition of mathematical   expressions  and 

thence  to a practical   tool  for  the  physical   scientist .   They  are as  follows: 

1. The  problem of computer  memory  size  requirements.   The 

recognizer as implemented  used all 16K of the  core   memory 

of the GSFC CDC-3200 computer.  This  left no room  for  con- 

structing a math  recognizer  around  the  character  recognizer.  

Some  savings  might  be  realized by converting  the  program 

from  FORTRAN  to  more  efficient  code, but the  bulk of s torage 

is required  by  data.  The  adaptive  algorithm  is  in  fact  capable 

of using  storage  without limit. 

2. Instances of recognition  ambiguity.  Pilot  testing of the  tech- 

nique  revealed  difficulty of discrimination  between S ' '  and 

3 ! I ,  for  example.  This  is  believed  to  be a sys temat ic   e r ror  

which m a y  be  resolved by additional  analysis  procedures. 

Another  type of ambiguity m a y  be  predicted,  in  which  identical 

patterns  eventually  occur  representing similar charac te rs  

such as I ' B ' I  and I r 8 I '  , and  which  might  be  resolved by pr  0-  

cedures  which  detect   such  instances  as  they  occur.   Recovery 

from  ei ther   type  error  would require  additional  programming. 

3. Human  factors  aspect of the  physical  embodiment.  The  present 

embodiment of the  technique  includes  equipment  and  programs 

associated  with a centrally  located  medium-scale  computer. 

Since a computer  must  be  dedicated  to  just  the  servicing  of  one 

u s e r  at a t ime,  it makes  sense  for   the  user   to   come  to   the 

computer. It is an  accepted  tenet of human  factors  engineering 
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that  this  type of user  ( the  physical   scientist)   will   not  generally 

accept  the  idea of learn ing   to   use  a new  tool  such as this  in 

public  view,  and  beyond  this  obstacle it may  be  most  incon- 

venient  for  him  to  bring all of his  references  and  working  paper 

to  a central  site. Therefore,  embodiment  in a small,  inexpen- 

sive  desk-top  unit  is  indicated. 

4. Cost/effectiveness  aspect of the  physical  embodiment.  It would 

not seem  feasible  to  place a CDC 3200, with  over 16K of core ,  

on or  near  the  desk-top of each  physical  scientist.  

Because of these  problems  we  conclude  that  further  research  should  be  aimed 

at the  development of a minicomputer-based  vehicle  for  graphical  input  tablet 

servicing,  character  and  math  recognizer  implementation,  or  other  means  by 

which  the  physical  scientist  might  intimately  control  the  complex  data  process- 

ing  operations  involved  in  the  analysis  and  meaningful  interpretation of large 

volumes of sensor  data  from  scientific  spacecraft .  
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APPENDIX A. THE CHARACTER  RECOGNITION AND 
CONSTRUCTION  PROGRAM 

Introduction 

A brief description of the  pilot  study  implemented on the CDC 3200- 

IDIIOM sys t em at the  GSFC  installation  (See  Figure  A-1) is provided .by the 

following  overall  flowcharts  and  figures.  The  description of the  Bernstein 

character   recognizer   ( incorporated  in   the  program as subroutines  LISTEN, 

ASTROKE,  and  DICT) is in  the  section of this  report   enti t led,   Character 

Recognizers,   and is not  repeated  here.  Charts  A-1 - A-4  show  the  overall 

flow of the  main  control   rout ine CHARREC  which  resides  in  the CDC 3200. 

The  flowchart  includes  the  calls  to  the  three  subroutines  listed  above,  the 

subroutine V620 which  transmits  function  code  and  character  code/size/  , 

posit ion  data  to  the  Varian  620/i ,   and  character  construction  subroutine 

CONCHAR. 

R outine CHAR 62 0 

The IDIIOM display is controlled by a p rogram (CHAR 620)  residing 

in  the  Varian  620/i.  When  CHARREC  routine V620 sends  function  code  data, 

the  Varian 6 2 0 / i  Interface  Control Unit causes   an   in te r rupt  at a specific 

location  which  contains a jump  to  instructions  which  in  turn  route  the  flow  to 

the  subroutine  which  accomplishes  the  task(s)  specified by the  function  code. 

A description of these  eleven  subroutines  is  given  in  the  following  subpara- 

graphs.  

ADPT. - ADPT  (function  code = 0)  adds a single  point  to  the  track- 

ing  point  buffer.  The  x-position of the  point  is  read  in,  combined  with  the 

position x register  command  and  inserted  into  the  tracking  point  buffer.  

The  y-position. of the  point is read  in  next,  combined  with  the  position y 

register  command  and  inserted  into  the  tracking  point  buffer.   Finally,  a 

short  point  command is inserted  into  the  tracking  point  buffer,  which  dis- 

plays  the  point at the  given  location. 

ETPB. - ETPB  (function  code = 1) erases all the  points  from  the 

tracking  point  buffer.  The  pointer  to  the  tracking  point  buffer  (TPTR) is 

reset   to  the  beginning of the  buffer,  and  the IDIIOM no  data  code  is   inserted 

into  each of the 600 locations. 

A - l  
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DCHA. - DCHA (function  code = 2) displays a "neat" character in 

the location  where  the  input  character  was  drawn.  The  ASCII  character  code 

is read   in   f rom  the  CDC 3200, alo.ng  with  the XMIN,  XMAX,  YMIN, and 

YMAX values.   The  size of the  character ' i s   calculated  by  subtracing XMIN 

f r o m  XMAX and YMIN f rom YMAX. The  pointer  to  the  character  buffer is 

reset to  the  beginning of the  buffer  and a sea rch  is made  to  f ind a blank  spot 

in  the  character  buffer.  When a blank  spot is found,  the XMIN value is com- 

bined  with  the IDIIOM position x regis ter   command  and  inser ted  into  the 

character  buffer,   and  the Y M N  value is combined  with  the IDIIOM position 

y register  command  and  inserted  into  the  character  buffer.   Then  the  symbol 

dictionary is searched  for  the  matching ASCII  code. In addition  to  containing 

the  ASCII  code  for all characters   in   the  character  set, the  symbol  dictionary 

contains  points  to  the  display  commands  and  the  extent of the  characters   in  

the  character  set .   The  size of the  displayed  character is divided  by  the 

extent of the  character  in the   charac te r  se t  to   de te rmine   the   sca le   fac tor   in  

both x and y. The  display  command  that is pointed  to by the  proper  pointer 

in the  symbol  dictionary  is  examined  to  determine i f  it is a x command o r  a 

y command.  Bits 0 through  10 a re  interpreted as  a delta x if bit  11  is a 

one  and a s  a delta y value i f  bit  1 1 i s  a zero.  Delta x (delta  y) is multiplied 

by  the  scale  factor  in x (y)   to   determine  the new  delta x (delta  y).  The  new 

delta x (delta  y) is combined  with  bits  11  through  15 of the  display  command 

in  the  character  set   and  inserted  into  the  symbol  buffer  to  give  the  new  dis- 

play  command. If bit  15 of the  next  command  in  the  character  set  is a zero ,  

the  command  is   processed as above.  However, if bit  15 is a one, it is a 

position  command  for  the  next  character  and a jump  and   mark   to   symbol  

buffer  instruction is inserted  into  the  character  buffer  following  the  position 

y register  command. 

ECHA. - ECHA (function  code = 3 )  e r a s e s  a gix.Ten displayed  char- 

acter. The  ASCII  code  for  the  character is read  in  along  with  its XMIN, 

YMIN position.  The XMIN value  is  combined  with  the IDIIOM position 

x command  and  the Y M I N  value is combined  with  the  position y command. A 

sea rch  is made  for  matching  values  for  both XMIN and YMIN. When  the 

character  is found, the  posit ion x and  position y command,  along  with  the 

jump  and  mark  to  symbol  buffer  instruction is e rased   f rom  the   charac te r   se t .  
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Because  the  display  commands  in the symbol  buffer a re  of varying  length, 

depending  upon  the  complexity of the  character  or  symbol,   they a re  not 

e rased   and  the symbol  buffer  may  overflow  before  the  character  buffer is 

filled. 

EACH. - EACH  (function  code = 4) erases all the  character  buffer 

and  symbol  buffer.  The  pointer  to  the  character  buffer  (CPTR) is reset t o  

the  beginning of the  buffer  and  the IDIIOM  no data  code is inserted  into  each 

of the  200 locations.  Then  the  symbol  buffer  pointer is reset to  the  begin- 

and  the IDIIOM  no data  code is inserted  into  each of the 500 locations. 

DCHS. - DCHS (function  code = 5) displays  the  character  set by 

l inking  the  tracking  point  buffer  to  the  character  buffer.   This is accom- 

plished by changing  the  contents of locat ion  TPBF t 602 as  shown  in 

Figure 

ECHS. - ECHS (function  code = 6)  restores  the  linkage  between  the 

character  buffer  and  the  tracking  point  buffer.  This is accomplished by 

changing  the  contents of locat ion  TPBF t 602 a s  shown  in  Figure . 
DOVR (function  code = 7)  displays  the  overf low  error   message 

"DICT  FULL".  This is accomplished by  changing  the  contents of location 

T P B  F + 602 as shown  in  Figure . 
TRAN. - TRAN  (function  code = 10 ) t ransfers   the   d i sp lay   f i l e  Of a 8 

new  symbol  (created on l ine)   f rom  the  CDC 3200 to  the  character  set .   The 

ASCII code  for  the  new  symbol  is  read  in  and  inserted  into  the  dictionary. 

The  location  for  the  new  symbol is determined  and  added  to  the  character 

set .  Next ,  the  pointer  to  the  new  symbol  in  the  character  set is inser ted 

into  the  dictionary  and  the  scaled down s i ze  of the new  symbol is read  in  and 

inser ted  into  the  dict ionary.   Final ly ,   the   display  commands  are   read  in  anc! 

inser ted  into  the  character  set. The  command  1777778  signifies  the  end  of 

the  display  file. 

TEMP. - TEMP  (function  code = 118) clears the  temporary  buffer  

and  links it to  the  tracking  point  buffer.   The IDIIOM no  data  code is inser ted 

into  each of the 30 locations  in  the  temporary  buffer  and  the  buffer is linked 

to the  tracking  point  buffer  by  changing  the  contents of locat ion  TPBF t 602 
as shown. 
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DLIN. - DLIN  (function  code = 1 Z 8 )  inser ts   into  the  temporary 

buffer  the  display  commands  for a single  line of the  symbol  being  constructed. 

The ASCII  code  for  the  line  (horizontal,  vertical,  oblique  position  or  negative 

line) is read  in  along  with  the XMIN, XMAX, YMIN, YMAX values.  The 

XMIN and YMIN values are  combined  with  the IDIIOM position  commands 

and  inserted  into  the  temporary  buffer.   Next,   the  display  commands  nec- 

essary  to   draw  the  l ine a re  inserted  into  the  temporary  buffer.  
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FIGURE A - 2  

Input  Data  Arrays 
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The  number  below  each  character  is  it 's  octal  code. 
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The  Standard  Character  Set 
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