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## INTRODUCTION

Recent developments an the theory of automata have pointed to an extension of the domain of definıtion of automata from strings to trees. Here we study certain sets, functions, and relations on trees using natural generalizations of ordinary automata theory.

Why pursue such a generalization? First, because enlarging the domain of automata theory may strengthen and sumplafy the subject in the same way that emphasazing strings rather than natural numbers already has done. Second, because parts of mathematacal lingunstics can be formalized easily in a tree-automaton setting. The theories of transformaiional grammars and of syntax-directed compilation are two examples. A two-damensional automata theory seems better suited to handle concepts arising in these areas than does the conventional theory.

The algebraic properties of finate automata on trees have been extensıvely studied; see Braınexd [5], Doner [8], Mezeı and Wright [12], Thatcher [15], Thatcher and Wright [17], and Arbib and Give' on [4]. The notion of recognizable set is central to these papers. A finite checking scheme (automaton) is used on an input tree. The scheme analyzes a tree from the bottom (leaves) up to the top (root), classifying the tree as acceptable or not. The recognizable set associated with the automaton is the set of all acceptable trees.

Hexe we will define sets of trees produced by finate-state generative schemes. In this respect, making automata work from the top down instead of the bottom up is convenient. Rabin [13] was the
first to use thas Idea; his purpose was to define recognizable sets of Infinite trees. We do not consıder such trees here; ovs emphasis as on generation, but the top-dorm concept is important for all our definztions.

We use Thatcher and Wright's algebraic formalism to give succinct descriptıons of linguistic constructions in the tree case. Using these constructions, we investigate decision problems and closure properties. Our results should clarify the nature of syntaxdirected translations and transformational grammars. (The latter prompted the definations in Rounds [14].) Previous models of transformational grammars had the capabilaty of producing all recursively ennumerable sets as transformatizonal languages. The models given here, horever, have the property that languages produced are recursive.

We began in Section I with a discussion of trees. We consider finite, labeled, ordered, rooted trees such that no label occurs on two nodes which have different numbers of branches. Such a tree appears in Figure 1.


Figure 1

The top node of this tree is labeled $A$, and the bottom nodes are $a, b$, $e, f, x$, and $y$.

We define a dendrolanguage to be a set of trees of this form. We then discuss recognazable dendrolanguages, relating them to dexivation trees of a context-free grammar. These results also appear in Thatchex [15]; we include them because of their linguistic importance. In particular, we want to define functions on context-free derivation trees.

We then introduce the simplest of our models, the deterministic finite-state transformation. In analogy with the generalized sequential machine mapping for strings, we define a function of trees which produces an outpui tree from a given anput tree using finite-state rules, and which works first on the top node of the input tree, then on the second level, and so forth until the bottom nodes have been processed.

Thatcher [16] and Aho and UlIman [3] have recently studied similar models; the former looks at algebrace properties, and the latter at linguistic properties of these mappings. Owx defination is slightly more general in that we allor functions to be partial. We obtain results about the domain and range of such functions; for example, the domann is a recognizable set.

The yield of a tree is defined to be the string of symbols obtained by concatenating all the labels found at the bottom nodes together in left-to-right order. (The yield of the tree in Figure 1 is the string abefxy.) The yzeld of a dendrolanguage is the set of strings obtained by taking the yield of each tree in the dendrolanguage. For each tree function we have a corresponding relation obtained by taking yields of pairs of trees in the function. By considering the ranges of such relations, we obtain sets which extend the context-free
languages. These sets are called target languages.
In Section II we propose two main variations on the model of Section I. The first as a nondeterministic finnte-state transformation, obtanned from the determanıstac version by allowing mose than one way to rewrite nodes in the input tree. We still ansist, hovever, that a node be transformed at each stage. (In ordinary transducer language, thas would mean that we cannot read the empty input symbol.) We extend the analysis of Section I to the new scheme. The second variation, $1 n$ addıtion to beng a nondeterministic scheme, allows a transformation to modify the input tree at any stage by buildang a nerr piece at the top. Horrever, we stilli try to achieve top-to-bottom processing, and a generation is fincshed only when all bottom nodes have been transformed. We see that in this case, we may produce an infinite dendrolanguage from a finite input set, and we study only this situation. Thas model is a creative dendrogrammar. The yaelds of creatave dendrolanguages are the Indexed languages of tho [1]. The importance of indexed languages for transformational linguzsts remans to be investagated, but these languages arise at an early stage in the study of transformational grammars.

## SECTION I

DETERMINISTIC TRANSFORMATIONS

## 1. Trees.

If we think of an automaton carrying out a recursive process on its input,' it is natural to think of a recursive description of the input itself. This has been done for strings and natural numbers, in fact, a system of axioms simalar to Peano's for the positave integers can be used to defane all strings over a given alphabet. An inductive description of trees can be gaven as well: this descrıption coincıdes with the ordinary description of terms in a formal system. Of course, we must show that formal terms can be identified with trees in a one-to-one manner. From the definition it should be clear that such a correspondence exists.

The definition we use, found in Thatcher and Wraght [17], is a common one from universal algebra and logic. We need the idea of ranked alphabet; intuitively, the set of labels which can occur in a tree. We insist that a node whth $k$ descendants be labeled by a symbol of rank k. Thus:

Definition. A ranked alphabet is a pair $(\Sigma, r)$ where $\Sigma$ is finite, and $r: \Sigma \rightarrow \mathbb{N}$. We set

$$
\Sigma_{n}=r^{-1}[n\}
$$

Now we can define $\Sigma$-terms (trees).

Definition. Let $(\Sigma, r)$ be a ranked alphabet. The set ${ }_{\Sigma}^{2}$
(the constant $\Sigma$-terms) is the smallest set of strings such that
a) $\Sigma_{0} \subseteq \mathcal{J}_{\Sigma}^{0}$
b) if $t_{0}, \ldots, t_{n-I} \in \mathcal{F}_{\Sigma}^{0}$, and $\sigma \in \Sigma_{n}$, then

$$
\sigma\left(t_{0}, \ldots, t_{n-1}\right) \in \mathcal{I}_{\Sigma}^{0}
$$

We are formally defining certain vell-formed strings of symbols over a large alphabet, including parentheses and commas, but this set, rather than the set of all strings, will be the universe of discourse. It will also help to forget that we are talking formally about certain strings, and to picture them instead as geometracal objects.

Example. Let $\Sigma_{0}=\{0,1, a, y\}, \Sigma_{1}=\{\sin , \cos ,-\}, \Sigma_{2}=\{+, \cdot\}$.
A typical element of $\mathcal{J}_{\Sigma}^{0}$ is

$$
+(\sin (a), \cdot(\cos (y), a)) ;
$$

in ordinary notation the term $\sin (a)+a \cdot \cos (y)$. The tree picture of this term appears in Figure 2.


Figure 2

The definition of term guarantees unique readabılity for any term. Iinguastacally this means that the definition is really an
unambıguous context-free grammar for terms. Therefore, it is not surprising that we can associate a tree picture with a term in a unique way.
2. A preliminary example.

To illustrate the model we plan to define in thas section, we will describe a function on $J^{J} \Sigma^{0}$, where $\Sigma$ Is the alphabet in the previous example. This function will be the operation of finding a formal term representing the derivative of a given term over $\Sigma$, taken with respect to $y$. The rules which we apply should be the familuar rules for differentiation, and we wish to apply them in a top-dom mannex to a gaven tree. Let us fand the derivative of the tree in Figure 2 as a special case. This tree represents the sum of two terms. If we begin at the top, the first rule ve apply is $D_{y}(f+g)=D_{y} f+D_{y} g$. Let us invent a state d which tells us to take the derivatuve. Then the first rewriting rule--linearaty of differentiation--becomes


Figure 3
$\stackrel{\square}{\vdots}$
This rule, says: If the process is in state $d$, and the node to be rewritten is $t$, which may be followed by the subtrees $x_{0}$ and $x_{1}$, then put out the node + and apply $d$ to the nodes at the top of the subtrees $x_{0}$ and $x_{1}$. The result of applying such a rule to Figure 2 is


Figure 4

At this point, two rules become applicable the chain rule on the left, and the product rule on the right. We can symbolize these:


Figure 5


Here, $i$ is a new state, the identity or do-nothing state. We then derive


Figure 6

The reader can easily make up productions which will finish the derivation.

Notice that in applying the product rule to derive the tree in Fugure 6, we had to make two copies of the input subtree $\cos (y)$. The power to replicate subtrees of the input tree is a primıtive operation associated with transformations. Notıce also how the states sweep through the input tree from top to bottom. There is never a choice but to rewrite a given node an a unique way depending on the state. Thas is the determanistic feature of the model.
3. Recognizable sets.

Transformational theory, as developed by Chomsky [7] and many others, deals with the notion of phrase-structure grammar, and with certain mappings defined on derivation trees associated whth the grammar. Dexivation trees do not make much sense for contextsensitive grammars, because they depend on the order of carrying out a derivation. We vill therefore assume that mappings are to be defined on context-free derivatıon trees. Intuitıvely speaking, we may descrabe the domain of a transformation as a set of tree structures for simple (kernel) sentences (e.g. "I see the cat") and a transformation as an operation on the tree for this sentence which changes it into a structure for a closely related sentence (e.g. "The cat was seen by me"). The trèes representing sample sentences are called deep structures, and transformed trees surface structures.

Simlarly, the theory of syntax-directed translation deals with changing statements in a programming language into some other language by performing operations on the derivation trees of strings in the source language. One of the original schemes of this type vas
developed by Irons [10]; formalizations have been given by tho and U1Iman [2], [3], and Lewis and Stearns [11].

We must, therefore, formalize the idea of a set of derivation trees. Hexe we follow Thatcher [16].

Definition. An ( $\varepsilon$-free) context-free (CF) grammar over a finite alphabet $\Sigma_{0}$ is a 4 -tuple $G=\left(V, \Sigma_{0}, S, \Pi\right)$ where $\Sigma_{0} \subseteq V$, $V$ is fanite, $S \in V-\Sigma_{O}$, and $I I$ is a finite set of pairs ( $A, W$ ) called productions, where $A \in V-\Sigma_{0}$ and $w \in V^{*}-\{\varepsilon\} .(\varepsilon$ is the identity element of the free monoid $V^{*}$ over V.)

A CF grammar is ranked if whenever ( $A, v$ ) and ( $A, x$ ) are in $I$, then the lengths of $W$ and $x$ are equal.

We may form a ranked alphabet from a given ranked CFG by letting the set $\Sigma_{0}$ be the 0 -ary symbols and letting

$$
\Sigma_{n}=\left\{A \in V-\Sigma_{0} \mid(A, w) \in \Pi \text { and length }(w)=n\right\}
$$

Using this ranked alphabet we can define the set of derivation trees $D_{\sigma}^{G}$ associated with any $\sigma \in \Sigma$, by induction:
(i) if $\lambda \in \Sigma_{0}, D_{\lambda}^{G}=\{\lambda\}$;
(ii) whenever ( $\sigma, w$ ) $\in \Pi, \quad \sigma \in \Sigma_{n}$ for $n \geq 1$,
$w=\sigma_{1} \ldots \sigma_{n}, \quad$ and $t_{1} \in D_{\sigma_{1}}^{G}, \ldots, t_{n} \in D_{\sigma_{n}}^{G}$, then $\sigma\left(t_{0}, \ldots, t_{n-1}\right) \in D_{\sigma}^{G}$. The set $D^{G}$ of derivation trees of $G$ is the set $D_{S}^{G}$. Notice that under the correspondence of trees with terms, a term in $D_{\sigma}^{G}$ is a tree with top node $\sigma$, and such that if $\tau$ as any node label, the labels $\sigma_{i}$ on the immediate successors satisify the requirenent that
$\tau \rightarrow \sigma_{0} \ldots \sigma_{m}$ is a production of $G$. Notice also that any ( $\epsilon$-iree) context-free language can be obtained from a ranked CF grammar, by relabeling non-terminal symbols. (We could avoid using ranked grammars if we discussed ranked alphabets $\Sigma$ there $r$ was a relation instead of a function.) No languages wall contain the empty word in our discussion.

Definition. Let $\Sigma$ be a ranked alphabet. A $\Sigma$-dendrolanguage is any subset of $\mathcal{J}_{\Sigma}^{0}$. The sets $D^{G}$ are thus simple $\Sigma$-dendrolanguages, which could be called derivation dendrolanguages.

We need a function to read off the sequence of bottom symbols on a tree. This function will be called the ypeld of a tree

$$
\begin{gathered}
y(\lambda)=\lambda \text { for } \lambda \in \Sigma_{0} ; \\
y\left(\sigma\left(t_{0}, t_{1}, \cdots, t_{n-1}\right)\right)=y\left(t_{0}\right) \cdot y\left(t_{1}\right) \cdots y\left(t_{n-1}\right)
\end{gathered}
$$

where - is concatenation in $\Sigma_{0}^{*}$. The yield of a dendrolanguage $\Omega$ is

$$
y[R]=\{y(t) \mid t \in R\}
$$

A context-free language is thus the yzeld of a derivation dendrolanguage.
Now we can define the important class of recognizable dendrolanguages: These sets, a generallzation of regular sets of strings, are closely related to the derivation dendrolanguages. First, we define tree automata [5], whach can be viewed as finite checking schemes for a tree. Each node $\sigma$ in a tree of rank $n$ induces a
finite function $\alpha_{\sigma} A^{n} \rightarrow A$, where $A$ as intuitively the set of states of the automaton.

Defination. Iet $A$ be a set. By an assignment of $\Sigma$-operations on $A$ we mean a function $\alpha \cdot \Sigma \rightarrow\left\{A^{\left(A^{n}\right)} \ln \geq 0\right\}$ such that if $\sigma \in \Sigma_{n}$ then $\alpha(\sigma) \in A^{\left(A^{n}\right)} \cdot \alpha(\sigma)$ will be wratten $\alpha_{\sigma}$, and is simply an n-ary operation on $A$. If $\lambda \in \Sigma_{O}, \alpha_{\lambda}$ is a flxed element of A. (These $\alpha_{\sigma}$ will be the next-state functions.)

Definition. A $\sum$-algebra is a pair $a=(A, \alpha)$ where $A$ is nonempty and $\alpha$ is an assagnment of $\Sigma$-operations on $A$. If $A$ is finite $a$ is said to be finlte.

Definition. A finite $\Sigma$-automaton is a triple ( $A, \alpha, A_{F}$ ) where (A, $\alpha$ ) is a finite $\Sigma$-algebra and $A_{F} \subseteq A . A_{F}$ is the set of designated final states.

Speaking automaton-theoretically, we can now extend the next state function to all of ${ }^{J} \Sigma^{0}$.

Definition. The response function $\left\|\|_{a}\right.$ of a $\Sigma$-algebra is defined inductively by
(i) $\|\lambda\|=\alpha_{\lambda}$ for $\lambda \in \Sigma_{0}$;
(i工) $\left\|\sigma\left(t_{0}, \ldots, t_{n-1}\right)\right\|=\alpha_{\sigma}\left(\left\|t_{0}\right\|, \ldots,\left\|t_{n-1}\right\|\right)$.

As is easy to verufy, the evaluation of the response function on a tree corresponds to checking the tree from the bottom up.

We are in a position to define recognizable sets:

Definition. $\Omega \subseteq \mathcal{J}_{\Sigma}^{0}$ as recognizable if there is a $\Sigma$-automaton $a=\left(A, \alpha, A_{F}\right)$ such that

$$
R=\left\{t \mid\|t\|_{a} \in A_{F}\right\} .
$$

We do not develop any properties of recognizable sets here; many standard properties still hold in the tree case, in particular, decision problems are solvable. We state two results of Thatcher [15], which relate recognizable sets to deravation dendrolanguages, these are the reasons we review recognizable sets here.

Theorem. Every derivation dendrolanguage is recognazable.

Thearem. Every recognizable dendrolanguage can be obtained from a derivation dendrolanguage by a function (projection) which renames nodes in a tree.

As corollaries, ve find that the yield of a recognizable set is a CF language, and that every CF language can be obtained this way.
4. Deterministic finite-state trensformations.

We want to formalize mappings like the syntactic derivative of Section 2. As indicated in the introduction, this should be done linguistically, not algebralcally, although the two approaches are equivalent. We use the idea of a tree production. Thas whll also permit succinct definitzons of more complicated models.

To formalize a rule like

we need only imitate the ordnnary notation for trees as terms. We get

$$
\left(d,+\left(x_{0}, x_{1}\right)\right) \rightarrow+\left(\left(d, x_{0}\right),\left(d, x_{1}\right)\right)
$$

The linearization of the product rule would be

$$
\left(d, \cdot\left(x_{0}, x_{1}\right)\right) \rightarrow+\left(\cdot\left(\left(d, x_{0}\right),\left(i, x_{0}\right)\right), \cdot\left(\left(1, x_{0}\right),\left(d_{1} x_{1}\right)\right)\right) .
$$

Unfortunately, we have not written dom well-formed terms, because pairs like ( $d, x_{0}$ ) occur as labels. The solution is to enlarge the set of terms so that other objects besides elements of $\Sigma_{0}$ occur at the botton nodes of a tree. These other elements will be called induces and will come from a specified set disjount from $\Sigma_{0^{\circ}}$

Definition. Let $I$ be a set disjoint from $\Sigma_{0}$. The set of $\Sigma$-terms indexed by $I$, written $\mathcal{J}_{\Sigma}(I)$, is the smallest set of strings such that
(i) $I \cup \Sigma_{0} \subseteq J_{\Sigma_{0}}(I)$
(iii) $\sigma \in \Sigma_{n}$ and $t_{0}, \ldots, t_{n-1} \leqslant J_{\Sigma}$ (I) $1 m p l y$ $\sigma\left(t_{0}, \ldots, t_{n-1}\right) \in \mathcal{J}_{\Sigma}(I)$.

Particular index sets I follor.

Defimition. Let $x$ be a fixed countable set $\left\{x_{0}, x_{1}, \ldots\right\}$. The set $\mathcal{J}_{\Sigma}(X)$ is the set of all terms in the variables $X$.

Denote by $X_{n}$ the subset $\left(x_{0}, \ldots, x_{n-1}\right\}$ of $X$. If $Q$ is a finite set (set of states), then we can define productions.

Definition. A finite-state (index-erasing) production over $Q$ and $\Sigma$ is a pair $\left(\left(q, \sigma\left(x_{0}, \ldots, x_{n-1}\right)\right), t^{\prime}\right)$ wratten $\left(q, \sigma\left(x_{0}, \ldots, x_{n-1}\right)\right)+t^{\text { }}$ such that $t^{\prime} \in J_{\Sigma}\left(Q \times X_{n}\right)$.

The reason for the name index-erasing is that application of a production to a given node takes place only once. Every time a node is rewritten, a new index node is designated for the next application of a production. This corresponds to the action of a finjte state machine reading and erasing its input.

The next objective is to define the entities to whach producthons apply. Looking at the example of $\frac{H}{H} 2$, we see that they should be trees with states occurring in the branches. The subtree below a state represents undeveloped input, and the state marks an active location. We can represent such a conflguration as an element of $J_{\Sigma}\left(Q \times J_{\Sigma}^{0}\right)$, where a pair $(\mathrm{q}, \mathrm{t}) \in Q \times \mathcal{J}_{\Sigma}^{0}$ is an index which represents an input subtree $t$ with the state $q$ attached to the top.

All that remains is to describe how a production applies to an intermediate configuration. Let us do it first informally. Given a conflguration $v$ choose some $(q, t) \in Q \times J_{\Sigma}^{0}$ occurring as an index in $V$. Let $t=\sigma\left(s_{0}, \ldots, s_{n-1}\right)$. Suppose there is a production
$\left(q, \sigma\left(x_{0}, \ldots, x_{n-1}\right)\right) \rightarrow u$ in the given set of productions (for a given mapping). Here, $u \in \mathcal{J}_{\Sigma}\left(Q \times X_{n}\right)$. Let $t^{\prime}$ be the result of substituting $s_{0}$ for $x_{0}, \ldots, s_{n-1}$ for $x_{n-1}$, whenever these variables occur as indices in $u$. In other words, if $\left(r, x_{J}\right)$ occurs as an index in $u$, replace it by the element $\left(r, s_{j}\right)$ of $Q \times \mathcal{J}_{\Sigma}^{0}$. Replace now the entire index ( $q, t$ ) by the nev tree $t^{\prime}$. The result is the tree $\mathrm{v}^{\text {t }}$ obtained by applying the given production.
(Note: At each step we select a single occurrence of an index $\left(q, \sigma\left(s_{0}, \ldots, s_{n-1}\right)\right)$ in $v$ to which we apply the production $\left.\left(q, \sigma\left(x_{0}, \ldots, x_{n-1}\right)\right) \rightarrow u.\right)$

We can now give, a full formal description of the class of map pings we have an mind.

Definition. A (determinıstic) fanjite-state transformation is a 4-tuple

$$
T=\left(\Sigma, Q, q_{0}, \Pi\right)
$$

where $\Sigma$ is a ranked alphabet, $Q$ is a finnte set of states, $q_{0} \in Q$ is the initial state, and $\mathbb{I}$ is a finite set of nput-erasing productions over $Q$ and $\Sigma$ such that for each pair $(q, \sigma) \in Q \times \Sigma$, there is at most-one production $(q, \sigma) \rightarrow u$ in $I$. A transformation is total if there is exactly one production for each pair in $Q \times \Sigma$.

Remark. We are defining transformations such that the domain and range of the mappings are trees over the same alphabet. This is
a minor point, and we shall sometimes modify input and output alphabets when it is convenient.

Definition. (Direct generation.)
Given $t \in \mathcal{J}_{\Sigma}\left(Q \times \mathcal{J}_{\Sigma}\right)$ the set of trees $t^{\prime}$ such that $t$ directly generates $t^{\prime}$ (via $T$ ) is defined inductively on $t$.
(i) If $t \in \Sigma_{0}$ then $\left\{t^{t} \mid t \Rightarrow t^{\prime}\right\}=\phi_{;}$
(ii) if $t \in Q \times J_{\Sigma}$ then $t=(q, \bar{t})$ where $\bar{t} \in \mathcal{J}_{\Sigma^{0}}^{0}$

There is a subdefinition depending on the form of $\overline{\mathrm{E}}$.
(a) If $E=\lambda \in \Sigma_{0}$, then if there is a production $(q, \lambda) \rightarrow t^{\prime}$ ', in $I$, then

$$
\left\{t^{\prime} \mid(q, \bar{t}) \Rightarrow t^{\prime}\right\}=\left\{t^{\prime}\right\}
$$

If not, then $\left\{t^{2} \mid(q, \bar{t}) \Rightarrow t^{2}\right\}=\varnothing$.
(b) If $\overline{\mathrm{t}}=\sigma\left(s_{0}, \ldots, s_{n-1}\right)$, then if there is a production $\left(q, \sigma\left(x_{0}, \ldots, x_{n-1}\right)\right) \rightarrow u$ in $\pi$, then $\left\{t^{\prime} \mid(q, \bar{t}) \Rightarrow t^{2}\right\}=\left\{t^{2} \mid t^{t}\right.$ can be obtained from $u$ by substituting $s_{0}$ for $x_{0}$ in each pair ( $r, x_{0}$ ) indexing $u$, substituring $s_{1}$ for $x_{1}$, and so forth (up to $s_{n-1}$ for $x_{n-1}$ )\}。 If there is no such production then $\left\{t^{2} \mid(q, \bar{t}) \Rightarrow t^{i}\right\}=\varnothing$.
(ili) If $t=\sigma\left(t_{0}, \ldots, t_{n-1}\right)$ then $t \Rightarrow t^{\prime}$ if for exactily one i, $t^{t}=\sigma\left(t_{0}, \ldots, t_{i}^{1}, \ldots, t_{n-I}\right)$ and $t_{1} \Rightarrow t_{2}^{1}$ 。

We can decide effectively when two trees $t$ and $t^{\prime}$ are such that $t \Rightarrow t^{\prime}$.

The previous condrtions define a relation $\Rightarrow$ on $\mathcal{J}_{\Sigma}\left(Q \times J_{\Sigma}^{0}\right)$ 。 Let $\Rightarrow *$ be the reflexive，transitive closure of $\Rightarrow$ 。

Defanition．Iet $T=\left(\Sigma, Q, q_{0}, \Pi\right)$ ．The function computed by $T$ is the set of pairs $T=\left\{\left(s, s^{2}\right) \in \mathcal{J}^{0} \times \mathcal{J}^{0} \mid\left(q_{0}, s\right) \Rightarrow s^{2}\right\}$ 。

One easily shoris that $T$ is a function（using induction on $s$ ）． If $T$ is total，then it computes a total function．

Examples．（i）We leave it to the reader to write out a formal description of the differentiation operator（Section 2）．
（ii）DeMorgan＇s law for Boolean polynomials．This function takes a Boolean polynomial over a finite set $W$ of vaxiables and transforms it into an equivalent one so that the variables are the only subexpressions occurring with complement signs on them．

Let $T=\left(\Sigma, Q, 0_{0}, \Pi\right)$ where
（i）$Q=\{c, j\}$
（ii）$q_{0}=j$
（iii）$\Sigma_{0}=W$ ，the given set of variables

$$
\Sigma_{1}=\{-7\}
$$

$$
\Sigma_{2}=\{\vee, \wedge\}
$$

（iv）II has enght productions as follows：

$$
\begin{aligned}
& \left(j, \wedge\left(x_{0}, x_{1}\right)\right) \rightarrow \wedge\left(\left(j, x_{0}\right),\left(j, x_{1}\right)\right) \\
& \left(j, \vee\left(x_{0}, x_{1}\right)\right) \rightarrow v\left(\left(j, x_{0}\right),\left(j, x_{1}\right)\right) \\
& \left(j, \neg\left(x_{0}\right)\right) \rightarrow\left(c, x_{0}\right) \\
& (j, w) \rightarrow w \text { for any } w \in W .
\end{aligned}
$$

$j$ is a state which looks for a complemented subexpression. When such an expression is found, the complement sign is esased and the process goes to a new state which will carry out Demorgen's law:

$$
\begin{aligned}
& \left(c, \wedge\left(x_{0}, x_{1}\right)\right) \rightarrow v\left(\left(c, x_{0}\right),\left(c, x_{1}\right)\right) \\
& \left(c, v\left(x_{0}, x_{1}\right)\right) \rightarrow \wedge\left(\left(c, x_{0}\right),\left(c, x_{1}\right)\right) \\
& \left(c, \neg\left(x_{0}\right)\right) \rightarrow\left(j, x_{0}\right) \\
& (c, w) \rightarrow \neg(w) \text { for } w \in W .
\end{aligned}
$$

In the previous two examples, the transformations were total. Not every transformation has this property, of course. We may have an a.lphabet $\Sigma$ and a proper subalphabet $\Delta$, and may wish to define a mapping on $J_{\Delta}^{0}$ only, wath values in $J_{\Sigma}^{0}$. It is convenient to leave productions which read symbols in $\Sigma \backslash \Delta$ out of the definition. If a tree with some node in $\Sigma \backslash \Delta$ occurs, we whsh ovx transformation to be undefined. (This behavior is called blocking in transformational
theory.) Oux first result about transformations is

Theorem 1. The domain of a partial deterministic transformation is a recognizable set (effectively obtainable).

Proof: Let $T=\left(\Sigma, Q, q_{0}, \Pi\right)$ be the given transformation。 We construct an automaton $: a=\left(A, \alpha, A_{F}\right)$ :
(i) $A=P(Q)$ (all subsets of $Q$ )
(ii) $\alpha_{\lambda}=\{q \in Q \mid\{[\{(q, \lambda) \rightarrow u] \in \mathbb{H}\}$
$\alpha_{\sigma}\left(Q_{0}, \ldots, Q_{n-1}\right)=\{q \in Q \mid \mathbb{H}[(q, \sigma) \rightarrow u] \in \Pi, \quad$ such that whenever ( $q^{\prime}, x_{i}$ ) indexes $u$, then $q^{\prime} \in Q_{j}$ ).

Since $\Pi$ is funte, one may effectively construct $\alpha_{\lambda}$ and $\alpha_{\sigma}$ for each $\lambda \in \Sigma_{N}, \quad \sigma \in \Sigma_{n}$. We claim that for each $t \in \mathcal{J}^{0}$, and each
$q \in Q$

$$
\left(\operatorname{Hs} \in \mathcal{I}^{0}\right)\left((q, t) \Rightarrow{ }^{*} s\right) \text { iff } q \in\|t\|_{a^{*}}
$$

The proof is by induction on $t$. Suppose first that $t=\lambda \in \Sigma_{0}$. If $(q, t) \Rightarrow s \in \mathcal{J}^{0}$, it must be by a one-step process, so there is a production $(q, \lambda) \rightarrow s$ in $\Pi$. Thus, $q \in\|\lambda\|_{a^{*}}$ (The converse is evident.) Suppose now that the result holds for $t_{0}, \ldots, t_{n-1}$, and let $t=\sigma\left(t_{0}, \ldots, t_{n-1}\right)$. If $(q, t) \Rightarrow^{*} s$ where $s \in \mathcal{J}^{0}$, then there is a production $(q, \sigma) \rightarrow u$ in $I I$ and a tree $t^{\prime}$ such that $t^{\prime}$ is obtained from $u$ by substituting $t_{I}$ for $x_{I}$ whenever ( $x, x_{i}$ ) indexes u. Now $\left(x, t_{I}\right) \Rightarrow s_{2}$, where $s_{I} \in J^{0}$. By hypothesis, $r \in\left\|t_{i}\right\|$. Since thas is true whenever $\left(r, x_{i}\right)$ indexes $u$, we conclude by definition of $\alpha_{\sigma}$ that $q \in\|t\|$. Conversely, let $q \in\|t\|$. Then, there is some production $(q, \sigma) \rightarrow u$ in $\Pi$ such that whenever $\left(r, x_{1}\right)$ is an index of $u$, we have $r \in\left\|t_{2}\right\|$. The hypothesis applies, telling us that there is $s_{1} \in \mathcal{J}^{0}$ such that $\left(x, t_{2}\right) \Rightarrow^{*} s_{I}$. Since the production $(q, \sigma) \rightarrow u$ applies to $t$, yielding $t^{\prime}$, and the indices $\left(r, t_{i}\right)$ occurring on $t^{\prime}$ all generate terminal trees, so does $(q, t)$. The theorem follows when we take $A_{F}=\left\{q_{0}\right\}$. Q.E.D.

We used implicitly the fact that for any tree $t \in \mathcal{J}_{\Sigma}\left(Q \times \mathcal{J}_{\Sigma}^{0}\right)$, $t$ generates some terminal tree (element of $\mathcal{J}^{0}$ ) if and only if every $\left(q, t_{2}\right)$ occurcing as an index on $t$ generates a terminal tree. This fact is easy to prove by induction.

Now, we wish to anvestagate composition of transformations.

Theorem 2. Total deterministic transformations are effectively closed under composition.

Proof. Define $T(q, t)$ to be the unique tree $s$ such that $(q, t) \Rightarrow_{T}^{*} s$.

We want to make the actions of $S$ and $T$ take place simultaneously. As soon as $T$ produces an output, from application of a production, $S$ will act on that output. This suggests defining right-hand sades of productions for the composite $U$ to be the result of S acting on the right-hand sides of productions of T. This result will of course depend as well on whach state $S$ starts in. The production of $U$ will therefore be of the form $\left(\left(q^{S}, q^{T}\right), \sigma\right) \rightarrow v$, where $\left(q^{T}, \sigma\right) \rightarrow u$ is in $\Pi^{T}$, and $v$ is the result of $S$ acting on $u$ startang in state $q^{s}$. Of course, $u \in \mathcal{J}_{\Sigma}\left(Q \times X_{n}\right)$, so strictiy speaking, $S$ is not defaned on $u$. Howrever, it is easy to give an inductive definition of the action $\bar{S}\left(q^{S}, u\right)$ of $s$ on $u$ starting in state $q^{S}$. For constants, $\bar{S}\left(q^{S}, \lambda\right)=S\left(q^{S}, \lambda\right)$. For variable pazrs, $\bar{s}\left(q^{S},\left(q^{T}, x\right)\right)=\left(\left(q^{S}, q^{T}\right), x\right)$. For $u$ of the form $\sigma\left(t_{0}, \ldots, t_{n-1}\right)$, $\bar{S}\left(q^{S}, u\right)$ is the result of replacing every index $\left(r^{S}, x_{2}\right)$ (an the tree $t^{\text { }}$ such that $\left.\left(q^{S}, \sigma\right) \rightarrow t^{i}\right)$ by $\bar{S}\left(x^{S}, t_{z}\right)$. Obviously, if $u \in \mathcal{J}^{0}$, $\bar{S}\left(q^{S}, u\right)=S\left(q^{S}, u\right)$. Otherwise $\bar{S}\left(q^{S}, u\right) \in \mathcal{J}_{\Sigma}\left(\left(Q^{S} \times Q^{T}\right) \times X_{n}\right)$ whenever the variables of $u$ are in $X_{n}$.

Now we can begin the proof. Let $S=\left(\Sigma, Q^{S}, Q_{0}^{S}, \Pi^{S}\right)$, $T=\left(\sum, Q^{T}, q_{0}^{T}, \Pi^{T}\right)$. $T$ is to be carrıed out first. Define
$U=\left(\Sigma, Q^{U}, q_{O_{i}}^{U}, \Pi^{U}\right)$ by letting $Q^{U}=Q^{S} \times Q^{T}, \quad q_{0}^{U}=\left(q_{0}^{S}, q_{0}^{T}\right)$, and by putting the productions $\left(\left(q^{S}, q^{T}\right), \sigma\right) \rightarrow \bar{S}\left(q^{S}, u\right)$ (for every $\left.q^{S} \in Q^{S}\right)$ into $\Pi^{\mathrm{U}}$ whenever $\left(q^{T}, \sigma\right) \rightarrow u$ is in $\Pi^{T}$. We want to prove by induction on $t \in \mathcal{J}^{0}$ that

$$
\mathrm{U}\left(\left(q^{\mathrm{S}}, q^{\mathrm{T}}\right), t\right)=\mathrm{S}\left(q^{\mathrm{S}}, T\left(q^{T}, t\right)\right)
$$

For $t=\lambda$, this is clear, because $T\left(q^{T}, \lambda\right) \in \mathcal{J}^{0}$, so $\bar{S}\left(q^{S}, T\left(q^{T}, \lambda\right)\right)=$ $=S\left(q^{S}, T\left(q^{T}, \lambda\right)\right)$. Also, $\left(\left(q^{S}, q^{T}\right), \lambda\right) \rightarrow \bar{S}\left(q^{S}, T\left(q^{T}, \lambda\right)\right)$ is a production in $\Pi^{U}$. The result follows.

Norr suppose $t=\sigma\left(t_{0}, \ldots, t_{n-1}\right)$, and assume the result for each $q^{S} \in Q^{S}$, and $q^{T} \in Q^{T}$ when applied to $t_{0}, \ldots, t_{n-1}$. $U\left(\left(q^{S}, q^{T}\right), t\right)$ is calculated by furst applying $\left(\left(q^{S}, q^{T}\right), \sigma\right) \rightarrow \bar{S}\left(q^{T}, u\right)$ to $t$, where $\left(q^{T}, \sigma\right) \rightarrow u$ is the applacable production of $\Pi^{T}$. Let $v$ be the first stage in calculating $U\left(\left(q^{S}, q^{T}\right), t\right)$. Also, let $t^{t}$ be the result of applying $\left(q^{T}, \sigma\right) \rightarrow u$ to $t$. A typical index on $t^{\prime}$ looks like $\left(r^{T}, t_{j}\right)$, where $\left(r^{T}, X_{j}\right)$ Indexes $u$. Let us write $t^{2}=v\left[\left(r^{T}, t_{J}\right)\right]$ by which we mean that $\left(r^{T}, t_{J}\right)$ occurs at a fined location in $u$.

We can similarly write

$$
\mathrm{v}=\tilde{S}\left(q^{T}, u\right)\left[\left(\left(r^{S}, \underline{r}^{T}\right), t_{J}\right)\right]
$$

but we mean to specify here that $\left(r^{T}, t_{J}\right)$ is the same index occurring in $t^{\prime}$ that we piched out beiore. Thus the Index $\left(\left(x^{S}, x^{T}\right), t_{J}\right)$ dpends on our previous choice of index. Now $T\left(q^{T}, t\right)=u\left[T\left(r^{T}, t_{j}\right)\right]$.
(The index $\left(x^{T}, t_{j}\right)$ has been transformed, assume all others have also been transformed.) Hence,

$$
\begin{aligned}
& S\left(q^{S}, T\left(q^{T}, t\right)\right) \Rightarrow{ }_{S}^{*} \bar{S}\left(q^{T}, u\right)\left[x^{S}, T\left(r^{T}, t_{j}\right)\right] \\
& \Rightarrow \vec{S}\left(q^{T}, u\right)\left[S\left(x^{S}, T\left(x^{T}, t_{j}\right)\right)\right]
\end{aligned}
$$

and by inductive hypothesis thas is equal to

$$
\bar{s}\left(q^{T}, u\right)\left[U\left(\left(r^{S}, r^{T}\right), t_{J}\right)\right] \in \mathcal{J}_{\Sigma}^{0}
$$

But this last quantity is Just $U\left(\left(q^{S}, q^{T}\right), t\right)$. Q.E.D.

Theorem 2 is a little special, and we naturally ask whether it can be extended to more general transformalions. The answer is negative for partial determinastic ones as well as for nondeterministic ones. We present a counterexample of W. Ogden (personal comm.) for the partial detexministic case. Thatcher [16] has an example for the nondetermanıstic case. These are counterexamples to the theorems an Rounds [14].

$$
\begin{aligned}
& \text { Example. Let } \Sigma_{0}=\{\lambda, \omega\}, \Sigma_{2}=\{a\} \\
& T=\left(\Sigma, Q^{T}, q_{0}^{T}, H^{T}\right), \text { where } \\
& Q^{T}=\left\{q_{0}, q_{1}\right\} ; \\
& q_{0}^{T}=q_{0} ; \\
& \Pi^{T} \text { consists of } \\
& \quad\left(q_{0}, a\left(x_{0}, x_{1}\right)\right) \rightarrow a\left(\left(q_{1}, x_{0}\right),\left(q_{0}, x_{1}\right)\right) ; \\
& \quad\left(q_{1}, a\left(x_{0}, x_{1}\right)\right) \rightarrow a\left(\left(q_{1}, x_{0}\right),\left(q_{1}, x_{1}\right)\right) ;
\end{aligned}
$$

$$
\left(q_{0}, \lambda\right) \rightarrow \lambda ; \quad\left(q_{1}, \lambda\right) \rightarrow \lambda, \quad\left(q_{1}, \omega\right) \rightarrow \omega .
$$

$T$ defines a partial function on $\mathcal{J}_{\Sigma}$ which is the identity on the set of all trees whose extreme right-hand bottom node is not labeled with an $\omega$. The function is undefined for trees not in this set.

The system $S$ is $\left(\Sigma, Q^{S}, q_{0}^{S}, \Pi^{S}\right)$, where

$$
Q^{S}=\left\{r_{0}, r_{1}\right\} ; \quad q_{0}^{S}=r_{0} ;
$$

the following productions make up II $^{\mathrm{S}}$ :

$$
\begin{aligned}
& \left(x_{0}, a\left(x_{0}, x_{1}\right)\right) \rightarrow\left(x_{1}, x_{0}\right) ; \\
& \left(r_{0}, \lambda\right) \rightarrow \lambda ; \quad\left(x_{0}, \omega\right) \rightarrow \omega \\
& \left(x_{1}, a\left(x_{0}, x_{1}\right)\right) \rightarrow a\left(\left(r_{1}, x_{0}\right),\left(x_{1}, x_{1}\right)\right) \\
& \left(x_{1}, \lambda\right) \rightarrow \lambda ; \quad\left(x_{1}, \omega\right) \rightarrow \omega \\
& S\left(a\left(t_{0}, t_{1}\right)\right)=t_{0} ; \quad S(\lambda)=\lambda ; \quad S(\omega)=\omega
\end{aligned}
$$

We notree that $S\left(T\left(a\left(t_{0}, t_{1}\right)\right)\right)=t_{0}$ if $t_{I}$ is not labeled with an $\omega$ on the extreme right-hand leaf; otherwise is undefined. We claim $S \circ T$ is not partial determanistic.

Let $U=S o T$. If $U$ were p.d., then there would be a production $\left(p_{0}, a\left(x_{0}, x_{1}\right)\right) \rightarrow t, \quad\left(p_{0}\right.$ is the inntial state). $t$ must have a variable index, but no more than one, because $U(a(\omega, \lambda))=\omega$. $t$ cannot have a constant node for the same reason. Thus $t$ must be of the form $\left(p, x_{0}\right)$ or $\left(p, x_{1}\right)$ where $p$ is a state. If the first
case occurs, then since $U(a(\omega, \lambda))=\omega,(p, \omega) \rightarrow \omega$ mast be a production. But then, the dexivation

$$
\left(p_{0}, a(\omega, \omega)\right) \Rightarrow(p, \omega) \Rightarrow \omega
$$

is possible; but $T(a(\omega, \omega))$ is undefined. In the other case, a similar contradiction is obtained.
5. Transformational systems.

The composite mapping $U$ Just described fails to be a partial transformation because it can act on a tree for which the first transformation is undefined. If we were not allowed to gave such trees as arguments, then we could, in fact, write a partial transformation which would agree with $U$ on all trees in the domain of $T$. But thas doman is a recognizable set. This fact leads us to define a deterministic transformational system as a pair ( $\Omega, T$ ), where $\Omega$ is a recognizable dendrolanguage and $T$ is a deterministic transformation. This definition makes sense from the point of view of transformational grammars, because transformations ace defined on the dexivation dendrolanguages associated with CF grammars. Such dendrolanguages are recognizable sets. Our idea as to restrict the transformation $T$ to the dendrolanguage $\Omega$.

We again wish to study closure propertıes of restricted transformations. These fall into two categories: one, the transformations themselves as functions, and two, relations obtaュned by taking yields. In the remainder of this chapter we will discuss just a few of these properties.

For the first category, we have just seen that closure under composition fails uniess transformations are total. Another fact is that transformations do not in general preserve recognizable sets. (Proof: Let $\Sigma_{0}=\{\lambda, \Omega\}, \Sigma_{2}=\{a\}$. Define $T$ so that $T\left(a\left(t_{0}, t_{I}\right)\right)=a\left(t_{0}, t_{0}\right)$. Then $y\left(T\left[\mathcal{J}_{\Sigma}\right]\right)=\left\{x x \mid x \in \Sigma_{0}^{*}\right\}$. If $T\left[\mathcal{J}_{\Sigma}\right]$ were recognizable, then $\left\{x x \mid x \in \Sigma_{0}^{*}\right\}$ would be a CFL. Contradiction.) We do, however, have a reak result.

Definition. Let ( $R, T$ ) be a transformational system. The (deterministic) surface dendrolanguage produced by ( $\Omega, T$ ) is the set $T[R]$.

Theorem 3. Deterministic transformations preserve deterministic surface dendrolanguages.

Proof: This is essentially a modification of the proof of Theorem 2. Wath $S, T$, U given as in that proof, we observe that ar $T$ is defined on $t$ starting in state $q^{T}$, then $U\left(\left(q^{S}, q^{T}\right), t\right)=$ $=S\left(q^{S}, T\left(q^{T}, t\right)\right)$.

By the equality here we mean that one side is defined if and only if the other side is. (S may not be total.)

Now if ( $R, T$ ) is the system producing $T[R]$ as a surface dendrolanguage, let $\Omega^{P_{0}^{3}}=\Omega \cap$ doman ( $T$ ). $\Omega^{i}$ is recognizable because domain (T) is recognizable, and because we have closure under antersection for recognizable sets. Now $T\left(q_{0}^{T}, t\right)$ is defined for every $t \in \Omega^{1}$. Therefore,

$$
\mathrm{U}\left[\Omega^{t}\right]=\mathrm{S}[T[\Omega]] .
$$

Yields of trees occurring in a restricted transformation will also prove to be fruitful.

Definition. Iet ( $\Omega, T$ ) be a transformational system. The (deterministic) translation defined by ( $\Omega, T$ ) is the set

$$
\left\{(y(s), y(t)) \mid(s, t) \in T \cap\left(R \times J_{\Sigma}^{0}\right)\right\}
$$

If $T$ is total, then translatzons coincide with the GSDT's of Aho and Ullman [3].

It follows from work oi Aho and Ullman that translations (for total transformations) are not closed under relational composition. We suspect this is true also for partial and even nondeterministac ones, though we do not study the question here. We may, however, still consıder domains and ranges of translations. From wheorem l it follows that the domain of a translation is context-free. The range, by our previous example, need not be context-free.

Definition. A (deterministic) target language is the range of a (deterministic) translation. Since the range of a relation is empty if and only if the domain is, and since we may effectively obtain a CFG whose assoclated language is the given domain, it follows immediately that the class of deterministic target languages has a solvable emptiness problem. We know very little else about this class; most of the interesting resulus are obtained for the nondeterministic version. We therefore turn to these extended models.

SECTION II

## NONDETERMINISTIC MODEIS

In this section we introduce choice as a capability of transformations. We shall consider both grammars and nondeterministic mappings of trees but will use productions to define each model. Roughly speakang, a grammar is a nondeterministic mapping applaed to a finite set of inputs (the starting configurations), whose range is, in general, infinite. In contrast, a nondeterministic transformation yields, for each input, a finite set of outputs. Such a mapping must therefore have infanite domain to produce an infinite range.

Transformational gramnars and generative grammars in general are nondeterministic. Transformations, however, seem to have the property that gaven a deep siructure for a sentence, only finately many surface structures result from a single application. (We assume here that transformations are not iterated.) It is clear also that transformations should not be total functions. For example, only trees which satisfy a structural description associated with a transformation can be changed by that transformation. If a tree does not satisfy such a description, we may wish the transformation to be undefined. Another bat of evadence for non-functionality is the notion of optional rule. Certain transformations have choices built into them; one may deczde at will whether or not to rearrange vord order in some sentences, for example. The precise idea of nondeterminism is intended to approximate this feature of transformational grammars.

We shall first investigate some mathematical properties of
nondeterministic transformations, indicating the merits and drawbacks
of these models and certain generalizations. Then ... ............................. grammars on trees, concentrating on an analogue of context-free grammars in the tree case. The study of tree grammars at this point is not nearly complete.

1. Nondeterminustic finite-staie transformations.

The defanition of nondeterminastic transformation is immediate: simply allow any finite number of productions with a given left-hand side. Allow also a set of starting states instead of a single initial state. Formally:

Definition. A nondeterminastic FS transformation is a 4-tuple $T=\left(\Sigma, Q, Q_{O}, \Pi\right)$ where $\Sigma$ is a ranked alphabet, $Q$ is a finite set of states, $Q_{0} \subseteq Q$ is the set of inatial staies, and $\Pi$ is a finite set of index-erasing productions over $Q$ and $\Sigma$.

The definition of direct generation is the same as for determinıstic transformations.

Definntion. The relation computed by a nondeterminastic transformation $T$ is the set

$$
\left\{\left(s, s^{i}\right) \in_{0}^{J} \mathcal{J}^{0} \times \mathcal{J}^{0} \mid\left(\mathcal{G} q \in Q_{0}\right)\left(\left(q_{0}, s\right) \Rightarrow s^{i}\right)\right\}
$$

A partial deterministic transformation is an honest special case of a nondeterministic one. For some pairs ( $q, \sigma$ ) the set of productions with these palrs for left-hand side may be empty.

We have an immediate theorem for FS relations.

Theorem 1. The domain of a nondeterministic FiS relation as recognizable (effectively).

The construction of an automaton to recognize domain (T) is exactly parallel to the construction given for Theorem I-I, and may be safely omitted here. We can now prove the converse result:

Theorem 2. Every recognizable set is the domain of a nondeterministic transformation.

Proof. Let $a \subseteq J_{\Sigma}^{0}$ be recognized by $a=\left(A, \alpha, A_{F}\right)$. Let $Q^{T}=A, \quad \Sigma^{T}=\Sigma, \quad Q_{O}^{T}=A_{F}, \quad$ and let

$$
(q, \sigma) \rightarrow \sigma\left(\left(q_{0}, x_{0}\right), \ldots,\left(q_{n-1}, x_{n-1}\right)\right)
$$

be in $\mathbb{I}^{T}$ exactly when $\alpha_{\sigma}\left(q_{0}, \ldots, q_{n-1}\right)=q$. We claim for all $q \in Q^{T}, t \in \mathcal{J}^{0}$

$$
\left(\text { (Fs } \in \mathcal{J}^{0}\right)((q, t) \Rightarrow s) \text { iff }\|t\|_{a}=q \text {. }
$$

We prove one half of this assertion by induction on $t$. The statement is obvious for $t \in \Sigma_{0}$. Assume it therefore for $t_{0}, \ldots, t_{n-1}$ and all $q \in Q$. Suppose

$$
(\text { Fs })\left(q, \sigma\left(t_{0}, \ldots, t_{n-1}\right)\right) \Rightarrow_{T}^{*} \mathrm{~s} .
$$

Then

$$
\left(q, \sigma\left(t_{0}, \ldots, t_{n-1}\right)\right) \Rightarrow \sigma\left(\left(q_{0}, t_{0}\right), \ldots,\left(q_{n-1}, t_{n-1}\right)\right) \Rightarrow{ }^{*} s
$$

where $\left(q_{0}, \ldots, q_{n-1}\right)$ is such that.
$\alpha_{0}\left(q_{0}, \ldots, q_{n-1}\right)=q$.

The hypothesis implıes that $\left\|t_{0}\right\|_{\mathbb{Q}}=q_{0}, \ldots,\left\|t_{n-1}\right\|_{Q}=q_{n-1}$, so that $\|t\|_{a}=q$.

The other half of the assertion is just as easy to prove, so we omit i.t. Q.E.D.

An open question--can we construct a deterministic transformation $T$ recognizing $\Omega$ ?
2. Transformational systems and surface dendrolanguages.

In keeping with previous definitions, we define a nondeterminustic transformational system as a pair ( $R, T$ ) where $\Omega$ Is recognizable and $T$ is a NDFST. Since transformations are not closed under composition (see [16] and below) we cannot immedrately study the effect of arbitrary transformations on recognizable sets. This 2 s something of a drawback, but can be remedied in the case of linear transformations, as we shall see.

Definition. The surface dendrolanguage associated with ( $\Omega, T$ ) is the range of the relation computed by $T$ when restricted to $\Omega$. This set will be denoted by $T[R]$.

An obvious property of surface dendrolanguages is effective closure under unions. To prove $I t$, let $T[R]$ and $S[\Omega ']$ be gaven; let $\rho \notin \Sigma$ have rank 2. The set

$$
\mathscr{S}=\left\{\dot{\rho}(t) \mid t \in \Omega \cup \Omega^{i}\right\}
$$

is recognizable. Define a nondeterministic $U$ by making the state sets.of $S$ and $T$ aisjoint, adding a nev inntlal state $u_{O}$, and productions

$$
\left(u_{0}, p\left(x_{0}\right)\right) \rightarrow\left(q_{0}^{\mathrm{T}}, x_{0}\right) \mid\left(q_{0}^{S}, x_{0}\right) .
$$

Thus, $U[G]=T[R] \cup S\left[\Omega^{1}\right]$, proving the result.
We are now going to establish a result on composition of nondeterministic transformations. In general, composition fails because the second transformation applied has repeated variables in some productions. [E.g. $(q, \sigma) \rightarrow \sigma\left(\left(q, x_{0}\right),\left(q^{1}, x_{0}\right)\right)$.] If the first transformation is nondeterministic, then its random effect on an input tree may be duplicated in two places by the second transformation. Thus, it may be ampossible to construct a third transformation which will carry out this behavior all at once.

Example. Let $\Sigma_{2}=\{\sigma\}, \Sigma_{1}=\{\rho, \tau\}, \quad \Sigma_{0}=\{\lambda\}$. T has state set $Q=\{q\}$, and productions

$$
\begin{aligned}
(q, \rho(x)) & \rightarrow p((q, x)) \mid \tau((q, x)) \\
(q, \lambda) & \rightarrow \lambda .
\end{aligned}
$$

(Let the input set be $\mathcal{J}_{\{\rho, \lambda\}}^{0}$ ) $S$ has states $\{x, s\}$, initial state $r$, and productions

$$
\begin{aligned}
& (x, \rho) \rightarrow \sigma\left(\left(s, x_{0}\right),\left(s, x_{0}\right)\right) \\
& (x, T) \rightarrow \sigma\left(\left(s, x_{0}\right),\left(s, x_{0}\right)\right) \\
& (s, p) \rightarrow \rho\left(s, x_{0}\right)
\end{aligned}
$$

$$
\begin{aligned}
& (s, \tau) \rightarrow \tau\left(s, x_{0}\right) \\
& (s, \lambda) \rightarrow \lambda .
\end{aligned}
$$

$S$ has the undesirable effect of reproducing the random string produced by $T$ from $\rho^{n}(\lambda)$. To get rid of this duplication, we make the hypothesis that the second transformation have no repeated variables in its productions. Follornng category theorists, we therefore have:

Definition. An NDFST $L$ is Iinear if whenever $(q, \sigma) \rightarrow u$ is a production, and ( $q, x_{1}$ ) and ( $s, x_{j}$ ) occur as andices on $u$, then $x_{z} \neq x_{j}$.

Theorem 3. Linear transformations effectively preserve nondeterministic surface sets.

Discussion. The conjecture that Lo T is a nondeterministic transformation $2 s$ apparently false, see the example of Ogden in Section I. ( $T$ is also linear in this example.) We are forced, therefore, to define first an analogue of totality for nondeterministic transformations. We wall replace the given surface set with one generated by a total transformation. Intuitively, totallty means that no stage in a derivation 1 s ever blocked.

Defination. Let $T$ be a NDFST, $q \in Q^{T}$, and $t \in \mathcal{J}_{\Sigma}^{0} . T$ is completely defined on $t$ starting in state $q$ if $t$ satisfies the inductive definition
(2) $2 f t=\lambda \in \Sigma_{0}$, then there is a production $(q, \lambda) \rightarrow s$ in $\pi^{T}$.
(ii) If $t=\sigma\left(t_{0}, \ldots, t_{n-1}\right)$, then there is a production $(q, \sigma) \rightarrow u$ in $\mathbb{I}^{T}$, and for each such production, whenever $\left(r, x_{j}\right)$ is an index on $u$, then $T$ is completely defined on $t_{I}$ starting in state $r$.

We say that $T$ is completely defined on $t$ if the above condition holds for $T$ on $t$ starting in state $q$ for each $q \in Q_{0}$, and $T$ is cid. on $\Omega$ if $T$ as c.d. on $t$ for each $t \in R$.

It is easy to prove by induction that if $T$ is c.d. on $t$ startang in $\quad q$, and $(q, t) \Rightarrow t^{\prime}$ where $t^{t} \in \mathcal{J}_{\Sigma}\left(Q \times J^{0}\right)$, then if $\left(r, t_{2}\right)$ occurs as an index in $t^{t}$, then there is an $s \in \mathcal{J}^{0}$ such that $\left(x, t_{i}\right) \Rightarrow{ }^{*}$.

Proof of Theorem 3. First we show that without loss of generality, the first transformation $T$ has a single anitial state. Let $T_{q}$ be the same as $T$ but with inctial state $\{q\}$. Now

$$
T[R]=\bigcup_{q \in Q_{0}} T_{q}[R]
$$

This amplies

$$
L[T[R]]=\underset{q \in Q_{0}}{U} L\left[T_{q}[R]\right]
$$

Since surface- sets are closed under union (effectively) it suffices to show that $I\left[T_{q}[\Omega]\right]$ is a surface set. Thus we may assume $T$ has one initial state.

Lemma 1. Given $T$ and $\Omega$ we may find eifectively $T^{T}$ and $R^{\prime}$, where $T^{\prime}$ has one initial state, such that $T^{\prime}\left[R^{\prime}\right]=T[R], R^{p}$ is recognizable, and $T^{\prime}$ Is completely defined on $R^{1}$.

Lemma 2. If $T$ is c.d. on $R$ and $I$ is linear, then $\mathrm{L}[\mathrm{T}[R]]$ is effectively a suxface set.

Proof of Lemma 1. Let Il be the set of productions for T. $\pi \in \Pi$ is legal for $t$ in $t_{0}$ if $t$ satisfies
(i) $\pi$ is legal for $\lambda \in \Sigma_{0}$ if $\pi$ is $(q, \lambda) \rightarrow s$ for some $q \in Q$.
(ii) $\pi$ is legal for $\sigma\left(t_{0}, \ldots, t_{n-1}\right)$ if $\pi$ is $(q, \sigma) \rightarrow u$, where $u$ is such that whenever $\left(r, x_{2}\right)$ is an andex on $t^{t}$, then there is a legal production for $t_{j}$ with $r$ on its left-hand sade.

The set of legal productions for a tree $t$ is exactly the set of productions which can be successfully applied to $t$ yielding a terminal tree. Notice that the definition of legality is really the construction of a finate automaton $Q$ such that

$$
\|t\|_{a}=\{\pi \in \Pi \mid \pi \text { is legal for } t\}
$$

(We omit this part of the proof.)
Now we construct the set $\Omega^{1}$. It will be defined over an extended alphabet $\Sigma^{\prime}$. Let $\hat{\mathbb{n}}$ be the power set of the production set $\Pi$. Let $\Sigma_{n}^{\prime}=\hat{\Pi} \times \Sigma_{n}$. Now let $P$ be the projection from $\mathcal{J}_{\Sigma}^{0}$, to $\mathcal{J}_{\Sigma}^{0}$ induced by $P(K, \sigma)=\sigma . \quad P$ and $P^{-1}$ preserve recognizable sets (Thatcher [16]). Now set
$R_{1}^{1}=\left\{t \in \mathcal{J}_{\Sigma}^{0} \mid\left(V t^{1} \leq t\right)\left(t^{2}=(K, \sigma)\left(t_{0}, \ldots, t_{n-1}\right)\right.\right.$. implies $K \neq \phi$ and $K=\{\pi \mid \pi$ is legal for $t\})\}$.
(Here, $t^{\prime} \leq t$ means that $t^{\prime}$ is a subtree of t.) Set

$$
R^{i}=\left\{t \in R_{1}^{j} \mid P(t) \in R \cap \text { domain }(T)\right\}
$$

To show $R^{\prime}$ recognizable, it is sufficient to show $R_{I}^{\prime}$ is recognizable.
To do this, moreover, it is sufficient to show it for $\Omega_{0}^{\prime}$, which has the same definition except that the condition $K \neq \varnothing$ is omitted. (This follows by intersecting $\Omega_{0}^{\prime}$ with a surtable recognizable set.)

But the recognizability of $R_{0}^{1}$ follows from the general fact
that if $a$ has state set $A, \Sigma^{\prime}=A \times \Sigma$, and $S=\left\{t \in \mathcal{J}_{\Sigma^{:}} \mid\left(\forall t^{i} \leq t\right)\left(t^{\prime}=(q, \sigma)\left(t_{0}, \ldots, t_{n-1}\right)\right.\right.$ implies $\left.\left.q=\left\|P\left(t^{i}\right)\right\|_{\mathbb{C}}\right)\right\}$, then $\mathcal{S}$ is recognizable. [We construct below an automaton for $\mathcal{S}$. Let $B=A \cup\{\Omega\}, \quad \Omega \notin A$. Let

$$
\begin{gathered}
{ }^{\beta}(q, \lambda)= \begin{cases}q & \text { if } \alpha_{\lambda}=q \\
\Omega & \text { otherwise }\end{cases} \\
\vdots \quad{ }^{\beta}(q, \sigma)\left(q_{0}, \ldots, q_{n-1}\right)=\left\{\begin{array}{l}
q \text { if a.l. } q_{i} \in A \text { and } \\
\quad a_{\sigma}\left(q_{0}, \ldots, q_{n-1}\right)=q \\
\Omega \\
\text { otherwise. }
\end{array}\right.
\end{gathered}
$$

The inductive statement (which we do not prove) is

$$
\begin{aligned}
&\|t\|_{Q^{1}}=q \in A \Leftrightarrow\left(\forall t^{\prime} \leq t\right)\left(t^{\prime}=(r, \sigma)\left(s_{0}, \ldots, s_{n-1}\right)\right. \\
&\text { implies } \left.r=\|P(t)\|_{Q}=\left\|t^{r}\right\|_{Q^{t}}\right)
\end{aligned}
$$

The fact follows when we take $\left.B_{F}=A.\right]$
Define $T^{1}$ as follows $Q^{T:}=Q^{T}, \quad Q_{O}^{T}=q_{0}^{T}$, and
$(q,(K, \sigma)) \rightarrow u \quad$ is a production in $\Pi^{T r}$ if and only if $(q, \sigma) \rightarrow u$ is a production in $K$. We must show that $T^{9}\left[R^{i}\right]=\mathbb{T}[\Omega]$ and that $T$ is completely defined on $R^{\prime}$.

Let $\left(q_{O}, t\right) \Rightarrow_{T^{\prime}}^{r}$, $s$ where $s, t \in J_{\Sigma^{1}}^{0}, \quad t \in \Omega^{\prime}$. If we take $P(v)$ where $v$ is a tree in $\mathcal{J}_{\Sigma^{\prime}}\left(Q \times \mathcal{J}_{\Sigma^{\prime}}^{0}\right)$ such that $\left(q_{0}, t\right) \Rightarrow_{T}^{*}, V$ both in the index and the output tree, we obtain immediately a tree derivable (via $T$ ) from $\left(q_{0}, P(t)\right)$. Thus $s$ can be derived from ( $q_{0}, P(t)$ ), so $T^{r}\left[\Omega^{t}\right] \subseteq T[R]$. Conversely let $\left(q_{O}, t\right) \Rightarrow{ }_{T}^{*} s$ be a derıvation of a terminal tree $s$ from $t \in R$. Every step of thas derivation is the applacation of a legal production for the subtree being transformed at that point. Label each node of $t$ with the set of productions legal for the subtree headed by that node; we obtain a tree in $R^{i}$. We can then mimic the T-derivation with a $T^{\prime}$ derivatıon. Ihus, $T^{T}\left[R^{t}\right] \supseteq T[R]$.

Finally, we prove that $T^{\prime}$ as completely defined on $\Omega^{\prime}$. To do this, let

$$
D_{q}(T)=\left\{t \in J^{0} \mid\left(J s \in J^{0}\right)\left((q, t) \Rightarrow_{T}^{*} s\right)\right\} .
$$

We will shor by induction that for each $t \in \mathcal{J}_{\Sigma}^{0}$ and $q \in Q^{T}$,
if $t \in R_{j}^{\prime} \cap P^{-1}\left[D_{q}(T)\right]$, then $T^{\prime}$ is c.d. on $t$ starting in state q.

Suppose that $t=(K, \lambda) \in \Sigma_{0}^{1}$, and let $q$ be such that $t \in R_{1}^{2} \cap P^{-1}\left[D_{q^{\prime}}(T)\right]$. Then there is a production $\pi \in \pi^{T}:(q, \lambda) \rightarrow s$ and thus $(q,(K, \lambda)) \rightarrow s \in \mathbb{M}^{\prime}$. Thus, $T^{\prime}$ is completely defined on $t$ starting in. q.

Now let $t=(K, \sigma)\left(t_{0}, \ldots, t_{n-1}\right)$ and $q$ be such that
$t \in R_{\mathcal{L}}^{\prime} \cap P^{-1}\left[D_{q}(T)\right]$. First, we must find a $\pi^{\prime} \in \Pi^{\prime}:(q,(K, \sigma)) \rightarrow u$. Now $p t \in D_{q} T$, so we may find a legal $\pi \in \Pi^{\prime}:(q, \sigma) \rightarrow u$. Thus, $\pi^{\prime}:(q,(K, \sigma)) \rightarrow u \quad$ can be found in $\Pi^{\prime}$. Next, we must show that if ( $r, x_{i}$ ) indexes $u$, then $T^{r}$ is c.d. on $t_{i}$ startang in $r$. By inductive hypotheses, we have therefore to show $t_{I} \in P^{-1}\left[D_{r}(T)\right] \cap R_{I}^{\prime}$. But every subtree of a tree in $R_{I}^{\prime}$ is in $R_{I}^{\prime}$, so $t_{i} \in R_{I}^{\prime}$. Nor $P(t) \Rightarrow_{\pi} P(u)$ and $\pi$ is legal for $P(t)$. Thus there is a terminal tree $s_{i}$ such that $\left(r, P\left(t_{i}\right)\right) \Rightarrow_{T}^{*} s$ because $\left(r, P\left(t_{i}\right)\right)$ indexes $P\left(t^{i}\right)$. Thus, $t_{i} \in P^{-1}\left[D_{r}(T)\right]$. The anductive statement follows, and since $R^{\prime} \subseteq R^{\prime} \cap P^{-1}\left[D_{q_{0}}(T)\right]$, Lemma $I$ is proved.

Proof of Lemma 2. Introduce some notation: if $\pi$ is a production, let $r \pi$ be the right-hand side and $\ell \pi$ the left-hand side of $\pi$. Define a new transformation $U$ from $I$ and $T$ as in the proof of Theorem I-2. That is, $Q^{U}=Q^{I} \times Q^{T}$, and for $\pi \in \pi^{T}, q^{L} \in Q^{I}$, define

$$
B\left(\pi, q^{L}\right)=\left\{t^{\prime} \mid\left(q^{I}, r \pi\right) \Rightarrow_{L}^{*} t^{\prime}\right\} .
$$

Here we mean $\underset{\mathrm{I}}{\stackrel{*}{x}}$ in the sense of an I-action on $r \pi$;
i.e., if $\left(q^{T}, x_{j}\right)$ occurs as a variable node on $r \pi$, then $\left(q^{I^{2}},\left(q^{T}, x_{J}\right)\right) \Rightarrow\left(\left(q^{I}, q^{T}\right), x_{J}\right)$. Thus, $B\left(\pi, q^{I}\right) \subseteq \mathcal{J}_{\Sigma}\left(Q^{U} \times X\right)$.

Let $\left(\left(q^{L}, q^{T}\right), \sigma\right) \rightarrow t^{2}$ be a production in $\Pi^{U}$ exactly when there is a production $\pi=\left(q^{T}, \sigma\right) \rightarrow x \pi$ and $t^{\prime} \in B\left(\pi, q^{I}\right)$.

Assertion For $t \in \mathcal{J}^{0}, Q^{T} \in Q^{T}$, if $T$ is completely. defined on $t$ starting in $q^{T}$, then

$$
\left.\left\{s \mid\left(q^{I}, q^{T}\right), t\right) \Rightarrow_{U}^{*} s\right\}=\left\{s \mid\left((\mathbb{W} w)\left(\left(q^{T}, t\right) \Rightarrow_{T}^{*} w \text { and }\left(q^{L}, w\right) \Rightarrow_{L}^{*} s\right)\right\}\right.
$$

(Here, $s$, $t$, and $W$ are in $\mathcal{J}^{0}$.) By the assertion, $U$ is the composite $L \circ T$ when restricted to these anputs for which $T$ is completely defined. The theorem thus follows from the inductive statement.

Proof of the assertion. ( $\supseteq$ ). Proceed by induction. If $t=\lambda \in \Sigma_{0}$, both sides are equal, by definition, to the union of the $B\left(\pi, q^{L}\right)$ for which $q^{T}$ occurs in $\ell \pi$. Suppose the result for $t_{0}, \ldots, t_{n-1} ;$ let $t=\sigma\left(t_{0}, \ldots, t_{n-1}\right)$. Assume that

$$
(\text { Hw })\left(\left(q^{T}, t\right) \Rightarrow w \text { and }\left(q^{L}, w\right) \Rightarrow s\right)
$$

Then there is a $\pi \in \Pi^{T}$ and

$$
\left(q^{T}, t\right) \Rightarrow_{\pi} r \pi\left[\left(q_{1_{0}}, t_{i_{0}}\right), \ldots,\left(q_{i_{k-1}}, t_{i_{k-1}}\right)\right]
$$

(these are the indices occurring in left-to-right order in the derived tree). Nor $\left(q_{I_{0}}, t_{i_{0}}\right) \Rightarrow{ }_{T}^{*} W_{0}, \ldots,\left(q_{i_{k-1}}, t_{I_{k-1}}\right) \Rightarrow_{T}^{*} W_{k-1}$. If we apply $q^{I}$ to $r \pi\left(w_{0}, \ldots, w_{k-1}\right)$, we can derive as an intermediate step

$$
t^{t}\left[\left(q_{j_{0}}^{L}, w_{J_{0}}\right), \ldots,\left(q_{J_{p-1}}^{L}, w_{J_{p-1}}\right)\right]
$$

where $\left(q^{L}, r \pi\right) \Rightarrow_{L}^{*} t^{\prime}$. That $1 s, \quad t^{\prime} \in B\left(\pi, q^{L}\right)$ looks like

$$
t^{t}\left[\left(\left(q_{J_{0}}^{I}, q_{j_{0}}^{T}\right), y_{0}\right), \ldots,\left(\left(q_{J_{p-1}}^{I}, q_{j_{p-1}}^{T}\right), y_{p-1}\right)\right]
$$

where the $y^{\prime} s$ are certain of the $x_{i}$ 's occucring in $r \pi$. If now we take this $t^{2} \in B\left(\pi, q^{I_{1}}\right)$ and substitute the correct $t_{J_{m}}$ for $y_{m}$, we know that $T$ as completely defined in state $q_{j_{m}}^{T}$ on $t_{j_{m}}$. Now $\left(q_{j_{m}}^{T}, t_{J_{m}}\right) \Rightarrow{ }_{T}^{*}{ }^{w} j_{m}, \quad$ and $\quad\left(q_{J_{m}}^{I}, W_{J_{m}}\right) \Rightarrow{ }_{I}^{*} s_{m}$. The inductive hypothesis applies, and so

$$
\left[\left(q_{J_{m}}^{L}, q_{j_{m}}^{T}\right), t_{J_{m}}\right] \Rightarrow s_{m}, \quad 0 \leq m \leq p-1 .
$$

But,

$$
v=t^{T}\left[\left(\left(q_{J_{0}}^{I_{1}}, q_{j_{0}}^{T}\right), t_{J_{0}}\right), \ldots,\left(\left(q_{j_{p-1}}^{L}, q_{j_{p-1}}^{q}\right), t_{j_{p-1}}\right)\right]
$$

is derivable from $t$ in the system $U$. We conclude that since

$$
t^{\prime}\left(\left(q_{j_{0}}^{L}, w_{j_{0}}\right), \ldots\left(q_{J_{p-1}}^{L}, w_{j_{p-1}}\right)\right) \Rightarrow_{L}^{*} s
$$

then, in fact, $v \Rightarrow{ }_{U}^{*} \mathrm{~s}$. The inclusion thus holds in the inductive case.
Now for the other anclusion ( $\subseteq$ ) we need to use complete definabilıty and linearıty at essential points. Again proceed by induction; the basis holds, so let $t=\sigma\left(t_{0}, \ldots, t_{n-1}\right)$. Suppose $T$ is
completely defined on $t$ starting in $q^{T}$, and

$$
\left(\left(q^{\mathrm{L}}, q^{T}\right), t\right) \Rightarrow_{U}^{*} s, \quad s \in \mathcal{J}^{0}
$$

We must show that there is a $w$ such that $\left(q^{T}, t\right) \Rightarrow{ }_{T}^{*} w$ and $\left(q^{\mathrm{I}}, \mathrm{w}\right) \Rightarrow_{\mathrm{I}}^{*} \mathrm{~s}$.

Apply one step in the derivation of $s$ in the system $U$ from t. We obtain

$$
t^{\prime}\left[\left(\left(q_{J_{0}}^{L}, q_{J_{0}}^{T}\right), t_{J_{0}}\right), \ldots,\left(\left(q_{J_{p-I}}^{L}, q_{j_{p-1}}^{T}\right), t_{j_{p-I}}\right)\right]
$$

Where $t^{\text {' }}$ comes from the right-hand side $r \pi$ of some $\pi \in \mathbb{R}^{\mathbb{T}}$, so that $\left(q^{J}, r \pi\right)=L_{L}^{*} t^{\prime}$, and $q^{T}$ occurs in $\ell \pi$. Notice that $T$ is completely defined on $t_{J_{0}}$, starting in $q_{J_{0}}^{T}$, because the pair $\left(q_{j_{0}}^{T}, t_{j_{0}}\right)$ occurs in $r \pi$ and $T$ is c.d. on $t$ starting in $q^{T}$. Now let

$$
\left.\left(q^{T}, t\right) \Rightarrow_{\pi} r \sqrt[r]{[ }\left(q_{z_{0}}^{T}, t_{i_{0}}\right), \ldots,\left(q_{1_{k-1}}^{T}, t_{i_{k-1}}\right)\right] .
$$

Number the Index positions $0,1, \ldots, k-1$. Samilarly in $t^{\prime}\left[\left(q_{j_{0}}^{I}, q_{J_{0}}^{T}\right), t_{J_{0}}, \ldots,\left(q_{J_{p-1}}^{\dot{L}}, q_{J_{p-1}}^{T}\right), t_{J_{p-1}}\right]$, number the indices
$0,1, \ldots, p-1$. Linearity of $L$ guarantees that there is a subset $A$ of $\{0, \ldots, k-1\}$ and a bljection $f:\{0, \ldots, p-l\} \rightarrow A$ such that if
$\left(\left(q_{j_{m}}^{L}, q_{J_{m}}^{T}\right), t_{J_{m}}\right)$ occurs at the $m^{\text {th }}$ place $2 n t^{t}$, then $\left(q_{j_{m}}^{T}, t_{J_{m}}\right)$ occurs at the $f(m)^{\text {th }}$ place in $r \pi$. Although this is an inductive lemma in itself, its proof should be clear because as far as variables
go, I can only permute them or drop them entirely. (Thus $p \leq k$. ) We will use $f$ to construct the tree $w$ needed to establish the result.
Let

$$
\left(\left(q_{J_{0}}^{L}, q_{J_{0}}^{T}\right), t_{J_{0}}\right) \Rightarrow{ }_{U}^{*} s_{0}, \ldots,\left(\left(q_{J_{p-1}}^{I}, q_{j_{p-1}}^{T}\right), t_{J_{p-1}}\right) \neq{ }_{U}^{*} s_{p-1} .
$$

Thus $s=t^{\prime}\left[s_{0}, \ldots, s_{p-1}\right]$. Since $T$ is c.d. on $t_{J_{m}}$ starting in $q_{j_{m}}^{T}$, the hypothesis applies, giving for each $m$ a tree $w_{m} \in \mathcal{J}^{0}$, such that

$$
\left(q_{J_{m}}^{T}, t_{j_{m}}\right) \Rightarrow w_{m} \text { and }\left(q_{J_{m}}^{I}, w_{m}\right) \Rightarrow_{m}^{*}
$$

Now in $\operatorname{rra}\left[\left(q_{I_{0}}^{T}, x_{I_{0}}\right), \ldots,\left(q_{I_{k-1}}^{T}, x_{I_{k-1}}\right)\right]$ substitute $w_{m}$ for $\left(q_{i_{f(m)}^{T}}^{T}, x_{I_{f(m)}}\right)$. At the other positions, say $\left(q_{I_{\ell}}^{T}, x_{i_{l}}\right)$, we know that there is a tree $\overline{\mathrm{w}}_{\ell}$ so that $\left(\mathrm{q}_{\ell}^{T}, \mathrm{t}_{\ell}\right) \Rightarrow_{T}^{*} \bar{W}_{\ell}$. This follows, because $T$ is cod. on $t$ starting in $q^{T}$. Substitute $\bar{W}_{2}$ for the positions $\left({\underset{I}{2}}_{T}^{T}, x_{\mathcal{I}}\right)$. We obtain a tree $w \in \mathcal{J}^{0}$, and clearly $\left(q^{T}, t\right) \Rightarrow *$. Also,

$$
\left(q^{L}, w\right) \Rightarrow{ }_{I}^{*} t \cdot\left[\left(q_{J_{0}}^{L}, w_{0}\right), \ldots,\left(q_{J_{p-1}}^{L}, w p-I\right)\right]
$$

because $y=r \pi\left[w_{I_{0}}, \ldots, w_{I_{k-1}}\right]$ and $\left(q^{I}, r \pi\right) \Rightarrow{ }_{I}^{*} t^{\prime}$; the definition of
$f$ ansures that $\left(q_{i_{f(m)}^{T}}^{T}, t_{I_{f(m)}}\right)==_{T}^{*} w_{m}$, because this pair occurs at the mth place in $t$. Thus durang the I-derivation from $w$ it must occur at the mth place as well, We see that

$$
\begin{aligned}
\left(q^{\mathrm{L}}, w\right) & \Rightarrow t^{*}\left[\left(q_{j_{0}}^{\mathrm{L}}, w_{0}\right), \ldots,\left(\mathrm{q}_{j_{p-I}}^{\mathrm{I}}, w_{p-I}\right)\right] \\
& \Rightarrow t^{\prime}\left[s_{0}, \ldots, s_{p-1}\right] .
\end{aligned}
$$

But

$$
\begin{aligned}
\left(\left(q^{L}, q^{T}\right), t\right) & ={ }_{U}^{*} t^{t}\left[\left(q_{j_{0}}^{L}, q_{J_{0}}^{T}\right), t_{J_{0}}, \ldots,\left(\left(q_{j_{p-1}}^{I}, q_{j_{p-1}}^{T}\right), t_{J_{p-I}}\right), \quad\right. \text { and } \\
& \left(q_{J_{m}}^{L}, q_{J_{m}}^{T}\right), t_{J_{m}} \stackrel{*}{*}{ }_{U}^{s}, \quad 0 \leq m \leq p-I .
\end{aligned}
$$

Hence, when $\left(\left(q^{I}, q^{T}\right), t\right) \neq{ }_{U}^{*} s=t^{2}\left[s_{0}, \ldots, s_{p-1}\right]$, then we have
 and the theorem. Q.E.D.

We are in a position to investigate further properties of surface dendrolanguages. Notice that Theorem II-3 is effective.

Gorollary. The class of surface dendrolanguages is effectively closed under intersection with recognzzable sets.

Proof. Let $\Omega$ be recognizable, and let $T\left[R^{\prime}\right]$ be a surface set. By the proof of Theorem 2 there is a linear transformation I which is a partial adentıty on $R$. Hence $t \in L\left[T\left[R^{\prime}\right]\right]$ Iff $t \in \mathbb{T}\left[a^{t}\right] \cap R$.

Corollary. Surface dendrolanguages form a subclass of the recursive dendrolanguages over $\Sigma$.

Proof. Given $T[R]$ and $t \in J_{\Sigma}^{0}$, the set $[t\}$ is recognizable. Now

$$
t \in \mathbb{R} \Leftrightarrow T[R] \cap[t]=\phi
$$

By the previous corollary, $T[\Omega] \cap\{t\}$ is a surface set $U[\$]$. But $\mathrm{U}[\mathrm{S}]=\phi \cdot$ iff

$$
\text { domain }(U) \cap S=\varnothing
$$

Domain ( $U$ ) $\cap \mathfrak{S}$ is recognizable, so the result follows.

To prove further properties, we need to define the set of paths through a tree. Given a ranked alphabet $\Sigma$, let $\Sigma^{\prime}$ be the alphabet ( $\Sigma, r^{\prime}$ ), where

$$
x^{\prime}(\sigma)= \begin{cases}0 & \text { if } \sigma \in \Sigma_{0} \\ I & \text { otherwise }\end{cases}
$$

Definition. Given $t \in J_{\Sigma}, P(t)$, the set of paths through $t$, is the subset of $\mathcal{F}_{\Sigma}^{0}$ defined inductively by

$$
\begin{gathered}
P(\lambda)=\{\lambda\}, \quad \lambda \in \Sigma_{0} ; \\
P\left(\sigma\left(t_{0}, \ldots, t_{n-1}\right)\right)=\bigcup_{i=0}^{n-1}\left\{\sigma(w) \mid w \in P\left(t_{i}\right)\right\} .
\end{gathered}
$$

If
$R \subseteq J^{0}, \quad$ then

$$
P[R]=\underset{t \in R}{U} P(t) .
$$

$P$ is cleafly definable as a linear nondeterminaslic transformation. Hence:

Corollary. If $\mathscr{E}$ is a surface set, then so is $P[\mathcal{S}]$ (effectively).

A similar result holds for recognizable sets:

Proposition. If $Q$ is recognizable, then so is $P[R]$. Proof. Let $a=\left(A, \alpha, A_{F}\right)$ recognize $R$. Let $B \subseteq A$ be the set

$$
\left\{q \in A \mid\left(\left\{\in \in \mathcal{J}^{0}\right)\left(\|t\|_{a}=q\right)\right\}\right.
$$

$B$ is effectively calculable from $a$ using the solvability of the emptiness problem for the sets accepted by automata $a^{q}$ which have final states $A_{F}^{q}=\{q\}$ but are otherwise the same as $a$. Let $x \in \mathcal{J}_{\Sigma^{1}}^{0}$. Construct an automaton (over $\left.\Sigma^{i}\right) ~ M=\left(2^{Q}, \mu, F\right)$ such that

$$
\begin{equation*}
q \in\|x\|_{M} \text { iff }\left(\text { gt) }\left(\|t\|_{a}=q \text { and } x \in P(t)\right)\right. \tag{}
\end{equation*}
$$

To do this, let $\mu_{\lambda}=\left\{\alpha_{\lambda}\right\}$ for $\lambda \in \Sigma_{0}$. If $\sigma \in \Sigma_{n}$, define $\mu_{\sigma}$ as follows. Choose $i \leq n-1$. Define

$$
\begin{aligned}
\cdot \mu_{\sigma}^{(i)}(Q) & =\left\{\alpha_{\sigma}\left(q_{0}, \ldots, q_{i}, \ldots, q_{n-1}\right) \mid q_{i} \in Q, q_{J} \in B\right\} \\
\mu_{\sigma}(Q) & =\bigcup_{i \leq n-1} \mu_{\sigma}^{(i)}(Q) .
\end{aligned}
$$

One verufies that (") holds with thas $\mu$. If we let $F=\left\{Q \subseteq A, Q \cap A_{F} \neq \phi\right\}$, then the lemma follous by (*). Q.E.D.

A ranked alphabet $1 s$ monadic if $\Sigma_{n}=\varnothing$ for $n>1$. We now prove

Theorem 4. If $T[R]$ is contained in $\mathcal{J}_{\Sigma}^{0}, \Sigma$ monadic, then $T[\Omega]$ is (effectively) recognizable.

Proof. We may certainly assume that $T[\Omega]$ is the range of a transformation $T$ whose productions have right-hand sides which are monadic. $T$ is thus linear, and whll choose certain paths through each tree in $R$ as important input. We may define for $q \in Q^{T}$, and any $t$, the set $P(T, q)(t)$ of paths chosen by $T$ starting in state $q$ :

If $t=\lambda$, then $P(T, q)(t)$ contains $\lambda$ exactly when there is a production $(q, \lambda) \rightarrow W$ in $\Pi^{T}$.

If $t=\sigma\left(t_{0}, \ldots, t_{n-1}\right)$, then $P(T, q)(t)$ contains $w$ iff $w=\sigma\left(w^{\prime}\right)$, and there is a production $(q, \sigma) \rightarrow u\left(r, x_{j}\right)$ in $\mathbb{H}^{T}$ such that $w^{r} \in P(T, r)\left(t_{j}\right)$. We assert that for each $q$,

$$
\left\{P(T, q)(t) \mid t \in \mathcal{J}_{\Sigma}^{0}\right\}=H_{q}
$$

is a recognizable subset of $J_{\Sigma^{i}}^{0}$.
We will not give'the full proof, but an automaton $a$ can be easily constructed such that

$$
\|w\|_{Q}=\left\{r \mid\left(r t \in \mathcal{J}^{0}\right)(w \in P(T, r)(t))\right\}
$$

Taking $A_{F}=\{Q \mid q \in Q\}$, we find that $a$ recognizes the asserted set $H_{q}$ of paths. Now let $R$ be the given recognizable set. Then
$H_{q_{0}} \cap P[\Omega]$ is a recognizable subset (effectively) of $\mathcal{J}_{\Sigma^{1}}^{0}$. I itself defines a nondeterministic finite state mapping of strings in this set. Such maps preserve recognizable sets, and so

$$
T[R]=T\left[H_{q_{0}} \cap P[\Omega]\right]
$$

is recognizable. Q.E.D.

Corollary. The infiniteness problem for the class of surface sets is effectively solvable.

Proof. If $\mathbb{S}$ is a surface set, $P[S]$ is infinite if and only if $\mathbb{S}$ is. But $P[\mathcal{S}]$ is a recognizable set of strings effectively obtainable from S. The infiniteness problem for such sets is decidable. Q.E.D.

Corollary. The class of surface sets is not closed under intersection.

Proof. Let $\Sigma=\Sigma_{0} \cup \Sigma_{1} \cup \Sigma_{2}, \quad \Sigma_{2}=\{\rho\}, \quad \Sigma_{1}=\{\sigma, \tau\}, \quad \Sigma_{0}=\{\lambda\}$. Def̂ıne $\sigma^{i}(x)=\sigma(x), \quad \sigma^{i+1}(x)=\sigma\left(\sigma^{i}(x)\right)$. Put

$$
\begin{aligned}
& S_{1}=\left\{\left.\rho\left(\sigma^{j}(\lambda), \tau^{i}\left(\sigma^{j}(\lambda)\right)\right)\right|_{2, j \geq 1\}}\right. \\
& S_{2}=\left\{\left.\rho\left(\sigma^{j}(\lambda), \tau^{j}\left(\sigma^{i}(\lambda)\right)\right)\right|_{1, j} \geq 1\right\} .
\end{aligned}
$$

$s_{1}$ and $\dot{s}_{2}$ can both be obtained as surface sets (proof omitted), but

$$
P\left(s_{1} \cap \mathfrak{s}_{2}\right)=\left\{p\left(\sigma^{j}(\lambda)\right)\right\} \cup\left\{\rho\left(\sigma^{j}\left(\tau^{j}(\lambda)\right)\right)\right\}
$$

is not recognizable. Q.E.D.

Now we give an example of an undecidable problem.

Corollary. There is no decision procedure for determining whether the intersection of two surface sets is empty or not. (Surface sets here mean over arbitrary finite ranked alphabet.)

Proof. Let $\Sigma_{0}=\{\lambda\}, \Sigma_{1}=\{a, b\}, \Sigma_{2}=\{\sigma\}$. We can
naturally interpret an element of $\mathcal{J}_{\Sigma_{0}} \Sigma_{I}$ as a string in $\Sigma_{I}^{*}$, and conversely. Let $\left(\alpha_{0}, \ldots, \alpha_{m}\right)$ and $\left(\beta_{0}, \ldots, \beta_{m}\right)$ be two sequences of words from $\Sigma_{I}^{r}$. The Post correspondence problem for these sequences is to determane whether there is a sequence of integers $i_{0}, \ldots, i_{k}$ such that

$$
\alpha_{i_{0}} \ldots \alpha_{i_{k}}=\beta_{i_{0}} \cdots \beta_{i_{k}}
$$

(There is no algorithm to solve the Post problem-for arbitrary pars of sequences $\left(\left(\alpha_{0}, \ldots, \alpha_{m}\right),\left(\beta_{0}, \ldots, \beta_{m}\right)\right)$ of words over $\Sigma_{I}^{*}$.)

Let $L=\left\{\left.a^{{ }^{2} O_{b a}}{ }^{i_{1}} \ldots a^{i_{k}}\right|_{i_{j}} \in\{0, \ldots, m\}\right\}$. Let
$w=a^{j^{\prime}} O_{b} \ldots a^{i_{k}}$ and define $\Phi(\pi)=\alpha_{i_{0}} \ldots a_{I_{k}}$. It is easy to construct
$\Phi$ as a finite-state mapping of strings. Similarly, let
$\Psi(w)=\beta_{i_{0}} \ldots \beta_{j_{k}}$. Since $\Phi$ and $\Psi$ are finite-state functions, the
sets $S=\{\sigma(w, \Phi(w)) \mid w \in L\}$ and $S^{\prime}=\{\sigma(w, \Psi(w)) \mid w \in L\}$ are surface sets. But $\mathscr{S} \cap \mathbb{S}^{\top}=\varnothing$ iff $\mathbb{W} \in \mathbb{L}$ wath $\Phi(w)=\Psi(w)$. Thus, $S \cap S^{\prime}=\varnothing$ iff there is a solution for the given correspondence problem. Q.E.D.

Othes problems are shown unsolvable in [14]; for example, equally of surface sets and whether a surface set is recognizable.
3. Translations and target languages.

Let ( $R, T$ ) be a transformational system. The translation defined by ( $R, T$ ) is the set

$$
\{(y(s), y(t) \mid(s, t) \in \mathbb{I}, s \in \mathbb{R}\}
$$

(Recall $T=\left\{(s, t) \mid s \Rightarrow_{T}^{*} t\right\}$.)
By Theorem I the domain of a NDFS translation is a context-free language. We again wish to consıder the ranges of such translations, because of their importance for transformational grammars. Define a target language as the range of a translation. An imnediate question a grammarian asks is: "Are target languages recursive sets" For NDFS target languages, the answer is yes, and the proof is elegant.

Lemma 1. The emptiness problem for the class of NDFS target languages is effectively solvable.

Proof. Let $L=y[T[R]] . \quad L=\emptyset$ iff $T[R]=\phi$. Whether $T[\Omega]=\varnothing$ is solvable. Q.E.D.

Lemma 2. Let $K$ be an ordinary regular subset of $\Sigma_{0}^{*}$. Then $y^{-1}[K]$ is (effectively) a recognızable subset of $\mathcal{F}_{\Sigma}^{0}$.

Proof. Let $\left(Q, \sum_{0}, \delta, q_{0}, F\right)$ recognize $K$. For $w \in \Sigma_{0}^{*}$ let $\delta_{W}(q)=\delta(q, w)$. Remark: $\delta_{x y}=\delta_{y}{ }^{\circ} \delta_{x}$ for all $x, y \in \Sigma_{0}^{*}$.

Nou define a $\Sigma$-automaton $a$ by setting

$$
\begin{gathered}
A=\{\varphi \mid \varphi: Q \rightarrow Q\} \\
\alpha_{\lambda}=\delta_{\lambda} \text { for } \lambda \in \Sigma_{0} \quad(\lambda \text { is not the empty string }) ;
\end{gathered}
$$

$$
\alpha_{\sigma}\left(\varphi_{0}, \ldots, \varphi_{n-1}\right)=\varphi_{n-1} \circ \ldots \circ \varphi_{0} .
$$

By our first remark, for all $t \in \mathcal{J}_{\Sigma}^{0}, q \in Q$

$$
\|t\|_{Q}(q)=\delta_{W}(q), \quad \text { where } \quad w=y(t)
$$

Hence, if $A_{F}=\left\{\varphi \mid \varphi\left(q_{0}\right) \in F\right\}$, then $a$ accepts $y^{-1}[K]$. Q.E.D.

Theorem 5. The class of target languages is closed (eff fectively) under intersection with regular sets.

Proof. Let $\mathrm{L}=\mathrm{y}[\mathrm{T}[\Omega]]$ and let K be regular. Then, $K \cap I=y\left[T[\Omega] \cap y^{-1}[K]\right]$. But by the corollary to Theorem 3, $T[R] \cap y^{-1}[K]$ as a surface set (effectively). The result follows.

Corollary. Target languages are recursive.
Proof. Let $I$ be a target language and $w \in \Sigma_{0}^{*}$. Then $w \in L$ iff $\{w\} \cap \mathrm{L}=\varnothing$; apply Theorem 5 and Lemma I. Q.E.D.

Notice that Lemma 2 provides an easy proof of the fact that context-free languages are closed under intersection with regular sets. (Use the technique of Theorem 5.)

Finally, as a special result, we demonstrate that the infinnteness problem for the class of target languages is solvable.

We say a tree is a fan if no nodes of rank l occur in it. We can always prune the nodes of rank 1 from a tree without changing its yield. Formally:

$$
\begin{aligned}
& \operatorname{fan}(\lambda)=\lambda, \quad \lambda \in \Sigma_{0} \\
& \operatorname{fan} \rho(t)=t, \quad \rho \in \Sigma_{I} \\
& \operatorname{fan} \sigma\left(t_{0}, \ldots, t_{n}\right)=\sigma\left(\operatorname{fan}\left(t_{0}\right), \ldots, \operatorname{fan}\left(t_{n}\right)\right), n>0 .
\end{aligned}
$$

A tree is a fan if $f a n(t)=t$. Also, $y(f a n(t))=y(t)$, and fan is a linear FST. If $\mathcal{S}$ is a surface set then so is fan[ $\mathbb{F}$ ]; and $y[f a n[\$]]=y[\$]$.

Theorem 6. The infiniteness problem for the class of target languages is solvable.

Proof. Let $L=y[\mathscr{S}]$. Then $L=y[f a n[\mathscr{S}]$. $L$ is infanate if and only if fan[§] is infinite, as an easy counting argument shows. Q.E.D.
4. A simple extension of the nondeterministic model.

When carrying out a transformational derivation, one checks trees to see whether or not transformations apply. For example, a transformation which changes sentences to the passive voice applies only to structures of the form "noun phrase--verb--noun phrase".

Our transformations, as defined, do not have this checking ability, because only one node at a tame is read and transformed. In the example just described, however, we are required to check the level of nodes NP-V-NP below the top node $S$ of the input tree. In other examples, a structural condition may have to be satisfied which could occur at any level in the input tree.

To remedy (partianjy) this defect in the basic model, we may modify our productions. We give them a look-ahead capacity--the local output tree (right-hand side) will depend on the state, the symbol being read and transformed, and a specified number of look-ahead symbols, arranged in a tree form.

The productions will have the form

$$
\left(q, \sigma\left(s_{0}, \ldots, s_{n-1}\right)\right) \rightarrow u
$$

where $s_{2} \in \mathcal{I}_{\Sigma}(X), \quad u \in \mathcal{J}_{\Sigma}\left(Q \times X^{n}\right), \sigma \in \Sigma_{n}$. A production will apply to $\sigma\left(t_{0}, \ldots, t_{n-1}\right)$ if each $s_{2}$ occurs at the top of $t_{i}$. [This can be formalized as a definition.] The result of application will be the tree in $\mathcal{J}_{\Sigma}\left(Q \times \mathcal{J}_{\Sigma}^{0}\right)$ obtained by substituting $\left(q^{2}, t_{j}\right)$ for each pair ( $q^{q}, x_{j}$ ) occurring in $u$.

An FS transformation wath templates is a transformation with productions like the above. The extended definition provides a limited look-ahead capability for nondeterminıstic mappings. One can prove, however, that if ( $\Omega, T)$ is a transformational system, where $T$ has templates, then $\mathbb{T}[\mathcal{R}]$ is an ordinary surface set. The idea is to use the transitions of $T$ in a nondetermanistic mapping $U$ which guesses that the template expected by $T$ will actually appear. If this is the case, $U$ performs the action of $T$; if not, $U$ becomes undefined. Details are omitted.

## 5. Cxeative grammars on trees.

We turn now to a new type of production which wall grow input trees to be processed as well as read and destroy anput nodes. One system using these productions provides an extension of context-free grammars to trees. Brannerd [6] has considered regular tree grammars; his defanition can be subsumed here.

Consider an FS index-erasing production; for example


Here, the next states occur as labels on the variables at the bottom of the output tree. Another possibility, however, would be to allow productions like

$$
\left(q, \sigma\left(x_{1}, x_{2}\right)\right) \longrightarrow(q,)^{\sigma}\left(r, x_{2}\right)
$$

Figure 2 or even


Figure 3

In the first of these cases, we would operate next on the tree $x_{1}$ starting in state $r$, and on the tree $\rho\left(x_{2}\right)$ starting in state q. In the second case, the next operation would be performed on $\sigma\left(\rho\left(x_{1}\right), x_{2}\right)$ starting in state $q$.

This idea lets us define a new operation on trees (which may be nondeterministic). If we select a starting configuration, it may be possible to grow index trees nondeterminıstically ad infinitum before the application of index-erasing productions takes place. We will call the new productions index-creating. In the first example of an index-creating production, no new input was actually created, the state $q$ remained stationary. This, of course, is the analogue of a pointer remaining stationary in an input string. The creation of a new index in the second example is not the analogue of moving backward
in the input string but, of using the input string both as a push-dorn memory and as an input.

Example. Consider the monadic productions


Figure 4
and the starting configuration ( $q, S(\lambda)$ ). This system produces a dendrolanguage which can be adentıfíed with $I(G)$, where $G$ is a CFG with productions

$$
S \rightarrow 2 S S \mid a b .
$$

Notice, however, that derivations in the tree case correspond to left-to-right derivations in the grammar. As is well-known, there is no loss of generality in doing left-to-right derivations exclusively in a grammar. We shall not prove it, but this property is also true for a class of tree grammars.

One more word--we shall not use creative productions to define mappings. We shall fix one configuration to start from, and will consider sequences of productions which from this configuration eventually produce state-free trees or terminal trees. Thus we are really doing grammars.

Consider the whole tree $t$ which may occur labeled by a state $q$ on the right-hand sade of some creative production. The pair ( $q, t$ ) may itself by considered an mndex. If $t=x \in X$, then we get an index in the old sense. The new index set is, however, $Q \times J_{\Sigma}(X)$, instead of $Q \times X$. Formally:

Definition. A pair $\left(q, \sigma\left(x_{0}, \ldots, x_{n-1}\right)\right) \rightarrow u$ is an indexcreating production if $u \in \mathcal{J}_{\Sigma}\left(Q \times \mathcal{J}_{\Sigma}\left(X_{n}\right)\right)$.

Definition. For Il a given set of creative productions, and $t \in \dot{J}_{\Sigma}\left(Q \times \mathcal{J}_{\Sigma}^{0}\right)$, the set of trees $t^{\prime}$ directly generated by $t$ is defined anductively.
(i) if $t \in \Sigma_{0}$, then $\left\{t^{\prime} \mid t \Rightarrow t^{\prime}\right\}=\phi$,
(11) if $t=(q, \bar{t})$, there are 2 cases depending on the form of $\bar{E}$ :
(a) if $\bar{t} \in \Sigma_{0}$, then there is some production $(q, \bar{t}) \rightarrow u$ in $\pi ;$ and $t^{1}=u$;
(b) if $\bar{t}=\sigma\left(\bar{t}_{0}, \ldots, \bar{t}_{n-I}\right)$, then there is a production $(q, \sigma) \rightarrow u$ in $\pi$ and $t^{\prime}$ is obtained from $u$ by substituting $t_{J}$ for $x_{y}, j=0, \ldots, n-1$, whenever $x_{y}$ occurs in an index of $u$. (iil) If $t=\sigma\left(t_{0}, \ldots, t_{n-1}\right)$, then thexe is an $i<n$ such that $t_{1}$ generates $t_{i}^{\prime}$ and $t^{\prime}=\sigma\left(t_{0}, \ldots, t_{2}^{\prime}, \ldots, t_{n-1}\right)$.

At thas point we had better say something about substıtution as mentioned in part (b) of the last definıtion. We shall give a formal definition and use it later to prove a result. This definition can also be used to justafy formally what we said an previous sections.

Definition. Let $u \in \mathcal{J}_{\Sigma}\left(Q \times \mathcal{J}_{\Sigma}\left(X_{m}\right)\right)$ and let $\left(s_{0}, \ldots, s_{m-1}\right)$
be a fixed sequence of terms. The function $\operatorname{sub}\left(\left.\begin{array}{l}s_{0} \cdots s_{m-1} \\ x_{0} \ldots x_{m-1}\end{array} \right\rvert\, u\right)$, or $S\left(\left.\begin{array}{l}s_{i} \\ x_{i}\end{array} \right\rvert\, u\right)$ is defined by induction on $u$.

$$
\text { (i) if } u=\lambda, s\left(\left.\frac{s_{i}}{x_{i}} \right\rvert\, u\right)=\lambda \text {; }
$$

(ii) if $u=(q, \lambda), s\left(\left.\frac{s_{i}}{x_{2}} \right\rvert\, u\right)=(q, \lambda)$;

$$
\begin{aligned}
& \text { if } u=\left(q, x_{j}\right), s\left(\left.\begin{array}{c}
s_{i} \\
x_{i}
\end{array} \right\rvert\, u\right)=\left(q, s_{j}\right) \\
& \text { if } u=\left(q, \rho\left(t_{0}, \ldots, t_{m}\right)\right), \text { then }
\end{aligned}
$$

$$
s\left(\left.\begin{array}{l}
s_{i} \\
x_{i}
\end{array} \right\rvert\, u\right)=\left(q, p\left(s\left(\left.\frac{x_{i}}{x_{1}} \right\rvert\, t_{0}\right), \ldots, s\left(\left.\frac{s_{i}}{x_{1}} \right\rvert\, t_{m}\right)\right)\right),
$$

(iii) if $u=\sigma\left(u_{0}, \ldots, u_{k-1}\right)$, then

$$
s\left(l_{i}^{x_{i}} \mid u\right)=\sigma\left(s\left(\left.\begin{array}{l}
s_{i} \\
x_{i}
\end{array} \right\rvert\, u_{0}\right), \ldots, s\left({ }_{x_{i}}^{x_{i}} \mid u_{k-1}\right)\right)
$$

Definition. A top-dom creative tree grammar over $\Sigma$ is a tuple $(\Sigma, Q, S, \Pi)$ where $: Q$ is a set of states, $\Pi$ is a set of indexcreating productions over $Q$ and $\Sigma$, and $S$ is a finite subset of $\mathcal{F}_{\Sigma}\left(Q \times \mathcal{J}_{\Sigma}^{0}\right)$ (the starting configurations). ,

As before, let $\Rightarrow$ * be the reflexive, transitive closure of the direct generation relation.

Definition. For $G$ a tree grammar, the dendrolanguage generated by $G$ is the set

$$
\mathcal{L}(G)=\left\{t \in \mathcal{J}_{\Sigma}^{0} \mid(\text { Fs } \in S) s \Rightarrow^{*} t\right\} .
$$

Example. Let $\Sigma_{4}=\{C\}, \quad \Sigma_{2}=\{B\}, \quad \Sigma_{1}=\{H\}, \quad \Sigma_{0}=\{a\}$. Let $Q=\left\{q_{0}, q_{1}, q_{2}\right\}$ and let the inztial configuration be $\left(q_{0}, H(a)\right)$. We have the productions

$$
\begin{aligned}
& \left(q_{0}, H(x)\right) \rightarrow\left(q_{0}, H(H(x))\right) \mid C\left(\left(q_{1}, x\right),\left(q_{2}, x\right),\left(q_{2}, x\right), a\right) \\
& \left(q_{1}, H(x)\right) \rightarrow C\left(\left(q_{1}, x\right),\left(q_{2}, x\right),\left(q_{2}, x\right), a\right) \\
& \left(q_{2}, H(x)\right) \rightarrow B\left(a,\left(q_{2}, x\right)\right) \\
& \left(q_{i}, a\right) \rightarrow a \quad(i=0,1,2) .
\end{aligned}
$$

Applying the farst production, we derive a "string" $\left(q_{0}, H^{n}(a)\right), n \geq 1$. We then apply index-erasing productions which at each level add $2 n+1$ a's to the yield. The yaeld of the resulting tree is $a^{n^{2}}$.

The index-erasing productions in this grammar correspond to the application of the recursion equation

$$
f(n+1)=f(n)+2 n+1
$$

If $P_{2} \in \mathbb{N}[X]$ is a polynomial, and if $k_{2} \in \mathbb{N}$, then the language $\left\{a^{\varphi(n)} \mid n \geq I\right\}$ where $\varphi(x)=\sum_{i=1}^{j} p_{i}(x) k_{i}^{x}$, can be obtained as the yield of a creative dendrolanguage. A granmar for such a dendrolanguage would employ a state $q_{f}$ for each function $f$ in a system
of recursion equations needed to describe $\varphi$. The followang theorem, therefore, may be surprising.

Theorem 7. Every creative dendrolanguage can be generated by a one-state creative dendrogrammas.

Proof. The problem wath reducing many states to one is that during application of andex-erasing productions, index subtrees may be duplicated and then processed in different ways. The index subtrees, however, are obtamned from the startang trees by application of creative productions. Therefore, when a new index symbol is created, we must take anto account the possible states in which at could be read off by an index-erasing production. The creative productions in a grammax will therefore be modified to encode state-transitions an their indices. If $Q$ is the set of states in the origanal grammar, the new index labels will be of the form $\sigma^{(q)}$ where $\sigma \in \Sigma$, and $q \in Q$. The rank of $\sigma(q)$ wall also be changed. If $Q$ has $p$ states, $(p \geq 2)$, then $r^{\prime}\left(\sigma^{(q)}\right)=p \cdot r(q)$. For notational convenience, we will relabel variables as follows:

$$
x_{1}^{(q)}=x_{p 1+q-1}
$$

where $q \in Q=\{1, \ldots, p\}$.
Thus, if $H \in \Sigma$ ihas old rank 1 , then $H^{(q)}$ will have new rank $p$, 'selection by the new grammar of $x_{j}^{(i)}$ occurring as an index on $H^{(q)}$ will correspond, in the old grammar, to selecting $x_{i}$ and going to state $j$.

As illustrations, let us encode some productions. Suppose
$Q=\{1,2,3\}$. Let

$$
\left(1, H\left(x_{0}\right)\right) \rightarrow\left(2, H\left(H\left(x_{0}\right)\right)=\pi\right.
$$

be an old production. Let be the single state of the new grammar. We rewrite $\pi$ as shown in Figure 5.


Figure 5

Next, suppose

$$
\left(3, H\left(x_{0}\right)\right) \rightarrow C\left(\left(2, x_{0}\right),\left(2, x_{0}\right),\left(3, x_{0}\right)\right)
$$

is another production. Its encoding would be

$$
\left(\cdot, H^{(3)}\left(x_{0}^{(1)}, x_{0}^{(2)}, x_{0}^{(3)}\right)\right) \rightarrow c\left(\left(\cdot, x_{0}^{(2)}\right),\left(\cdot, x_{0}^{(2)}\right),\left(\cdot, x_{0}^{(3)}\right)\right) .
$$

Finally, if

$$
\left(2, K\left(x_{0}, x_{1}\right)\right)+C\left(\left(1, x_{0}\right),\left(3, x_{1}\right),\left(2, x_{1}\right)\right)
$$

is a production, Its encoding is
$\left(\cdot, K^{(2)}\left(x_{0}^{(1)}, x_{0}^{(2)}, x_{0}^{(3)}, x_{1}^{(1)}, x_{1}^{(2)}, x_{1}^{(3)}\right)\right) \rightarrow C\left(\left(\cdot, x_{0}^{(1)}\right),\left(\cdot, x_{1}^{(3)}\right)\left(\cdot, x_{1}^{(2)}\right)\right)$.

We can now proceed with the proof. We must encode productions, whose right-hand sides are elements of $\mathcal{J}_{\Sigma}\left(Q \times \mathcal{J}_{\Sigma}\left(X_{n}\right)\right)$. Let
$\Delta=\left\{\sigma^{(q)} \mid \sigma \in \Sigma, q \in Q\right\}$. We first encode members of $\mathcal{J}_{\Sigma}\left(X_{n}\right)$ into
$J_{\Delta}\left(X_{p, n}\right)$; thas is done as follows. Let $q \in Q=\{1, \ldots, p\}$. Define maps $e^{q}: \mathcal{J}_{\Sigma}\left(X_{n}\right) \rightarrow \mathcal{J}_{\Delta}\left(X_{p \cdot n}\right)$ by simultaneous anduction:

$$
\begin{aligned}
& e^{q}(\lambda)=\lambda^{(q)} ; \\
& e^{q}\left(x_{j}\right)=x_{j}^{(q)} ; \\
& e^{q}\left(\rho\left(s_{0}, \ldots, s_{m}\right)\right)=p^{(q)}\left(e^{\hat{\alpha}}\left(s_{0}\right), \ldots, e^{p}\left(s_{0}\right), \ldots, e^{j}\left(s_{m}\right), \ldots, e^{p}\left(s_{m}\right)\right) .
\end{aligned}
$$

Now we can encode any $u \in \mathcal{J}_{\Sigma}\left(Q \times \mathcal{J}_{\Sigma}\left(X_{n}\right)\right)$. Define

$$
\begin{aligned}
& \bar{e}(\lambda)=\lambda ; \\
& \bar{e}((i, s))=\left(\cdot, e^{i}(s)\right) ; \\
& \bar{e}\left(\sigma\left(t_{0}, \ldots, t_{n-1}\right)\right)=\sigma\left(\bar{e}\left(t_{0}\right), \ldots, \bar{e}\left(t_{n-1}\right)\right) .
\end{aligned}
$$

Here, - is the unique new state; and so $\bar{e}: J_{\Sigma}\left(Q \times J_{\Sigma}\left(X_{n}\right)\right)$
$\rightarrow \mathcal{J}_{\Sigma}\left(\{\cdot\} \times \mathcal{J}_{\Delta}\left(X_{p n}\right)\right)$. One proves wath a tedious but straightiorward argument by induction on $u$, using our previous definition of substitution, that for fixed $s_{0}, \ldots, s_{m} \in J_{\Sigma}\left(X_{m+1}\right)$ and any $u \in \mathcal{F}_{\Sigma}\left(Q \times \mathcal{J}_{\Sigma}\left(X_{m+1}\right)\right)$ that

$$
\bar{e}\left(\tilde{s}_{j}\left(\left.\begin{array}{l}
s_{j} j  \tag{*}\\
x_{j}
\end{array} \right\rvert\, u\right)\right)=s\left(\left.\begin{array}{c}
e^{i}\left(s_{j}\right) \\
x_{j}^{(i)}
\end{array} \right\rvert\, \bar{e}(u)\right)
$$

where $1 \leq i \leq p, \quad 0 \leq j \leq m$. Also (by induction) $\bar{e}$ is a one-to-one function; and if $t \in \mathcal{F}_{\Sigma}$, then $\vec{e}(t)=t$.

Now let $G^{r}=\left(\Sigma \cup \Delta,\{\cdot], \bar{e}\left[S_{0}\right], \Pi^{\prime}\right)$ where $G=\left(\Sigma, Q, S_{O}, \Pi\right)$. If $\pi \in \mathbb{I}$, say $\left(q, \sigma\left(x_{0}, \ldots, x_{n-1}\right) \rightarrow u\right)$ let $\bar{e}(\pi)$ be the production

$$
\left(\cdot, \sigma^{(q)}\left(x_{j}^{(I)}\right) \rightarrow \bar{e}(u)\right) .
$$

Set $\Pi^{\prime}=\{\bar{e}(\pi) \mid \pi \in \Pi\}$.
Let $t \Rightarrow{ }_{\pi} t^{\prime}$ mean that $t$ directily generates $t^{\prime}$ by application of the production $\pi$. Assertion: For any $t \in \mathcal{J}_{\Sigma}\left(Q \times \mathcal{J}_{\Sigma}^{0}\right)$ בif

$$
\bar{e}(t) \Rightarrow_{-}^{e}(\pi){ }^{W},
$$

then there is a $t^{\prime} \in \mathcal{J}_{\Sigma}\left(Q \times J_{\Sigma}^{0}\right)$ such that

$$
t \Rightarrow \pi t^{\prime} \text { and } w=\bar{e}\left(t^{\prime}\right)
$$

The theorem follows from this assertion, because $\overline{\mathrm{e}}$ is $\mathcal{I - I}$ and if. $t^{\prime} \in \mathcal{J}_{\Sigma}^{0}$, then $\tilde{e}\left(t^{\prime}\right)=t^{\prime}$. Thus, derivations correspond exactiy in both grammars.

The proof of the assertion is by induction on $t$, and has three main cases:
(i) If $t=\lambda \in \Sigma_{0}$, the assertion is vacuously true.
(ii) If $t=(q, s)$ where $s \in \mathcal{J}^{0}$, then two subcases arise.
(a) $s=\lambda \in \Sigma_{0}$. Then $\bar{e}(t)=\left(\cdot, e^{q}(\lambda)\right)$. Now $\bar{e}(\pi)$
must be $\left(\left(\cdot, e^{q}(\lambda)\right) \rightarrow \bar{e}(u)\right)$, where $u \in \mathcal{J}^{0}$. Taking $t^{\prime}=u$ satisfies the assertion.

$$
\begin{aligned}
& \text { (b) } s=\rho\left(s_{0}, \ldots, s_{m}\right) \text {. Then, } \\
& \bar{e}(t)=\left(\cdot, p(q)\left(s_{j}^{(i)}\right)\right), \quad 0 \leq j \leq m, \quad I \leq I \leq p .
\end{aligned}
$$

Thus,

$$
\bar{e}(\pi)=\left(\cdot, p^{(q)}\left(x_{j}^{(i)}\right)\right) \rightarrow \bar{e}(u)
$$

and so

$$
\pi=\left(q, p\left(x_{0}, \ldots, x_{m}\right) \rightarrow u\right) .
$$

Now by hypothesis of the assertion

$$
\bar{e}(t) \Rightarrow \bar{e}(\pi) w=S\left(\left.\begin{array}{c}
e_{j}^{i}\left(s_{j}\right) \\
(i)
\end{array} \right\rvert\, \bar{e}(u)\right)
$$

and we know

$$
t \Rightarrow \pi^{t}=S\left(\left.\begin{array}{l}
s \\
x_{j}
\end{array} \right\rvert\, u\right)
$$

By (*) above, $\overline{\mathrm{e}}\left(\mathrm{t}^{\mathrm{t}}\right)=\mathrm{w}$, so the assertion holds in case (iz). (iii) $t=\sigma\left(t_{0}, \ldots, t_{n-1}\right)$ and the assertion holds for $t_{0}, \ldots, t_{n-1} \cdot N o i t$

$$
\bar{e}(t)=\sigma\left(\bar{e}\left(t_{0}\right), \ldots, \bar{e}\left(t_{n-1}\right)\right) .
$$

Since $\bar{e}(t) \Rightarrow_{\bar{e}(\pi)} w$, there must be $i<n$ so that $\bar{e}\left(t_{i}\right) \Rightarrow \bar{e}(\pi) w_{i}$,
and $w=\sigma\left(\bar{e}\left(t_{0}, \ldots, w_{i}, \ldots, \bar{e}\left(t_{n-1}\right)\right)\right.$. By inductive hypothesis, $t_{i} \Rightarrow t_{i}^{\prime}$ and $\bar{e}\left(t_{i}^{t}\right)=w_{i}$ for some $t_{i}^{\prime}$. Thus,

$$
t \Rightarrow_{\pi} t^{t}=\sigma\left(t_{0}, \ldots, t_{1}^{1}, \ldots, t_{n-1}\right)
$$

so that $w=\bar{e}\left(t^{\prime}\right)$. Q.E.D.

We shall not repeat the definition here, but an OI (outside-in) macro grammax Fischer [9] is exactiy a one-state creative dendrogrammar
which produces only the yield of the terminal tree. OI grammars produce exactly the indexed languages of Aho [1]. Thus (the yield of a creative dendrolanguage is always an indexed language, and conversely (modulo the empty string).

In the spirit of Brainerd [6], one can define context-free tree grammars in a natural way. Let $\Sigma=\mathbb{N} \cup \mathbb{T}, \mathbb{N} \cap \mathbb{T}=\varnothing$, be a ranked alphabet. Consider productions of the form $\sigma\left(x_{0}, \ldots, x_{n-1}\right) \rightarrow u$, where $\sigma \in \mathbb{N}$, and $u \in \mathcal{J}_{\Sigma}\left(X_{n}\right)$. Suppose $s=\sigma\left(s_{0}, \ldots, s_{n-1}\right)$ is a subtree of a tree $t \in \mathcal{J}_{\Sigma}^{0}$.

Let $s^{\prime}=S\left(x_{i} \mid u\right)$. Replace the subtree $s$ by $s^{\prime}$. The resulting tree $t^{\prime}$ is defined to be the tree obtained from $t$ by the given production.

Definitjon. Let

$$
G=\left(\Sigma, S_{0}, H\right)
$$

Where $\Sigma$ is as above, $S_{0}$ is a finite subset of ${ }^{J}{ }^{0}, ~$ and $I I$ is a finite set of productions. $G$ is a context-free dendrogcamar.

Definition. The dendrolanguage generated by $G$ is

$$
\mathcal{L}(\mathrm{G})=\left\{\mathrm{w} \in \mathcal{J}_{\mathrm{T}} \mid\left(\text { Gs }_{0} \in \mathrm{~s}_{\mathrm{O}}\right)\left(\mathrm{s}_{0} \Rightarrow * \mathrm{w}\right) .\right.
$$

A derivation in a CF dendrogramar is said to be top-down if whenever a symbol $\sigma$ is remritten using a production, $\sigma$ is not a descendant of any node in $N$. This is the analogue of a left-toright derivation in an ordinary context-free grammar. It is not hard
to show (in fact at follous from work of Fischer [9]) that if $G$ is any CF dendrogrammar (CFDG), then any tree in $\mathcal{2}(G)$ may be obtained by a top-down derivation. Since the one-state creative dendrogrammars also work from the top down, it is clear that the context-free dendrom languages are exactly the creative dendrolanguages. Taking yields, we have the equation

$$
\frac{\text { recognizable dendrolanguages }}{\text { context-free languages }}=\frac{\text { context-free dendrolanguages }}{\text { indexed languages }} .
$$

One may also use creative productions to define transformations on trees, thus obtaining creative surface sets and target languages. Decision problems for these sets remain solvable; in particular, recursive target languages are still obtained. Creative transformations, however, do not seem to reflect properties of transformations proposed for natural languages, so we have not studied them here.
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