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Chapter I 

I N T R  ODUCTI Oi? 

Coniputer techniques a re  e s sen t i a l  t o  t he  e f f i c i e n t  design of complex 

e lectronic  c i r c u i t s .  This i s  espec is l ly  t rue  i n  the  case of in tegrated 

c i r c u i t s  since it i s  of ten d i f f i cu l% and expensive t o  p red ic t  c i r c u i t  

response accurate ly  by experimental '%readboard" t e s t i ng .  Certain hybrid 

techniques o f f e r  the  f a s t  solut ion times of the  analog computer f o r  dy- 

namic analysis, automated problem setup on the  analog controlled by d i g i t a l  

subroutines, t he  capabi l i ty  of including ac tua l  physical  c i r c u i t  devices 

i n  %he simulation thus reducing the  d i g i t a l  memory and the  number of 

nonlinear analog computing elements required, and the  decision and a r i t h -  

metic capab i l i t i e s  of the  d i g i t a l  computer required f o r  optimization and 

s e n s i t i v i t y  calcul.ations. The a k e i l a b i l i t y  of d i g i t a l  computer subroutines 

and such methods as thcse based on the  separation pr inciple  cu t  t he  pro- 

gramming time formerly required i n  the case of analog compu-tatioo. 

Hybrid techniques applied t o  system design require  t h a t  t he  system 

simulation and the  various computations required t o  e f f ec t  t he  design be 

par t i t ioned and t h a t  each operation be appropriately assigned t o  e i t h e r  

t he  analog.or t he  d i g i t a l  coniputer. A s  a r e s u l t  of t'ne e f f o r t  i n  com2uter- 

aided design a t  Tulane University, a hybrid computer system kas been 

developed, and hybrid techniques have been applied t o  c i r c u f t  design. These 

techniques serve a s  usefu i  supplements t o  t he  besic d i g i t a l  NASAP 
#1,2 

\ 
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program f o r  t he  purpose of designing nlociels of e lect ronic  devices, per- 

forming tra-nsient ana lys i s  of l i n e a r  and nonlinear c i r cu i t s ,  and the 

d i r e c t  design of dynamic systems based on design specif icat ions .  

I n  most computer s tud ies  of physical  systems, assumed ma'themtical 

models of the  systems a r e  used so Ynat o f f - l ine  computations can be 

performed. The absehce of accurate models p r ac t i ca l l y  precludes any 

systermtic ana ly t i ca l  treatment and r a i s e s  quest ions  about t h e  v a l i d i t y  

of computerized designs. This report  concerns r e s u l t s  from employing 

high-speed, fully-automated techniques f o r  obtaining models of systems 

based on time-domain measurements or specif icat ions .  These techniques 

do not require the  usual  assumptions such a s  low order, a p r i o r i  knowl- 

edge of moclel form, f ixed parameters, minimum phase, and l i nea r i t y .  

This manual i s  p a r t  of a s e r i e s  covering design areas  which 

include aerospace c i r cu i t s ,  instrumentation c i r cu i t s ,  communication 

c i r cu i t s ,  f i l t e r s ,  e t c  .3 These manuals have been developed t o  a s s i s t  

i n  the  use of NASAP and various supplementary techniques. 

1.1 References - 
1. McNamee, L. P. and H. Potash, "A User 's  Guide and Programmer's 

Manual f o r  NASAP", Report No. 68-38, University of California,  
Los Angeles, August 1968. 

2. Rooney, C; J. and E. IJ. Weber, "Application of NASAP t o  t he  Design 
of Comnlunication Circuits ,  " Fina l  Technical Report, Contract 
NAS 1 2 - 6 ~ ,  I l l - inois  I n s t i t u t e  of Technology, Chicago, Ill., 
May 1969 

3. Happ, W.W., "Flowgraph Techniques f o r  Closed Systems," IeEE 
Transactions on Aerospace and Electronic - Systems, - 
AES-2, no. 3, pp. 252-264, May 1.- 



DESIGN CRITZE33A 

This chapter covers mater ia l  on the  basic design c r i t e r i a  which 

r e l a t e  t o  t he  hardware system, software, and design methods used during 

t he  course of t h i s  study. 

2.1 Hardware Requirements - 

A hybrid computer system cons i s t s  of a general-purpose digital .  

computer and a general-purpose analog computer interconnected through a 

conversion and control  linkage system plus various input/output I devices. 

This type of computing system has d i s t i n c t  advantages and disadvantages 

compared with e i t h e r  Fure analog or  d i g i t a l  c o q u t e r s  f o r  ce r t a in  c lasses  

of problems. It is  remarkable t h a t  most of t he  desi rable  cha rac t e r i s t i c s  

1 7 2  of both analog and d i g i t a l  computers a r e  ccnserved i n  h jbr id  systems . 
Minimal requirements f o r  hybrid computer hardware a r e  a s  follows: 

1) An analog computer with buffered d i g i t a l  controlled 

parameter un i t s  and integrator  mode and time scale  

control, high-speed overload detectors,  and d i g i t a l  

controlled patching of a portion of t he  analog program. 

2) A d i g i t a l  computer with buffered input and output 

r eg i s t e r s .  

3) A linkage system with a multiplexed A-D converter; 

buffered D-A, codverters ; and control, in terrupt ,  

trunk, and sense l i ne s .  

The hybrid computer system a t  Tulane University consis ts  of four a1 W-48, 

two mi 16-~LR, an6 one W I  23= analog computer, a Univec AN/GSK-1 

2-1 



d i g i t a l  corflputer, and a f lex ib le  linkage system. The hybrid comyuter 

system diagrzm i s  shown i n  Figure 2-1. 

2.1.1 Analog Conrputer Section --. - 
Analog computation i s  involved basical ly  with time dormin information 

i n  continuous fonn. Since t o t a l  solution times are  conlrnonly of the  order , 

of a few rrilliseconds, an o s c i l l o s c o ~ e  i s  often used t o  display the 

. . 
continuous dynar;lic output response f o r  photographic recording. Direct 

v isua l  observation is possible with a storage oscilloscope, or  i t e r a t i v e  

solutions can be executed t o  provide f o r  viewing on a non-storage 

oscillloscope , 

Representation of information i n  con'tinuous forin eliminates such 

problems as rou.nd-off e r ror  which is  SO troublesome i n  i t e r a t i v e  compu- 

t a t ions  using d i g i t a l  computers. The accuracy of analog computation 

i s  limited by the precision with which a quantity can be represented 

and measured on the com-puter. Analog computer accuracy is  ordinarily 

l imited t o  approximately 0.015 of fu l l - sca le  by the tolerance of computer 

components. 

This type of information can be transmitted and used without 

requiring cost ly  devices such as  the regis ters  which provide access t o  

the  main memory uni t  of d i g i t a l  computers, hence time-sharing of hard- 

ware i s  unnecessary f o r  many problems. Because of the continuous manner 

and economy of t h i s  type of computation, it is common pract ice t o  use 

separate computing elements t o  implement every s imilar  mathematical 

function of different  arguments as well as the d i f fe rent  functions of a 

given ar,.;ument. This  pa ra l l e l  or sim~ltaneous operation of a11 compxking 

elements such as smmers, integrators, and n l ~ l t i p ~ i e r s  is  the prilrlary 





reason f o r  the  high co~tiputing speed t h a t  i s  possible with analog 

computers. Prsctica. l ly instantaneous exec-o..lion i s  l imlJ~ed mainly by 

t h e  bandwidth of the  cor~puting elements ra ther  than by the  complexity 

of t he  problem. 

D ig i t a l  controlled parameter un i t s  (DPU) have been added t o  t he  

computLng un i t s  of the  analog computers t o  provide f o r  automatic 

adjustment of c i r c u i t  and performance index parameters, scal ing of t he  

analog program, and weighting f ac to r s  used i n  t he  optimization programs. 

Mode and time scale  in te r faces  hzve a l s o  been developed t o  provide f o r  

automated sensing of the  nonlinear operation of any ampli f ier  computing 

u n i t .  Direct  c i r c u i t  design including autoiiated s t ruc ture  manipulation 

has necessitated the  development of d i g i t a l  controlled patching of 

appropriate portions of t he  analog program. 

2.1.2 Dig i t a l  Computer Section 

The d i g i t a l  cornputer provides t he  capabi l i ty  of performing a r i t h -  

metic computations, l og i ca l  decisions, data  storage, and modificaticn of 

a program on the  bas i s  of computations. These fea tures  permit t he  

capab i l i t y  of using stored programs, nonlinear function generation, and 

time delay of a sampled waveform. An addi t ional  important cha rac t e r i s t i c  

i s  t h e  inherent precision which i s  l imited only by the  number of b i t s  

used i n  the  memory. Computational accuracy i s  fu r the r  dependent on t'ne 

pa r t i cu l a r  numerical algorithm used. 

The Univac d i g i t a l  computer, origlna.ily used f o r  USAF miss i le  

guidance, was obtained a s  Goverment surplus property. The chief merit 

of t h i s  comyxber i s  i t s  high r e l i a b i l i t y  resulCing from the  recpirements 

of t he  Titan I miss i le  weapons system. It does have several  buffered 



input and output reg is te rs  which provide fo r  t ransfer  of the necessary 

data an6 control -information. 

2.1.3 Linka,ge System 
P 

The conversion and control linkage system expands the storage 

capacity of the d i g i t a l  computer t o  effect ively include the  analog 

computer znd associated peripheral. analog devices and systems. I n  . . 
addition, t h i s  interface permits the d i g i t a l  computer t o  perform many 

of the functions of a human operator re la t ive  t o  the analog computer 

and associated equipment. 

This uni t  provides f o r  encoding and decoding of information which 

is  transmitted between portions of the systen, f o r  logic operations, and 

f o r  appropriate routing of control and in fom, t ion  channels. The linkage 

system has the following three modes of operation: control, conversion, 

and logic.  The control mode may take on any of three possible forms. 

I n  mode CMXXX, control signals are  passed from the A-register on the  

d i g i t a l  computer t o  the anslog integration mode control inputs specified 

by the three l e a s t  significant d ig i t s  of the linkage mode s t a tus  word. 

I n  mode CTXXX, con-&rol signals are,passed from the D-register t o  the  

analog integrator time scale control inputs specified by the three 

l e a s t  s ignif icant  digi-ics of the linkage mode s ta tus  word. I n  mode CPXXX, 

control s ignals  a re  passed from the S-register t o  the DPU specified by 

the three l e a s t  s ignif icant  d ig i t s  of the linkage mode s t a tus  word. 

I n  the conversion mode, both A-D and D-A operation a re  possible. 

I n  mde ADXXX, address signa1.s are  passed from the D-register on the 

d i g i t a l  conlpu-l;er t o  the m~~lti .plexer.  Linkage mode s ta tus  word AI)PXX i s  

used t o  control  the operation of the A-D converter. I n  nlode DAXIC<, 



address s ignals  from the D-kegister cause the D-A converter specified 

by the three l e a s t  s ignif icant  d i g i t s  of the Linkage mode s ta tus  word 

t o  be selected. The S-register supplies the data word t o  the D-A 

converter . 
The logic mode provides the a b i l i t y  f o r  the d i g i t a l  computer t o  

send or receive logic s ignals ,  This provides an a l te rna te  means f o r  

controll ing the operation of the  analog computers, Logic signals such 

as synchronization and overload signals originating on the analog 

computers can be sensed by the d i g i t a l  computer t o  provide interrupts .  

2.2 Software Requirements 

Since a hybrid computer provides f o r  simultaneous use of an analog 

computer and a d i g i t a l  comp-ater, hybrid systems of fer  a l l  the advantages 

of both analog and d i g i t a l  computers. I f  the d.igita1 computer has a t  

l e a s t  a 32K core memory, then it can a l so  serve as a stand-along digital .  

computer t o  provide f o r  execution of a d i g i t a l  computer-aided c i r c u i t  

analysis pr0gra.m such a s  NASAP. However, since most hybrid computer 

systems curreut ly have no more than 1 6 ~  core memory, t h e i r  appropriate 

use re la t ive  t o  exis t ing computer-aided design programs i s  supplementary 

i n  nature. 

For c i rcu i t 'des ign  problems where no synthesis procedures a re  ava i l -  

able, optimiz.ation Lechniq~ies can often be used t o  advantage . since 

optimization requlres tha t  parameters be repe t i t ive ly  adgusted u n t i l  the 

hest  design has been obtained, the number of i te ra t ions  may be large.  

Dynamic c i r c u i t  simulation p e r f o r ~ e d  on the analog computer portion of 

the hybrid system i s  by f a r  the most e f f i c i en t  portion of the computation. 

Since the analog con~puter e x e c u t l o ~  time i s  independent of c i r c u l t  



corrlplexity or the order of the system, one means of accomplislzing a 

reduci;ion i n  execui;ion time is  t o  e q h a s i z e  the analog portion of tlie 

c i r c u i t  design algorithm. This high speed charac te r i s t ic  of the  analog + 

portion permits the increased use of elementary optimization techniques, 

which require la rger  numbers of i t e ra t ions ,  t o  achieve f a s t e r  solut ions  

than possible with more e f f i c i en t  a l l - d i g i t a l  optimization technj.ques 

which require fever i t e ra t ions .  With simple optimization algorithms 

there  i s  l i t t l e  need f o r  other than -chine language programming. 

Besides, t h i s  makes it possible t o  increase the exemtion e f f ic iency  

of the  digita.1 compt~ter portion of the  program. The remining port ion 

of the  d i g i t a l  computer program which primarily accomplishes cont ro l  

operation can a l so  be appropriately wri t ten i n  machine language trith 

l i t t l e  e f f o r t .  

This unshphisticated programming requirement i s  especial ly  aes i rah le  

because individual hybrid computers d i f f e r  considerably. When automatic 
I 

patching of t he  analog portion and universal  hybrid software become 

commonly avai lable  as  is  the  case f o r  d i g i t a l  computers, then the  csse  

f o r  machine programming longer hold. The programing 

of the  dynamic system simulation on the  analog computer is accomplished 

i n  a simple and s t r a igh t  forward manner a s  described i n  Che,pter 111. 

In general, hybrid software i s  required t o  provide a convenient 

means f o r  mechanizing s e t s  of ordinary and/or p a r t i a l  d i f I 'erent ia l  

e q ~ a t i o n s .  Software f o r  hybrid cornputation i s  often required t o  provide 

f o r  real-time and t ime-cr i t i ca l  operation. Real-time operation is 

required i n  svch cases a s  those where ac tua l  t r ans i s to r s  and diodes serve 

as canputing elements i n  the  netvork sinml8,tion t o  represent corresponding 

netlrork devices. The software mus5 a l s o  assure synchronizatj.on of the  



analog and dj.gita,l computer operation. There must be provision f o r  the 

programmer t o  control t ime-cr i t ical  computations f o r  suita,bl-e opera,tions. 

The major disadvantage of hybrid coriiputstion i s  the requirement of 

hardware-oriented real-time prograrming . 

2.3 Hardware-Software Trade-Off Poss ib i l i t i e s  

Exploitation of computer-aided c i r c u i t  design techniques generally 

s t a r t s  with an assumed. mathematical model of the c i r c u i t  t o  be designed 

so t h a t  off-l ine co~nputations can be perfom-ed. It is  believed t h a t  the  

ava i l ab i l i t y  of accurate device models i s  c ruc ia l  f o r  any systematic 

analyt ical  treatment, and the absence of such models prac t ica l ly  precludes 

the Jus t i f iab le  use of the  computer f o r  c i r c u i t  design. It is a l s o  

desirable t o  obtain the simplest possible device models of suf f ic ien t  

accuracy since higher-order models limit the s i ze  c i r c u i t  t h a t  can be 
I 

t reated using e i ther  analog or d i g i t a l  computers. Since execution time 

f o r  d i g i t a l  compter  programs increases f o r  higher order models, the 

expense of computer-aided design may become economically prohibitive f o r  

cer tain types of calculation such a s  those whlch involve optimization 

techniques. 

The programming of the c i rcuLt  simulation on the analog computer Is 

primarily accom2lished by subst i tut ing analog computing elements f o r  

corresponding elements or  parameters of the physical c i r c u i t  being 

stu-died. However, wher accurate models a re  required, actual. physical 

electronic devices can a l s o  be incLude3 as  computing elements i n  the  

ci .rcuit  simulation as  described i n  Cha,pter 191. 

2.4 --- Perf ormanee Indices - 

Computer-aided c!.rcccit design uaua,ll.y involves a step-by-step process 



5 of repeated a,aa>%ysis . It i s  often advantageous t o  simulate t he  c i r c u i t  

6-8 including the  equiva.lei1-i; c i r c u i t  representations of act ive  devices . 
The mode%, i s  then analyzed f o r  a given s e t  of parameter values, and t h e  

r e s u l t s  a r e  cornpared with the  specif ied design c r i t e r i a .  Based on t h e  

findings of t h i s  conlparison and the  designer ' s  pa s t  experience, new 

parameter values t h a t  a r e  expected t o  improve the  design a r e  chosen. 

An i t e r a t i v e  process i s  continued u n t i l  the  prescribed tolerance f i g u r e  

i s  met. This technique requires involvement of t h e  designer, end it 

lacks throughput speed. 

It appears t h a t  r e l a t i v e l y  few computer-aided techniques a r e  ava i l -  

able  f o r  d i r e c t  c i r c u i t  design.. If the  c i r c u i t  designer constructs an 

algorithm which accomplishes the  required decision making process involved 

i n  step-by-step repeated analysis  and parameter adjustment, then an 

automated direcf,  design i s  possible. This permits designers t o  be f reed  

from nluch Vnat i s  rout ine  s o  t h a t  t h e i r  experienced engineering judgment 

can be directed t o  e f f i c i e n t  e f f o r t  such a s  evaluation of t he  f inal  design. 

I n  obtaining the  bes t  values f o r  the  model parameters, it i s  necessary 

t o  es tab l i sh  a comparison c r i t e r i o n  or perforr~lance index. An obvious 
* .  

choice is an index based on the  dif ference ( e r ro r )  between the  ac tua l  o r  

desired t r ans i en t  response and the  t r ans i en t  response of the  model t o  

the  specified input.  The i n t eg ra l  of the  squered e r r o r  (1,513) has been 

used extensively i n  t h i s  p ro jec t  a s  t re l l  a s  t he  i n t e g r a l  of the  absolute 

e r ro r  ( I A E ) .  Other c r i t e r i a  can a l s o  be used with equal ease s ince an 

9 ana ly t ica l  solut ion i s  not required . The chosen performance index can 

be computed on the  analog compter  and returned t o  the  d i g i t a l  por t ion of 

t he  system, or it can be comgd-ted on the  d i g i t a l  corn2uter. The optj.mi- 

zation a.lgorithn opere,tes upon t h i s  quenti ty.  



2.3 Data Requirements 

The i n t e r n a l  processes of e lec t ron ic  devices a r e  not of specif ic  

i n t e r e s t  f o r  many c i r c u i t  design problems, bu t  ra ther  t h e  influence on 

ex te rna l  performance. I n  these  cases, device models only need t o  

reproduce the  desired terminal  cha rac t e r i s t i c s .  Emphasis w i l l  then be 

placed on obtaining t h e  simplest  models which meet t he  required speci-  

f i c a t i ons  subject  t o  ce r t a in  cons t ra in t s  such a s  physical  r e a l i z a b i l i t y  

and the  range of all-owable parameter values. 

Input da i a  a r e  i n  t h e  form of continuous time-domain input-output 

measurements o r  specif icat ions .  The network topology o r  a m.thematical 

model i s  programmed on t he  analog computer as described i n  Chapter 111. 

2.6 Design Flow Diagram 

The f i r s t  s t e p ' i n  t he  network design or .device  modeling process i s  

t h e  se lec t ion  of a poss ible  network o r  device model. The forrn of t h i s  
I 

model w i l l  be influenced by t h e  spec i f ica t ions  of t he  problems, t he  

ava i lab le  technology, t he  experience of t he  designer, and t h e  a l lovab le  

design techniques. For d i f f i c u l t  design problem where no synthesis  

procedures a r e  known, optimization techniques performed with t h e  a i d  of 

computers have proven t o  be useful  f o r  obtaining t h e  be s t  s e t  of param- 

e t e r s  f o r  a given model form. An i t e r a t i v e  process of repeated ana lys i s  

and parameter var ia t ion  continues u n t i l  the  optimum s e t  of parameters 

i s  i den t i f i ed  f o r  t he  i n i t i a l  model. This is  i l l u s t r a t e d  i n  the  flow 

dizgram of Figure 2-2. 

If it i s  ver i f i ed  a f t e r  experimenting with t he  r e s u b t i e  des5.g~ t h a t  

t h e  specif icat ions  have been met, then fabr ica t ion  i s  an appropricte 

recornmenaation. Otherwise, a new model must be se lected and t h e  process 
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repeated unti l .  the  specif icat ions  have been met. This procedure as 

applied t o  net.i.lorlr. des ign  i s  surrimarized i n  the  flow diagrstln of Figure 2-3. 

Another technique which i s  useful  i n  c i r c u i t  design i s  the  conbined 

analog/digilal-K~SAP technique f o r  t r ans i en t  analysis.  This i s  i l l u s t r a t e d  

i n  t h e  flow d i ~ g r a m  of Figure 2-4. 
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Chapter 111 

R%COI.~QEIDD PRACTICES 

3.1 GuZdelines f o r  Recomnended Analyt ical  Nethods --- 
This chapter presents  mater ia l  concerning prac t ices  which have been 

found t o  be u se fu l  during t he  course of t h i s  work. 

1 . 1  Ind i r ec t  Analog Simulation of Linear Ci rcu i t s  - - 
Mathematical. models f o r  e lec t ron ic  c i r c u i t s  a r e  based on Ki.rchhofffs 

laws which describe the  i n t e r - r e l a t i ons  between currents  and voltages i n  

t h e  c i r c u i t s .  Passive l i n e a r  c i r c u i t  elements can be represented a s  

sho~in i n  Table 3i1. 

The c i r c u i t  shorn i n  Figure 3-1 can be modelei! on t he  analog coqu-ter  

using t he  breadboard technique by simulating t he  f o l l o w i n g s e t  of 

equations: 

The flow graph representa t ion of E q ~ a t i o n s  (3-1)) (3-2), and (3-3) i s  

given i n  Figure 3-2, and t h e  computer diagram f o r  t he  breadboard simulation 

of t h i s  circui-s given i n  Figure 3-3. It i s  seen t h a t  t he  breadboard 

technique r e t a in s  c i r c u i t  topology, and t h a t  t h e  individual  c i r c u i t  

elements a r e  pazameters of t he  sinulat2on.  This technique i s  s a t i s f a c t o r y  

1,2 f o r  t he  analysis  of a c i r c u i t  of known topology , 

If input-odtpu-b informnation i s  of i n t e r e s t  f o r  zero i n i t i s l  condit ions,  

then conventional. analog coxputer programing b8,sed on t r ans f e r  r e l a t i o n s  





Figure 3-1. Linear t h i r d  order  R-L-C c i r c u i t  



I.. 

Figure 3-2 .  Flow graph representation of the circuit in Figure 111-1. 

Figure .3-4. Computer diagram for the breadboard simulation of the circuit 
in Figure 111-1. 



is  preferred. Since the  NASA'$ program can be used t o  deternine t he  

3 t r ans fe r  function , it i s  desi rable  t o  use t h i s  f ea tu re  of t o  

obtain the  ma,thematica%. mod-el. For the  c i r c u i t  of F i p p ~ e  3-1, the  

t r a c s f e r  function f o r  t he  voltage response across the  capacitor irith 

respect  t o  an applied dr iving function is of the  form 

The flow graph representation of Equations (3-4) i s  given i n  Figure 

3-4, and the  computer diagram obtained by conventional analog computer 

programming is given i n  Figure 3-3. A n  equivalent flotr graph t o  t h a t  

given i n  Figure 3-4 f o r  t he  mathematical xodel of Equation (3-4) i s  

given i n  Figure 3-6 and t h e  corresponding analog coolputer di,e.gra,m is 

given i n  Figure 3-7. 

3.1.2 Modeling Nonlinear Semiconductor Devices - 
Hybrid computers a r e  pa r t i cu l a r ly  well  su i ted  t o  the  analysis  of 

l i n e a r  and nonlineer dynamic c i r c u i t s  and systems. T&en accurate models 

of ac t ive  devices a r e  required, c o ~ s i d e r a b l e  advantage can be real ized 

by using actual. physical  c i r c u i t  devices a s  computing elements i n  the  

analog cornputer portion of the  hybrid system. For example, a given 

t r a n s i s t o r  or an a p p o p r i a t e  subs t i tu te  can be used a s  a nonlinear 

analog computing element which represents a dc model of i t s e l f  i n  a 

breadboard o r  quasi-analog t ~ p e  simulation. Tinie sca l ing  t he  ac por t ion 

of t h e  Zbers-Moll or charge-control models by a f ac to r  k i s  accomplished 

by including feedback capacitors i n  the  simulation t h a t  a r e  k t i n e s  t he  

corresponding junction capacitaoees . 



Figure 3-4. Flow graph representation of the mathematical model of 
Equation (111-4). 

Figure 3 -5. Coaventional. analog coi~puter diagram for the mathematical 
model of Eq~iat*ion (111-4). 



Figure 3-6. Equivalent flow graph representation of the methematical 
mcdel of Equation (111-4). 

Figure . 3-7. Equivaleni; m a l o g  corilputer diagram f o r  the nlathematical 
m c d e l  of Equa,Lion (111-4). 



This procedure named the separation technique by Angelo, Logan, and  

4 5 
Sussman (1968) , is  based on the work of G m e l  a,n2 Nurphy (3.967)'. W i t ' i i  

6 .  t h i s  technique it i s  convenient t o  vary c i r c u l t  and device pararileters , 
perform sensj-t ivity analysis, and obtain optimum c i r c u i t  designs based on 

dynamic specifications.  Total execution times of the order of mil~iseconds 

f o r  a complete dynamic analysis a re  possible regardless of the c i r c u i t  

complexity since a l l  analog computing elements operate simultaneously or 

i n  pa ra l l e l .  Progranlming time i s  reduced over tha t  required for e i the r  

analog or digital .  computer-aided c i r c u i t  analysis. 

The instantaneous base current i n  a t rans is tor  derived f o r  the extended 

Ebers-Moll or the charge-control model i s  

q~ 
i s  the forward componeni; of charge stored i n  the base. 

qr 
is  the reverse component of charge stored i n  the base. 

T is  the effect ive base recornhination l i fe t ime f o r  forward 
bf injection. 

Qr is  the effect ive base recornbination Icetime f o r  reverse 
inject ion.  

C i s  the  emitter junction t rans i t ion  region capacitance. 
j e  

C i s  the col lector  junction t rans i t lon  region capacitance. 
j c  

v is  the emitter junction voltage. 
e j  

v is  the col lector  junction voltage. 
c  j 

A sui table  t r ans i s to r  can be used a,s an analog computing element 

which generates the portion of the nonlFnear I.ow frequency model repre- 

sented by the f i r s t  two t e r m  i n  Equa'cion (3-3).  13ased on the gross 

assm$tj.on t h a t  a l l  l ifetimes are  equal, t'ne lev-frequency conponent of 
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the  base current i s  

This assumption of equal. l i fe t imes is  sa%isfa,c.tory unless the coLlec'tor 

junction is  for1:ard biased. I f  t h i s  i s  the case, then the  conventional 

analog programing technique should be used. The instanta,neous base 

current can a lso  be expressed a s  

If a l l  expressions a re  time scaled according t o  the relat ionship 

T = kt, then there resu l t s  

The breadboard representa%ion f o r  a time scaled simulation of a 

t r ans i s to r  is shor.~n i n  Figure 3-8. Assuming t h a t  the voltage drop across 

the  sensing r e s i s to r  r is  sml-b compared with the voltage drops across the 

t r ans i t ion  region capacitances, the current through these capacitances i s  

dv dv 
e3 i = - kcJe - Cd 

k kCjc dT . (3-9) 

The current through capacitance C i s  

Summing the currents i n   cations (3-6), (3-9)) and (3-10) gives 

Ecpati.on (3-31) is  equivalent t o  Equation (3-8) i f  

kr = CAr  (3-12) 

Hence, the t r acs i s to r  mods1 shown i n  Figure 3-8 is  time scaled by a 

C A r  fac.tor - , a,nd the effect ive time-scaled l i f e  time is  k.i. 
'r 



Fipre 8 .  Breadbcard separation model for transistor 
simdlation. 



Passive c i r c u i t  co13ponents can a lso  be represented by s ta,ndard 

analog compu.ting el.ements. Consider the RC load i l l u s t r a t ed  i n  Figure 

3-9. This c i r c u i t  ccan be siu~ubated fo r  dynzmic comnputation 8,s indicated 

i n  Figure 3-10. 

The conventional analog computer met1106 of modeling a t r ans i s to r  i s  

based on the simulation of the extended Ebers-Mol-l model i l l u s t r a t e d  i n  

Figure 5-11. I n  t h i s  case time-scaled diodes a r e  used t o  simulate the 

junction nonlinearit ies.  The emitter and col lector  currents a re  given by 

and 

where 

T is  the  minority ca r r i e r  excess charge stored i n  the  device. 
f 

T is the  reverse inject ion charge control parameter. 
r 

The forward conduction current is 

and the reverse current i s  

The effect ive base recombination l ief t ime f o r  forward in jec t ion  may 

be expressed a s  

where a i s  the  forward current gain, arnd the effective base recombination 
f 

l i fe t ime f o r  reverse inject ion m y  be expressed 8,s 



Figure 3-9. RC co l l e c to r  load output s tage .  

Figure 5-10. AnaLog com2uter sL~mla t i on  of RC load. 



Figure 3-11. Extended Ebers-Moll T r a n s i s t o r  model. 



where a i s  the  reverse current gain. r 

Substi tution of Equations (3-15), ( 6 ,  ( 1 )  and (3-18) i n t o  

Equations (3-13) and (3-14) yields 

di 
f r dv 

i = i  + a S r  e f r  f f  f C  j e =  e J - t r , i  r r r  

and 

The diodes can be modeled by simulating the  equation f o r  instantaneous 

diode current.  Charge control  theory provides the  re la t ionship 

where 

i is t h e  instantaneous diode current d 

q i s  the  minority c a r r i e r  excess charge stored i n  the  device 

T is  the  minority c a r r i e r  l i fe t ime f 

C i s  the  junction transit ion-region capacitance 
j 

v i s  the  voltage across the  junction 
d 

The low frequency diode current i s  

Substi tution of t h i s  re la t ionship i n  Equation (3-21) yie lds  

If t h i s  e q r e s s i o n  i s  time scaled according t o  the  re la t ionship 'p = kt, 

then Equation (j-23) becomes 



Figure 3-12. Circuit of a grounded emitter transistor amplifier. 
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The Laplace transform of Equation (3-24) i s  

As an example of the use of the separation principle, the grounded 

emitter t ransfs tor  aniplifier shottn schematically i n  Figure 3-12 t r i l l  be 

modeled using conventional analog computer progra.nmiing of Equations (3-lg), 

(3-20), (3-25), and (3-26). The resul t ing analog computer diagram i s  

shown i n  Figure 3-13. 

It has been shown t h a t  the breadboard method of sirrmla?;ion r e t a ins  

ac tua l  c i r c u i t  topology. This is  made p o s s p l e  by using sensing r e s i s t o r s  

t o  detect  junction currents. The low frequency component of the juncti.on 

. current i s  used as  a measure of the charge stored i n  the junction. Effects 

such as base widening and various interdependencies a re  provided without 

any programming required. 

I n  the conventional analog method of simulation, diodes a re  used t o  

provide the  Junction nonl-inearities i n  t rans is tor  models. Simuiation 

based on the  Eber's-Moll. t r sns i s to r  model includes two-simulated in terac t ing  

diodes which permit adjustment of individual device parameters such as  

nonlinear current gain an2 recombination l ifetimes. 

I n  a hybrid sirnulatior,, nonlinear f u ~ c t i o n s  such as  nonlinear current 

gains can be provlded by d i g i t a l  computer function generation. Base 

resistance and other parameter cha.nges can be controlled by the d i g i t a l  

computer program. This permits the designer t o  consider devices trhich 

have a rb i t r a ry  chara,cterlslics.  If a complex network has sections ~~Tl ich  



have similar topol.ogy, then the topol.ogica.1. s t ructure and the parameter 

values or the general. siinul.ation can both be nc3ified ui~der d i g i t a l  

con1pu.ter control as required, The conver;tlonal analog method is  well 

suited t o  hybri6 con~puter implementation of dynamic optimization 

tecbniqu.es and sens i t iv i ty  analysis since solution times of the order of 

milliseconas a r e  typical .  

3.1.3 Nonlinear Function Generation 
7 

Nonlinear functions can be generated on an analog compirter using 

diode function generators. Their main disadvantage i s  the  s e t  up time. 

If the  function requires z large number of segments, then the  cost becomes 

excessive, These special  purpose devices'cannot be used f o r  other 

purposes. 

The hybrid computer can provide nonlinear function generation i n  a 

more e f f i c i en t  manner. The instantaneous value of the  independent c i r c u i t  

quantity represented on the  analog computer is  digit ized, the  digital. 

computer is programmed t o  perform a table-lookup, and the  resuLting value 

2s transforrnefi i n t o  a n  analog voltage l eve l  and transmitted t o  the analog 

computer. 

Individual breakpoints a re  supplied by the c i r c u i t  designer as input 

data  t o  the d i g i t a l  computer. The d i g i t a l  computer i s  programme8 t o  perform 

l inea r  interpolation between these breakpoints. The buffered ou.tpu.t i s  

a zero  orcier hold approximation of the desired output function. This 

s ta i rcase  f u ~ c t i o n  can be smoo'tiled by passing it through an analog 

comp~ter representation of a low-pass f i l t e r  with a t ransfer  function of 

%he form 



The smoothing i s  i~nproved. f o r  a lower cut-off frequency, w but the  
0' 

resul.ting phase s h i f t  or time delay i s  increased. A predictor network 

can be incl-uded t o  con~pensate f o r  t h i s  time delay. 

3.1.4 Direct Design of Linear Dynamic Circui ts  ---- --*-- 

Exploitation ow" computer-aided design techniques genera.11~ s t a r t s  

with an assumed mathematical nodel of the 'system or circui"c0 be desS-gned. 

It i s  believed t h a t  the ava i l ab i l i t y  of accurate device models is  c ruc ia l  

t o  the  jus t i f i ab le  use of the computer f o r  c i r c u i t  design. It i s  a l s o  

desirable t o  obtain the simplest possible device mode1.s of suf f ic ien t  

accuracy since higher-order models l i m i t  the s i ze  netvork t h a t  can be 

t rea ted  using e i the r  analog or d i g i t a l  computers. Since execution time 

fo r  d i g i t a l  computer programs increases f o r  higher order mcdels, the 

expense of computer-aided design nlay become economicaLly prohibitive f o r  

cer ta in  types of calculations such as  those vhich involve o~t imiza, t ion 

techniques. 

For device specifications i n  the time donain, analog computers have 

been used effectLvely t o  ident i fy the parameters of system functions of 

assumed form which resulted i n  the bes t  match between the device response 

and the model response t o  a specified input f u n c t i ~ n ~ - ~ .  More recent ly 

the  d i g i t a l  computer has been used t o  inpl-ernent automated parameter iden- 

10 
t i f i c a t i o n  f o r  electronic c i r c u i t s  . Hybrid conrputer systems have been 

f ,2  used very l i t t l e  f o r  electronic c i r c u i t  design . 
For many purposes the in t e rna l  processes of the devlce a re  not of 

11 
specific in te res t ,  but ra ther  the influence on external system performance . 
In these cases, the model only needs t o  reproduce the desired -l;erminal 

c h a r a ~ t e r i . s t i c s ~ - ~ ~ ~  Ebpbasis w i l l  then be placed on obtaining the 



simplest model 1:hich meets the  required specif icat ions  s~1.bjec-b t o  c e r t a i n  

constra ints  such a s  physical  r e a l i z a b i l i t y  and the  range of' a l l o w a b k  

r 8 
parameter values . Attention i s  concentrated on l i nea r  c i r c u i t s  des- 

cribed by pre-determined mathema%icn3. models f o r  which the  bes t  values of 

t h e  parameters c r e  t o  be selected19. An extension t o  t he  problem i s  t o  

optirdze the  stru.ctpure of t he  mathematical model a s  ~ . r e l l  a s  t he  param- 

e t e r s  of t he  given model20. This model s t ruc ture  i s  represented by an 

analogous interconnection of physical devices avai lable  a s  cou-uting 

elements on the  analog computer. 

It appears t h a t  most e f f o r t  i n  t he  a rea  of computer-aided c i r c u i t  

des,ign bas been devoted t o  techniques f o r  network analysis  and t h a t  

r e l a t i v e l y  few techniques a re  avai lable  f o r  d i r e c t  c i r c u i t  design. I f  t h e  

c i r c u i t  d.esigner constructs an algorithm which accomplishes t he  required 

decision making process involved i n  step-by-step repeated analysis  and 

parameter adjustment, then an automted d i r e c t  design is possible.  This 

permits designers t o  be f reed from much t h a t  i s  routine so t h a t  t h e i r  

experienced engineering judgment can be directed %o e f f i c i e n t  e f f o r t  such 

as evaluation of t he  f i n a l  design. 

With t h i s  d i r e c t  design technique, a physical ly  rea l izab le  model con- 

s t ruc ted  of analog computer elements is  immediately avai lable .  Xhet'ner a 

transform approach o r  a s t a t e  var iable  approach i s  chosen, t he  model of 

t he  dynamic c i r c u i t  programed bn t h e  analog computer can take many f o r m  

including a breadboard arrangement, a cascade arrangement, a p a - ~ a l l e l  

arrangement., or  a feedback arrangement. The analog computer model. i s  

complete when a11 gain e l e m e ~ t s  have been specif ied.  The in tegra tors  pro- 

vide the  dynamics associa,ted with t he  t r ans i en t  response. 

I n  obtaining the  bes t  values f o r  t he  model parameters, it is necessary 



t o  esta,blish a comparison cr i te r ion  or index of performnce. An obvious 

choice i s  an index based on t h e  difference (error) between the ac tua l  or 

desired t ransient  response and the t ransient  response of the male2 t o  the  

specifieci input. The integra2 of the squared error  (ISE) has been used 

extensively i n  t h i s  project a s  11e13. as  the in tegra l  of the absolute e r r o r  

(DE). Other c r i t e r i a  can a lso  be used with equal ease since an ana ly t ica l  

solution is not required2'. The chosen index of performance can be computed . . 
on the analog computer and returned t o  the  d i g i t a l  portion of the system, 

or  it can be computed on the d i g i t a l  computer. The optimization algorithm 

operates upon t h i s  quantity, 

There a r e  numerous optimization techniques which have been well 

covered i n  recent l i t e r a t u r e  22'23. The techniques eql-oyed i n  t h i s  proJect 

have been simple ones based on sequential  univariate searches. The 

relaxation method requires tha t -on ly  one parameter be changed a t  a time 

and a minim1 of the index of performance is  found by varying t h i s  s ingle  

parameter with a l l  other parameters held fixed. Each parameter is  vmied 

i n  turn and then the whole process i s  i t e ra t ed .  u n t i l  no addi t ional  improve- 

ment i s  possible. 

This simple technique i s  not knovn f o r  i t s  mathenlatical elegance, how- 

ever, it does have the advantages t h a t  the logic required i s  r e l a t ive ly  

simple t o  program, no p a r t i a l  derivatives need t o  be taken, and it works 

on simple problems. A univariate search appropriately represents the  

automation of the I~uman decision process. It has proven t o  be effective 

fo r  showing c l ea r ly  the desirable capabi l i t ies  of d i r ec t  design i n  

numerous cases. Also, became of the s implici ty  of t h i s  optirrxization 

technique and the l o w  cost operation of the hybrid system, the execution 

can easily be verif ied by stepping thr9ugh the program i n  a manner that 



permits the designer t o  omen-bally check the 1.ogical. decisions implemented 

by the optinlization algorithm. It has the disadvantage, as do other 

methods, t ha t  it does not succeed i n  the location of the optlmum conditions 

Tor cer tain problems. 

An a l te rna te  method employing unlvariate search has been used. This 

involves the determination of the loca l  gradient of the index of perfor- 

mance with respect t o  the  parameters a t  a t e s t  point and then proceedings 

with a univariate search along the local. gradient t o  f ind  a minimu~. The 

process i s  then repeated. 

3.2 Hardware Design, Maintenance, and Diagnostics 
P V  - 
The hybrid computer system developed a t  W a n e  University can be 

represented a s  shown i n  Figure 3-14. The d i g i t a l  computer i s  a Univac 

AN/GSK-1. This machine has en 8K magnetic drum memory and s. 256-vord 

24-bit scratch pad core memory. The basic instruct ion time i s  40 ysec. 

Program input i s  by e i the r  of two paper tape readers or by manual console 

entry. Data input i s  through the eight constant reg is te rs  t o  the  

accumlator or  through a buffered data r eg i s t e r  d i r e c t l y  t o  core memory. 

Four output reg is te rs  and a pr in ter  provide -for 'he necessary display 

and data transfer-. 

The analog section i s  composed of four XAI TB-48, two EAI 16-31!, and 

one P4I 231R analog computer. These computers have been modified t o  provide 

f o r  d i g i t a l  mode and time sea-le control, automated patching, d i g i t a l  

parameter units,  and high-speed overload detectors.  The conversion and 

control linkage system includes several inul'ciplexed analog-to-digital 

converters and several digital-to-analog converters. 





, Moder'n commercial hybrid computer systems which are  currently avail-  

able represent a wide selection. There are  more than ten manufacturers 

of analog computers f o r  hybrid computer use, and the number of d i g i t a l  

computer manufacturers is  even larger.  Since each manufacturer has 

several d i f fe rent  models available, there a re  a large number of hybrid 

configurations available, at  widely differ ing costs. 

With most analog computer programming accomplished by patchboard 

connections, it is desirable t o  have a convenient patchboard layout. 

I f  hybrid computation i s  t o  be efficient,  then the monitoring of a l l  

analog, logic, and linkage elements by the d i g i t a l  computer is  necessary. 

Suitable hardware and software must be provided or developed fo r  diag- 

nostic and program check-out purposes. Perhaps the most d e s i r ~ b l e  feature 

of dl is  the requirement of r e l i a b i l i t y .  It w i l l  a l s o  be essent ial  

t&t provision be made t o  expand analog, logic, and linkage elements, 

by f i e l d  ins ta l la t ion  with minimal e f for t .  For high-speed i t e ra t ive  

operation t o  be feasible,  it w i l l  be essent ia l  t ha t  r e se t  aod hol6 

tlmes be minimal and t h a t  a q l i f i e r  bandwidths be i n  excess of 100KHz. 

I n  the case of the d i g i t a l  portion of the  hybrid system, .the cycle 

time is the most s ignif icant  requirement. This is  t rue  since the speed 

of the d i g i t a l  computer is  the most serious l imitat ion of t h i s  portion 

of the  system. It ' w i l l  be important t o  have a cycle time of b s e c .  or less .  

A 16-K memory of 24-bits or  more i s  desirable. A complete software 

documentation including standard FORTRAN IV, hybrid linkage control 

subroutines, and system diagnostic subroutines w i l l  be important. 

If funds are  available, it w i l l  be appropriate t o  se lec t  an 

experienced manufacturer who can provide complete systems responsibi l i ty  

and maintenance service. It was decided a t  Tulane University t o  develop 



in-house capab i l i t y  in these- a r e a .  

3.3 System 14anagement 
-"* 

I n  t he  educational environment, an in te rac t ive  computer-aided design 

'program i s  6esirabl.e. However, a d i r e c t  design program is usual ly  more 

e f f i c i e n t  cost-wise i n  t he  i ndus t r i a l  environment. This i s  p a r t i a l l y  

due t o  the  e f f ic iency  of operating a closed-shop d i g i t a l  f a c i l i t y .  The 

desi rable  fea tures  of a large, complex d i g i t a l  f a c i l i t y  would be 

espec ia l ly  convenient f o r  hybrid computation, hence a modified open-shop 

bas i s  of operation i s  recommended. The associated prograrrming and oper- 

a t i ng  ass is tance should prove bene f i c i a l  along with the  par t ic ipz t ion  of 

t h e  problem or iginator  who i s  fami l ia r  with t he  basic design concepts. 

This philosophy may preclude t he  a v a i l a b i l i t y  of a large-scale  d i g i t a l  

computer f o r  hybrid coxputation. The need f o r  real-time access t o  the  

d i g i t a l  computer w i l l  a l s o  eliminate prime s h i f t  u.se of many systems. 

These considerations suggest the  need f o r  a col-rlmitted medium-scale d i g i t a l  

computer with off- l ine  or  non-real-time coupling t o  the  large-scale  

machine. The background of the  u.sual d i g i t a l  computer center  s t a f f  a l s o  

tends t o  l i m i t  t he  usefulness of a, large-scale machine f o r  hybrid compu- 

t a t i o n  unless the  machine i s  ccnmitted nearly f u l l  t i n e  t o  hybrid problems. 

I t , c a n  be reasoned t h a t  a s  t he  speed and cos t  of d i g i t a l  computers 

improve then the  digita.1 computer can eliminate the  need f o r  hybrid 

computation, It resu l t s ,  hotrever, t h a t  a s  d i g i t a l  devices become ava i l -  

able  which are  f a s t e r  and l e s s  expensive then the  hybrid in te r face  a l s o  

becornes f a s t e r  and l e s s  expensive. This coupled with the  high speed 

p a r a l l e l  in tegrat ion c a ~ a b i l i t y  of t h e  anelog computer gives ample 

j u s t i f i c a t i on  f o r  an t ic ipa t ion  of a. u.sefu?. fu ture  f o r  hybrid compu-tation. 



3.4 Data Display -- 
Analog coinpxbc'cion is  involved basical ly  with time doxa,in in fo rmt ion  

i n  continuous form. Since t o t d  solution t i r n e s  a re  corm~only of the 

order of a fetr milliseconds, an oscilZoscope i s  often used t o  display the 

continuous dynandc output response f o r  p5otogra;phic recording. Direct 

v isua l  observation is  possible with a storage oscilloscope, or i t e r a t i v e  

solutions can be executed t o  provide f o r  viewing on a non-storage 

oscilloscope. 

After i t e ra t ive  d i r ec t  design conrputation, the values of corrrputed 

optimum parameter values a re  l i s t e d  on the outpu.t pr inter .  Scaled 

values of the optimum performance indices and infomation concerning 

optimum network topology are  a l s o  l i s t e d .  
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Chapter IV 

REX'RESEIVTATIVE: DESIGISS 

This chapter is  intended f o r  review and reference. The various 

hybrid methods which have been found t o  be appropriate f o r  netvork design 

, are  presented. The s ignif icant  capabi l i t ies  and limitations of these 

. . methods are  discussed from the point of view of the user. 

4 .1 Representative Methods 

The most appropriate methods t o  be considered i n  connection with 

hybrid computation w i l l  make use of one or more of the following strong 

points of e i ther  analog or d i g i t a l  computers. 

1. High speed pa ra l l e l  operation of a l l  analog computational 

elements fncluding multiplication, integration, and 

nonlinear function generation. 

2. F a c i l i t y  f o r  including actual  physical devices from the 

network under study i n  the computer simulation. 

3. Abi l i ty  t o  "trade off" d i g i t a l  solution time and 

accuracy. 

4'. F a c i l i t y  f o r  performing logica l  operations and 

providing unlimited time delay or memory. 

5. Abi l i ty . to  automatically modify the d i g i t s 1  program 

on the basis  of calculations. 

The high speed, pa ra l l e l  operation of the analog computer w i l l  be 

desirable primarily f o r  analyzing or simuZating the operat2on of networks 

with dynamic and/cr nonlinear character is t ics .  The analog computer a l s o  

makes it possible t o  include actual  physical devices such as diodes and 



t rans is tors  i n  the simulation. This removes some of the restrictions on 

the s ize  network tha t  can be handled. When accur8cies of more than O.l$ 

a re  requir'ed, it i s  necessary t o  t rade increased off- l ine ciigital  solution 

time f o r  accuracy. I t e ra t ive  computa,tion and logica l  operations as 

required i n  optimtzation calculations a re  possible through the linlrpge of 

d i g i t a l  and analog computers. Automatic modification of the d i g i t a l  

program on the bes is  of calculations can be supplemented by d i g i t a l  

control  of the analog program t o  e f f ec t  automatic structure modification. 

4.1.1 Direct Design =ample 

A s  a simple specif ic  example of the d i r ec t  design method described 

i n  Section 3.1, a single-stage attenuated f i r s t -order  low-pass f i l t e r  w l l l  

be designed. The t ransfer  function of the f i l t e r  i s  

It i s  desired t o  f ind  the values of K and a t h a t  cause the  model output 1 

~ ~ ( t )  t o  give "best" agreement with the actual  o u t ~ u t  or desired output, 

~ ( t ) ,  i n  response t o  a s tep  function input x ( t ) .  I n  terms of s t a t e  

variables the network equations consis t  of a s ingle  s t a t e  equation 

and a single ov.tput equation given by 

A diagram giving the analog model of the low-pass f i l t e r  i s  shown i n  

Figure 4-1. There it i s  seen tha t  the d i g i t a l  computer under program 

control inser t s  parameters K and a in to  the analog m d e l  through the 

digital-to-analog converters. The index of performance is  generated i n  



4-3 I Schematic 



the analog computer and returned t o  the d i g i t a l  computer through the 

anal-og-to-digital converters. 

Since individual hybrid systems vary considera,bly and since a given 

program which i s  not compiler oriented i s  compietely machine dependent, 

only the general flow chart  of the d i g i t a l  computer program is shown i n  

Figure 4-2. haen automatic patch5ng and universal hybrid software become 

commonly available as  i s  the case f o r  digi. tal  computers, then completely 

documented programs can be shared. General flow charts  a re  usually 

suff ic ient ,  however, since the dynamic c i r c u i t  simulation i s  accomplished 

i n  a simple and straightforward manner on the analog computer. The d ig i t81  

computer program includes the logic f o r  changing the parameters supplied t o  

the  analog model,.instructions t o  cause the parameters t o  be converted 

t o  analog quantit ies,  instruct ions f o r  reading the performance index, and 

stopping c r i t e r i a  t o  determine when the  "best" model has been achieved. 

The r a t io  of K t o  a gives the dc gain, and a represents the  cut-off 1 1 

frequency. Knowing these quantit ies,  passive c i r c u i t  element values can 

be computed, or the  reali.zation obtained with the  analog computer operational 

amplifiers can be used d i rec t ly .  

A typ ica l  s tep  response i s  i l l u s t r e t ed  by the c r i t e r ion  function i n  

Figure 4-3. This function was obtained by se t t ing  the gain cdnstant of 

a f i r s t -order  s tep response function generator t o  a vtzlue of 2.512 end 

the cut-off frequency t o  a value of 1.646. The i n i t i a l  model response i s  

a l s o  i l l u s t r a t ed  i n  Figure k-3. Model parameters a re  perturbed according 

t b  the hybrid a,lgorithm and a check i s  made f o r  improvement i n  the index 

of performance. This process i s  repeated u n t i l  the tolerance c r i t e r ion  i s  

met. It i s  seen i n  Figure ic-3 t h a t  the specified pararaeter tolerance 

c r i t e r ion  was met f o r  a perfoma,nce index of 234. 
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Figure 4-3. Optimum dynamic response f o r  a f i r s t -order  1017- 

pass f i l t e r .  
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The c r i t e r i o n  function and the  successive model response functions 

a re  mo~zilored on a dual-trace storage CRO. The pr inted output. is  3.isted 

i n  Table 4 -1 .  There it is  seen i n  addi t ion t o  the  gain constant of 2.312 

and the  cut-off frequency of 1.646 t h a t  t he  gain constant of t he  near- 

optimum model. i s  2.670 and the  cut-off frequency is 1.720 f o r  t he  near- 

optimum model obtained by t h i s  d i r e c t  designed technique, 

An  i t e r a t i o n  time of the  order of milliseconds i s  possible using a 

r e l a t i ve ly  inexpensive hybrid system. A s ing le  i t e r a t i o n  on a r e l a t i v e l y  

expensive d i g i t a l  computer requires approximately one second using e 

fourth order Runge-Kutta in tegra t ion  routine.  

4.1.2 Network Structure  Optimization 

Another technique has been developed f o r  el iminating the  usual  

assumption of model form with t he  r e s u l t  t h a t  the  optimum form, a s  well 

as t h e  optimum s e t  of parameters is found by "growing" models. The use 

of t he  hybrid computer is  indicated by the  block diagram of Figure 4-4. 

A n  assumed mcdel of low order is  programmed on the  analog portion of the  

hybrid coinputer. The t r ans i en t  response of the  model t o  a given input i s  

obtained f o r  a,n i n i t i a l  s e t  of parameter values, and the  performance 

index (IP) i s  computed. The parameter values a r e  varied under control  

of t he  d i g i t a l  por t ion and the  response i s  again obtained without operator 

intervention.  The performance index from t h i s  second run i s  compared 

with t h a t  from the  f irst  run. A search algorithm i s  used t o  check fo r  

improvement i n  t he  performance index. Parameters a r e  again varied with 

t he  a i d  of high speed d i g i t a l  parameter un i t s  (DPU), and the  process is  

repeated u n t i l  the optimum s e t  of parameters i s  iden t i f i ed  f o r  t he  Low- 

order model and the  optimum performance index is  stored.  The form of - 



0 0 0 0 2 , 3 1 2  

o o o o a .  6 4 6  

Table 4-1. Tabulated output from direct  design of 
a f i r s t  order-lov-pass f i l t e r .  
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t h e  model i s  changed t o  t h e  next higher order model under control  of t h e  

s t r -xtui -e  optiriizatLon algori.6,hru through t he  use of auto~i~-I;ed patch:ir;g of 

t h e  analog por t ion of t he  hy'orid computer. Then, a n  optimum s e t  of 

parameters  i s  obtained f o r  t h e  second model form, a,nd the  optimum per for -  

mance index i s  compared with t h a t  f o r  t he  forilier model form, This process 

i s  continued under control  of the  search algorithm u n t i l  d i rec t  optimi- 

zation of m d e l  form, as t re l l  a s  t h e  parame-Lers of t h i s  model, i s  obtained. 

Overload de tec t ion  i n  and automated sca l ing  of t h e  analog por t ion a r e  

required i n  t h i s  process. 

I n  t h e  course of t h i s  work i L  has been found t h a t  t he  standard 

canonical forins i l l u s t r a t e d  i n  Figure 4-4 should be modified f o r  more 

e f f i c i e n t  hybrid optimiza.tion i n  "growing" models. The "grotrth" model 

s t r uc tu r e s  sholrn i n  Figures h-5 through 4-7 have been devised i n  t h i s  work 

t o  krovide b e t t e r  i n i t i a l  parameter e s t i na t e s  than obtained with t he  

canonical forrns. Also, t he  factored form of t he  t r ans f e r  function is  

always ava i lab le  with the  growth model s t ruc tures .  

The use of t h e  gYolith model i n  t he  reallza. t ion of model s t r uc tu r e  

modification i s  i l l u s t r a t e d  i n  Figure 4-8. There it is shown t h a t  models 

o r  order 1, 2, and 3 can be real ized under d i g i t a l  con t ro l  by the  switching 

log ic  shown. Higher order mcdels can be ob-l;ained by successively combining 

t he  f irst  and second order growth models. The associated stritching log ic  

f o r  t he  higher order models can be obtained algori thmically.  The r e s u l t s  

obtained by.gro;ring models a t  high speed a r e  shown i n  Figures 4-5 t'nrough 

4-7. I n  Figure 4-5 it i s  seen t h a t  a f i r s t - o r d e r  model i s  "optimal" f o r  

t h e  hard-limited response shown. A sezond--order response i s  co r r ec t l y  

i den t i f i ed  with a secozd-order model a s  shown i n  Figure 4-6. I n  Figure 

4-7 it i s  seen t h a t  a third-ord.er model is "optima,ll' f o r  the  d e l ~ y e d  
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Figure 4-7. Examples of optimum d i r e c t  design of various order systems f o r  
a delayed hard-l imitea c r i t e r i o n  function. 





hard Limited response shown. 

The s t ructure modification method developed i n  t h i s  work i s  

believed t o  be a contribution t o  optimal. system synthesis i n  tha t  it 

acconplishes high-speed automated ident i f icat ion of dynamic systems, 

without a p r i o r i  knowledge of the model form, as  i l l u s t r a t ed  by the 

r e su l t s  reported here. I n  addition, the method makes imed ia t e ly  avai l -  

able t o  the designer a physically realizable d i r ec t  model constructed 

of analog computer elements, 

4.1.3 Nonlinear Network Design 

Experience has shown t h a t  there is often need f o r  methods t h a t  avoid 

such assumptions as  l i nea r  behavior and a p r i o r i  knowledge of model form. 

Nonlinear c i r c u i t s  and devices czn a lso  be designed using hybrid tech- 

niques and time-domain input-output measurements or specifications.  

Mathematical methods f o r  l i n e s r  systems have been unified by the super- 

posit ion principle.  I n  contrast, there i s  no suf f ic ien t ly  powerful 

pr inciple  that; w i l l  unify nonlinear system theory. Consequently, there 

is no general approach t o  the modeling of nonlinear system. .Methods 

are, therefore, forced t o  be specified f o r  application t o  a r e s t r i c t ed  

c l a s s  of systems. This work t r e a t s  the class  of zero-memory large 

s ignal  nonlinearit ies.  It must be fur ther  specified t h a t  these non- 

l i n e a r i t i e s  can be modeled a s  continuous, single-valued functions where 

the nonlinear portion can be cascaded with a lineizr dynamic subsystem. 
I 

1-5 Theoretical and experimental methods have been developed t o  study 

the  character is t ics  of nonlinear systems driven by random input s ignals .  

This emphasis on the use of random signals es the probe f o r  nonlinear 

system character is t ics  i s  par t icu lar ly  s ignif icant  i f  theory i s  t o  

be applied t o  the nlodeling of r e a l  physical systems. 



A method. has been developed f o r  high-speed, fully-automated mdeling 

of a class  of nonlinear systems driven by ergodic band-limited white 

randorn inputs. A s i tua t ion  frequently encountered is t h a t  not only a re  

some or a l l  of the parameters of a model unknotrn, but the s t ruc ture  of 

the model may a l so  be unkno~~n. A technique has a l so  been developed f o r  

eliminating the usual assumption of model s t ructure f o r  the l inea r  

dynamic subsystem with the r e su l t  t h a t  the optimum structure,  as  w b l l  as 

6 
the  optimum s e t  of parameters is ident i f ied . For t h i s  c l a s s  of problems, 

it has been demonstrated t h a t  cost and speed advantages favor hybrid 

7 computation over a l l - d i g i t a l  computation . 
In many ac tua l  physical system, the nonlinearit ies occur primarily 

i n  the  large s ignal  behavior whereas a l inea r  idealization leads t o  a very 

reasonable 8pproximation of small s ignal  system operation. The c l a s s  of 

8 system under consideration contains a zero-memory nonlinear sribsystem 

as shown i n  Figure 4-9. 

For a s ingle  input-single output nonlinear element, the output m 

is  approximately equal t o  the output of a piecewise l inear  representation 

9 f o r  a given i ~ p u t  r . The output of a zero-memory, single valued nonlinear 

element can be expressed a s  

m = F (r, moJ %, . . an) (4-4) 

where each parameter a i s  the slope of a segment of the piecewise l inea r  
i 

function. 

For a bounded input, quantization of the  input dynamic range yields 

where Rmax and sin are upper and lower bounds on the i n ~ u t ,  and n is  

the  number of quantization segments. To specify the parameters of the 
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Figure  4-10. Single Vzlued Nopilinear System Model Charac te r i s t i cs  



nonlinear element, l e t  

For simplicity,  l e t  

and 

Then 

Since m can be expressed a s  i-1 i-1 
m i-1 = A r  7 "k + " 

0 
kZ1 

as indicated i n  Figure 4-10, Equation (4-8) becomes 

Therefore, t h e  output of t he  nonlinear element i s  

m = G (r, n, mo, al, , an) - (4-32) 

This nonlinear por t ion is cascaded with a typ i ca l  l i n e a r  subsystem described 

by the  s t a t e  d i f f e r e n t i a l  equatidn 

If the  l i n e a r  por t ion is a r e t~ io rk  of known form it w i l l  be desi rable  t o  

use a transform approach f o r  representation of the  l i n e a r  dynamics. This 

can be accomplished e a s i l y  by obtaining the  t r ans fe r  function using the 

computer-aic?ed network a n a l ~ s i s  program N4SAP x 10 

stew Applications Program developed by WSA/ - -- 



. The dynamic output of the t o t a l  single input-single output cascad-ed 

system i s  

1 < i < n  - - (4-14) 

where the a a re  related t o  parameters of the l inea r  subsystem. -jk 

The modeling methcd makes use of hybrid computation and parameter 

optimization techniques1'. The use of the hybrid computer i s  indicated 

by the block diagram of Figure 4-11. An assumed nonlinear model s t ruc ture  

i s  programmed, on the  analog portion of the hybrid computer. The automated 

patching of the l inea r  portion is  controlled by the s t ructure optimization 

algorithm portion of the d i g i t a l  program. The parameters of both the 

l inea r  and non1inea.r portions of the model a re  s e t  under control  of the . 

d i g i t a l  program. High speed d i g i t a l  parameter uni t s  (DPU) iiave been 

constructed t o  provide f o r  t h i s  automated feature.  

The t rans ien t  response of the model f o r  a given input function i s  

obtained f o r  a n  i n i t i a l  s e t  of parameter values, and the performance 

index (IP) is computed. Then, the response i s  again obtained fo r  a 

var iat ion of parameter v ~ l u e s  without operator intervention. The 

p e r f o m n c e  index from t h i s  second run is coxpared with t k a t  from the first 

run. A n  optimization algorithm i s  used t o  check f o r  improvement i n  t he  

performance index. Based on t h i s  decision, a search algorithm i s  used 

t o  se lec t  a new s e t  of parameters. Thin process is repeated u n t i l  the  

optimum s e t  of parameters i s  ident i f ied f o r  the assumed model s t ructure.  

The form of the model s t ructure of the l inear  portion i s  changed t o  the  

next higher order. Then, the optimum s e t  of parameters i s  obtainecl f o r  

the second m d e l  structure, and the optimum performance index i s  compared 

with tha t  f o r  the former model structure.  This process i s  continued under 

control of the optimizzlion algorithm u n t i l  the cptimum nodel structure,  





a s  well 2,s the o2timum s e t  of para.meters fo r  t h i s  model, i s  ideni;ir"ied. 

Parameters of the nonlinear portion are  included by sill?ply extending the 

parameter vector. 

In  obtaining the "best" values f o r  the parameters of the  model, it 

is necessary t o  establ ish a cornparison cr i te r ion  or performance index. 

A n  obvious choice is an index based on the difference (error)  between the 

ac tua l  t ransient  response of the physical system being modeled and the 

t ransient  response of the  computer model operated i n  p a r a l l e l  with and 

12 driven by the same input as the physical system . The choice of 

performance index w i l l  be influenced by the tyye and the charac ter i s t ics  

of the  driving function. 

I n  some cases, the economic or safe ty  considerations associated with 

experiments which d is turb  the system or drive it outside of the  normal 

operating range may preclude the use of c l a s s i ca l  ana.lysis techniques. 

Only normal operating data with i t s  inherent noise components i s  avai l -  

able, i n  these cases. To assure r e l i a b i l i t y  when system parameters are  

variable, on-line continuous m d e l  updating way be required, If the  

system is high-order or  nonlinear, the solution t i h e  f o r  a l l - d i g i t a l  

computation could be excessive, I f  it can be assumed tha t  parameters a r e  

fixed, then it is  possible t o  record driving and response functions f o r  

.13 off-l ine modeling . I n  ot'ner si tuations,  the normal system operation can 

be shut down and off- l ine exci ta t ion i s  possible. It i s  then possible t o  

drive the system with a random noise s ignal  or a s tep  function input. 

I f  the system can be assumed stat ionary and ergodic f o r  any of the 

s i tuat ions i n  which a random.driving function i s  used, then ensemble 

averages can be replaced by time averages, In  such cases tLe mean value 

may be estimateti frsnP the  finite time average 



where x. (t) i s  a par-ticu.lar sample function of the  process, and T large 
J 

compared t o  the lover bound of the frequency spectrum ~ ( w ) .  With the  

presence of lord frequency signal. cor!~ponents, excessively long integration 

times a re  required t o  reach the o1eax-i value. A mean square error  c r i te r ion  

is cornmonl-y used as a measure of the performance index f o r - t h e  study of 

random processes. This function can be expressed as 

Since the error  i s  the difference between the  actual  t ransient  

response of the physical system and the tra,nsient response of the computer 

model, Equation (4-16) becomes 

Substituting fo r  ~ , ( t )  given i n  Equation (4-14) there resu l t s  

Hence, the optimum or  minimum value of IP is  a functicn of the parameters 

o? the  nonlinear portion of the model a s  well as  those of the l inear  

subsystem. 

The experimental determination of the charac ter i s t ics  of a given non- 

l i nea r  system, based upon the described method, is demonstrated as  shown i n  

Figure 4-1.3. The given nonlinear system is  characterized by the expression 

where m ( t )  i s  the charac-ceristic of a  onl linear element expressed by 

m ( t )  = 0 f o r  0 > - r ( t )  

= 2 r ( t )  f o r  0 < r ( t )  < - 1 (4-20) 

= 2 f o r  r(t)  > 1 



Figure 4-13. Hybrid Computer Bl-ock Diagrm for Direc t  System Modeling 



The griven system and the modeled system, vhich i s  constructed of 

a cascade cornbinnti~n of a nonlinear element and a l i nea r  dynamic subsystem, 

a r e  both simulated on the analog computer with randm1 input. Since an 

en t i r e  ensemble of driving functions may a r i se  under actual  operating 

conditions, a random driving function such as an ergodic, band-limited, 

white noise generator with Gamssian amplitude d is t r ibut ion  can appro- 

p r i a t e l y  be used f o r  excitation. For prac t ica l  reasons, the mean square 

e r ror  performance index given i n  Equation (4-16) has been modified t o  give 

a weighted in tegra l  square e r ror  (WISE) function of the form 

Observation time, T, f o r  the rileasurenient of the  perfomiance index 'Is 

det~rmined by a preliminary parameter perturbation procedure. T is 

acceptable i f  the variance of the measurement of the  performance index, 

defined by TQSE, i s  small compared with the difference i n  absolute values 

of the IP  measurements. Figure 4-14 shows the rela.tion between T and the  

~erformance index measurements with d i f fe rent  parameter perturbations. 

Obviousl.y, from Figure 4-14, if  an arb i t ra ry  point i n  the parameter space 

i s  far.away from the desired optimum point, t he  e r ror  s ignal  w i l l  contain 

a relativzby large mean value; also, the absolute value of the variance of 

I P  measurements w i l l  be large.  Similarly, small 'absolute variance o f  p 

measurements will occur f o r  small parameter perturbations. 

I n  t h i s  hybrid optinli.zation algorit3m,a large parameter increment 
I 

s tep  5 is desired i n i t i a l l y  t o  prevent the ~easurements of I P  from over- 

lapping such t.hzt the difference of IP measurements with d i f fe rent  param- 

e t e r  s e t s  w L l 1  be distingushable. For the point close t o  the optimum 

-point j.a parameter spade, a small s tep  increment of 5 i s  acceptable 



Figure 4-14. Perf orrnance Index (FJISE) ~easurements f o r  Various Pa,rameter 
P e r t ~ r b a ~ t i o u s  



because of the sm_ll.l a,bsolute varia,nce of the IP  measurements. 

For a given system ELS specified i n  Equation (4-20), the optimum 

structure vas found t o  be f i r s t  order and the pasame-bers of the l inea r  

subsystem were found t o  be 1.89 f o r  K and 3.1% f o r  a. The nonlinear 
0 

character is t ic  of the optimum model was ident i f ied a s :  

m(r) = 0 f o r  0 > r - 
= 1.86 r f o r  o < r < 1.1 - (4-22) 

This of f - l ine  example assumes part i t ioning of the  large s ignal  

nonlinearity and the l inea r  dynamics. The optimum parameter s e t  f o r  the 

nonlinear portion can be ident i f ied independently of the  optimum model 

s t ructure and parameter s e t  f o r  the l inea r  subsystem. A smll s t ep  input 

is used t o  probe f o r  the l inea r  subsystenl character is t ics .  , Then, a random 

noise source is  used t o  probe independently f o r  the  charac ter i s t ics  of the 

nonlinear portion. 

4.1.4 Network Design Using NASAP Sens i t iv i ty  Evaluation 

10 
This section describes a NASAP oriented hybrid ccmp~~ter  -apt in?- 

zation technique f o r  network design. The network design is based upon 

time domaln measurements or specifications.  The optimum network i s  a 

combination o f , t h e  i n i t i a l l y  designed network and a network perturbation 

evaluated by the use of network sens i t iv i t i e s  with respect t o  the adjustable 

-network parameters, 

This vork has resulted from a$p~ ica t inn  of hybrid optimization tech- 

niques ' I 9  t o  netsork design. The most appropriate methods considereh 

make use of 6ne or more of the strong points of e i the r  analog or d i g i t a l  

computers. I n  t h i s  work the high speed pa ra l l e l  operation of a l l  analog 
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computational elements including rnultip%ication and integrat ion i s  

exploited fu l l y ,  as  well. a,s automatic control. of the  d i g i t a l  program on 

the  bas i s  of calcu-lations. I-Iigln speed i t e r a t i v e  computation and l o g i c a l  . 
operations a s  required. i n  optiroization ca21culations a re  a l s o  possible 

through the  linkage of digi ta l .  and analog comp~5ers. 

Because of the  s imul taneo~~s  nature of analog operations, solut ions  

of higher order problems can be executed with no appreciable increase i n  

' execution t i n e ,  Since execution time f o r  digi ta l .  computer programs in -  

creases f o r  higher order systems, t he  expense of computer-aided design 

may become economically prohibi t ive  f o r  ce r t a in  types of calculat ions  

such as those which involve optimization techniques. 

If an assumed net-crork topology and time-domin input-output test, 

measurements o r  design specif icat ions  a r e  given, then the  network can 

be .modeled on the  analog computer using' t he  ,t'breadboard" technique. The 

breadboard technique r e t a in s  c i r c u i t  topology, hence t he  individual net- 

. work elements a re  parameters of t he  model. This technique is tedious t o  

implement f o r  large networks, and it becomes impra,ctical because of hard- 

ware l imi ta t ions .  

If input-output re la t ionships  a r e  of in te res t ,  then conventional 

analog computer programming based on t r ans fe r  funct ionsis  preferred 

because of t h e  hardware advantage. Hotlever, computation of t he  t r a n s f e r  

function i s  a l s o  tedious f o r  la.rge networks. Since the  d i g i t a l  coniputer 

progrsm, NASAP~' yields  the  t r ans fe r  function of a given network a s  a 

stendard w tpu t ,  it w i l l  be desi rable  t o  use t h i s  o f f - l ine  capabi l i ty  

of NASAP t o  perform t h i s  compu.tation. The use of t rans fe r  f'unctions 

r e s t r i c t s  t he  technique t o  linea,r networks, 

If a t r ans fe r  function i s  used t o  represent t he  mathematical nodel 

of a networki then t h e  designer w i l l  be confronted with the  d i f f i c u l t y  of 



adJusting network pariimeters by pertcrbing t ransfer  function coefficients.  

The technique reported here which uses ,?IASAP sens i t iv i ty  evaluations 

offers  significa,nt ~dvantages i n  t h i s  regard f o r  a res t r ic ted  c lass  of 

design problem. 

For a given nettyork with n adJustablle pa.rameters, the terminal 

behavior can be expressed as F ( s ) ~ )  where p i s  defined as an n-dimensional. 

parameter vector. If the  parameter vector changes by an incremental 

' 

amount, s) then ~ ( s , ? )  changes by an incremental amount given approxi- 

mately by t h e ' f i r s t  term of a Taylor se r i e s  as  

I n  Xqiatioa ( k - 2 4 ) ,  F'(s,Fn) is  defined as en n-vector of first orccr 
w 

- a s(s )Po)  
p a r t i a l  der ivat ies  of ~ ( s ,  po), the ith element being - and is 

h Pi 
- 

defined as an n-vector of (p-p ), where 5 i s  an i n i t i a l  s e t  of parameters. 
0 0 

Each element of B1 ( s ,~ ) , '  F(s'P) can a l so  be defined as  the 
a pi 

reciprocal of the small signal s ens i t iv i ty  B~ of F(s,p) with respect t o  
Pi 

barmeter  p Thus 
i 

Substitution of Equation (4-23) i n to  Equation (4-24), leads t o  

For a given input function ~ ( s ) ,  the system response i s  given by 

The change i n  the response, ~(s,p) caused by the increment i s  given by 



If an i n i t i a l l y  designed network i s  reasonably close t o  the  optinlm, 

then the response of' t h i s  near 0ptimu.n network can 'be ex~res sed  i n  t e rns  cf 

the  response of the  i n i t i a l l y  designed network a s  

Subst i tut ing Equations (4-26)) (4-27), and (4-28) i ~ t o  Equation (4-29) 

yields 

Equation (4-36) leads t o  the  t ransfer  function of the desired design ex- 

I f  the  desired' t ime domain response f 0 r . a  given input is y ( t ) ,  
d 

then 8, design s t ra tegy  based upon the  improvement of the  p e r f o m ~ n c e  index 

. b y  adju.sting the  increments 5 i s  performed u n t i l  an optimum design i s  

ident i f ied.  The perforrmnce index can be a r b i t r a r i l y  defined as  

where y( t ,p  -14~)  i s  the inverse Laplace transform of Equation (4-30). 
0 

Figure 4-15 shovs the  funct ional  block diagram of t h i s  hybrid computer 

implementation. . 

- The design algorithm described previously was based upon the e f f ec t  

of network parameter perturba.tion i n  terms of pa rme te r  s e n s i t i v i t y  

evaluations. I n  t h i s  work the  EASAP program has been used t o  cal-culate 

the  t ransfer  function of a given network and thc  s e n s i t i v i t y  evaluations 

with respect t o  each ad Justable parameter. 
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The NASAP program provides a, basis  f o r  establishing three different 

types of sens i t iv i ty  calculations depending upon the ~~~~~~~~~ar def ini t ion 

of sens i t iv i ty  desirzd, namely: 

Type G = P/F 

Type 13 B f \  d P / d ~  
P 8 

Type S F 6 @/F 
SP - F/TF 

F is  the t ransfer  function of a given network and P is  an arb i t ra ry  net- 

work parameter. 

I n  t h i s  NASAP-hybrid oriented optimization technique, s ens i t iv i ty  

15 defined by type B i s  desired. I n  the standard NASAP outputs , sensi-  

t i v i t y  of type B i s  given by 

where the X ' s  a re  topology equations of the given network produced by a 

sens i t iv i ty  output request i n  the 114SAP program. 

The significance of NASAP i n  t h i s  design nethod can be obtained 

from the block diagram of Figure 4-16, which describes the algorithm of 

t h i s  hybrzd optin~ization technique. The t ransfer  mnct ion of the i n i t i a l l y  

designed network is obtahed with NASAP and is programmed on the analog 

portion of the hybrid computer. The p a r t i a l  derivatives of F ( S , ~ )  a s  

fndicated i n  4quation (4-24) a re  a l so  obtained from the NASAP program 
! 

by requesting sens i t iv i ty  evaluation with respect t o  each of the adjusta5le 

parameters. For an n parmeter  network design problem, (n+l.) NASAP ruos 

w i l l  be required. The yerturbation fu.oction given by Equatioo (4-26) i s  

a l so  programmed 'on the analog c o q u t e r  using d i g i t a l  controlled parameter 



+------------ 
S P E C  I F I C A T  I Ob! 

Figme 4-16. Block D i a g r a m  f o r  WSAP- 
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- 
un i t s  f o r  adjusting parameter increments &. Details of the optimizetion 

techniques using the l'ulstne Hybrid Corr~pu'cer System have been reported 

lx,1-4,~6 
elsewhere 

The network shown i n  Figure 4-17 i l l u s t r a t e s  the network design 

technique developed i n  t h i s  work. For t h i s  RC coupled FET amplifier, it 

is desired t o  obtain an optimum s e t  of parameter values f o r  bias  r e s i s t o r  

R and load r e s i s to r  R t o  meet a given time domain input-output specifi-  
S L 

cation. For the  purpose of laboratory demonstration, the given specifica- 

t i o n  i s  generated by a time domain response of a t ransfer  function. This 

t ransfer  function i s  a l so  evaluated using the NASAP program f o r  the net- 

work shown i n  Figure 4-17 with RS = l O K Q  and R = l.OKi2. The NASAP program L 

i s  used t o  evaluate the t ransfer  functions and sens i t iv i t i e s .  The ILSAP 

coded equivalent c i r c u i t  i s  shown i n  Figure 4-18, This example has been 

de~ons t r a t ed  on the Tulane Hybrid Computer System. The ca&ation 

r e s u l t  obtained was R = 9.27KR and R = 1 1 . 3 K R .  
S L 

It has been observed frorn the use of t h i s  technique t h a t  there a re  

. two inherent fac tors  l imiting the accuracy of the computational resu l t s .  
I 

Qne i s  the approximation given i n  Equation (4-29). A more accurate design 

r e s u l t  can be obtained when the i n i t i a l  pararleters p a re  chosen c loser  
0 

t o  those of the optimt~m nettlork. The optimization algorithm used i n  t h i s  

work a lso  l imi ts  accuracy because a computational tolerance i s  provided 

i n  the  op t imiza t io~~  scheme t o  save computer time.. Design accuracy can be 

improved i n  t h i s  case by se t t ing  a srflaller computational tolerance. 

This 'work provides another exampl-e aF the speed and cost  advantages 

of a hybrid computer system over pure d i g i t a l  computers f o r  network design 

using parameter optimization techniques. The NASAP program has contributed 

s ignif icant ly ( in  t h i s  hy'0ri.d met& od ) by aLlowing evaluation of t ransfer  

 unctions ancJr sensit j-vity functions f o r  a given nelvork or system 



Figure 4-17. Schematic Diagram of an RC 
Coupled FET Anplifier 

Figure 4-18. MSAP Coded Equiva.leni; Circuit for 
and RC Coupled FET Amplifier 



topology. A t  present  the  procu-edure presented i n  t h i s  paper is  executed 

off - l ine .  I n  a hjrbrid facij.i'cy trith I\&SAP capabil i ty,  t h i s  r epe t i t i ve  

procedure could be automated f o r  on-line use. 

A maJor area  f o r  fu ture  invest igat ion on t h i s  topic  is the  design 

'of networks involving nonlinear elements. Hybrid computation o f f e r s  

s i gn i f i can t  f eaiures i n  modeling nonlinear  characteristic^'^ by hardware 

oriented programing. 

4.2 In te rpre ta t ion  of Approach - 
A thorough review of per t inen t  t e c h n k a l  l i t e r a t u r e  and discussions 

with others who a r e  experienced i n  the  f i e l d  of hybrrd cornputation revealed 

t h a t  t he  most s i gn i f i can t  c i r c u i t  design appl icat ion f o r  hybrid computation 

was i n  the  a rea  of dynamic optimization. This mode of comput.ation involves 

i t e r a t i v e  solut ions  composed of dynamic c i r c u i t  simulation on t h e  analog 

computer and d i g i t a l  optimization and search calculat ions .  This manual 

presents the  appl icat ions  of hybrid corfiputation and optimization techniques 

t o  t he  design of circuits/systems. The chief merits  of these hybrid- 

optimization techniques a r e  speed of execution and low hardware cos t  

compared t o  those associated with t he  use of large-scale d i g i t a l  computers. 

Computer-aided circuit /system design i s  an example of a computer appl icat ion 

which requires t he  determination of accurate models of physical  devices 

and systems. Since it is assumed t h a t  time domain specif icat ions  a r e  

required, the  t r ans i en t  specif icat ions  of ex i s t ing  devices and systems can 

be generated by p a r a l l e l  operation with the  model. Only real-time operation 

is  possible i n  t h i s  case unless the  device i s  modlfied 
18-20 

It has been observed that-considerable  benef i t  is  gained by pl.aeing 

emphasis on t he  appl icat ion of ce r t a in  c lasses  of automated techniques t o  



t yp i ca l  problems as weJ.1 a s  on the  spec i f ic  techniques themselves. BY 

using simple techniques in i t i a l l .y ,  so_nhFsticatecl progranming requirements 

do not dominate the  presentation.  Understanding why and when ce r t a in  

c lasses  of techniques should be.used may ul t imately  prove t o  be of f a r  

more value than the  mastering of any one sophist icated technique. This 

w i l l  be espec ia l ly  t rue  i f  the  s u i t a b i l i t y  of ce r t a in  techniques changes 

because of fu tu re  hardware deveiopments. 

The most s ign i f ican t  accomplishments of t h i s  work r e l a t e  t o  t h e  

techniques f o r  automated on-line nonlinear device modeling, model s t ruc ture  

optimization, and the  use of s e n s i t i v i t y  analysis .  These techniques 

require specia l ized hardware developments. The "growth" model devised 

i n  t h i s  work provides b e t t e r  i n i t i a l  parameter estimates than obtained 

with the  canonical forms. Also, t he  factored forni of the  t r ans fe r  function 

i s  aPfays avai lable .  with the  grotrth model s.tructures. I n  addition, these  

methods make a physically rea l izab le  d i r ec t  model. constructed of analog 

computer elements immediately avai lable  t o  t he  designer. 

The experience of the  authors t o  date  indicates  a t  l e a s t  an order of 

magnitude r a t i o  i n  speed and i n  c a p i t a l  expenditure, both favoring hybrid 

computation over a l l - d i g i t a l  computation, f o r  t h i s  c l a s s  of  problem^ a t  

present.  A s  the  order of the  dynamic system increases, the  favor8ble speed 

r a t i o  w i l l  be fu r the r  increased. 

3 Limitations of Techniques - 
The major disadvantages of hybrid colnputation a r e  the  requirement of 

hardware-oriented, real-time programming and the  l imi ta t ion  on system 

s i z e  imposed by the  amou.nt of analog computing hardware avai lable  i n  a 

given instaS.%ation. ~t present, t he  use of s e n s i t i v i t y  analysis presented 

i n  Section 111 i s  execited off-l ine.  I n  a hybrid f a c i l i t y  with MSAP 
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capability, t h i s  repe t i t ive  procedure could be automated f o r  on-line use. 
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