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In Chapter 6 of his excellent text [1] Professor Anderson gives a clear and precise development of the theory of statistical discrimination. The definitions and theorems presented here are essentially those in that chapter and give a brief background for the lectures.

Let $\pi_{1}, \pi_{2}, \ldots, \pi_{m}$ denote $m$ distinct population whose associated probability $p$-variate density functions are $p_{1}(x), p_{2}(x), \ldots$, $p_{m}(x)$, respectively. Let $x$ be an observation from one of these populations. Let

$$
\begin{equation*}
C(i \mid j, R) \tag{1}
\end{equation*}
$$

denote the cost of misclassification of an individual from population $\pi_{j}$ as being from population $\pi_{i}$ using the decision rule

$$
R=\left(R_{1}, R_{2}, \ldots, R_{m}\right)
$$

where $R_{i}$ denotes a distinct p-dimensional region such that if $x$ belongs to $R_{i}$, the individual is assigned to $\pi_{i}$. Also, we denote the a priori probabilities that an observation comes from population $\pi_{i}$ as $q_{i}$. We note that

$$
\begin{equation*}
P(j \mid i, R)=\int_{R_{j}} p_{i}(x) d x \tag{2}
\end{equation*}
$$

is the probability of classifying on observation $x$ from $\pi_{i}$ as being from $\pi_{j}$. The classification procedure, then, is to classify an observation as coming from $\pi_{j}$ if it falls in $R_{j}$. The following theorem summarizes the procedure $R=\left(R_{1}, R_{2}, \ldots, R_{m}\right)$ such that the expected loss

$$
\sum_{i=1}^{m} q_{i} \sum_{\substack{j=1 \\ j \neq 1}}^{m} C(j \mid i) P(j \mid i, R)
$$

is minimized. That procedure is usually called the Bayes procedure. The classification procedure, then, is to classify an observation as coming from $\pi_{j}$ if it falls in $R_{j}$.

Theorem 1. If $q_{i}$ is the a priori probability of drawing an observation from population $\pi_{i}$ with density $p_{i}(x)(i=1, \ldots, m)$ and if the cost of misclassifying an observation from $\pi_{i}$ as from $\pi_{j}$ is $C(j \mid i)$, then the regions of classification, $R_{1}, \ldots, R_{m}$, that minimize the expected cost are defined by assigning $x$ to $R_{k}$ if

$$
\begin{align*}
& \sum_{\substack{i=1 \\
i \neq k}}^{m} q_{i} p_{i}(x) C(k \mid i)<\sum_{\substack{i=1 \\
i \neq j}}^{m} q_{i} p_{i}(x) C(j \mid i)  \tag{3}\\
& \quad(j=1, \ldots, m, j \neq k)
\end{align*}
$$

[If (3) holds for all $j(j \neq k)$ except for $h$ indices and the inequality is replaced by equality for those indices, then this point can be assigned to any of the $\left.h+1 \pi^{\prime} s.\right]$ If the probability of equality between right-hand and left-hand sides of (3) is zero for each $k$ and $j$ under $\pi_{i}$ (each $i$ ), then the minimizing procedure is unique except for sets of probability zero.

We note that in many cases the values of $q_{1}, \ldots, q_{m}$ are unknown. If this is true then one can define

$$
\sum_{\substack{j=1 \\ j \neq i}}^{m} C(j \mid i) P(j \mid i, R)=r(i, R)
$$

the conditional expected loss if the observation is from $\pi_{i}$. If
we choose a procedure $R=\left(R_{1}, \ldots, R_{m}\right)$ which minimizes the maximum conditional expected loss, this procedure is called the minimax procedure.

If $\alpha_{i}(R)=1-P(i \mid i, R)$ is the probability of making a wrong decision when using procedure $R$ and sampling from $\pi_{i}$, then Von Mises [2] has shown that the set of $q^{\prime} s$, say $q_{1}^{*}, q_{2}^{*}, \ldots, q_{3}^{*}$, such that

$$
\alpha_{1}\left(R^{*}\right)=\alpha_{2}\left(R^{*}\right)=\ldots=\alpha_{m}\left(R^{*}\right)
$$

yields the minimax solution. The problem becomes one of searching for the set $q^{*}=\left\{q_{1}^{*}, \ldots, q_{m}^{*}\right\}$ and then computing the regions of classification $R_{1}^{*}, \ldots, R_{m}^{*}$ which follows from Theorem 1 .
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## Lecture

NON-PARAMETRIC DISCRIMINATION TECHNIQUES ${ }^{1}$
P. L. Odell ${ }^{2}$, T. G. Newman ${ }^{2}$ and M. Speed ${ }^{3}$

## Introduction

Except for the work done by Kendall [1], [2] and Fix and Hodges [3], little has been reported concerning non-parametric techniques for performing statistical discrimination. By nonparametric techniques we mean only that the mathematical form of the multivariate probability density functions of the populations involved are unknown to the experimenter. It should be noted that we did not use the term distribution free which is used by many in a different sense, (See [2, p. 170] or [21, p. 15-17]).

For clarity and completeness we define what we mean by: The Discrimination Problem, I. Let $\pi_{1}, \pi_{2}, \ldots, \pi_{m}$ denote m distinct $p$-variate populations whose multivariate probability density functions $p_{1}(x), p_{2}(x), \ldots, p_{m}(x)$ are known. Let $q_{1}, q_{2}, \ldots, q_{m}$ be the known a priori probabilities that a sample is selected from population $\pi_{1}, \pi_{2}, \ldots, \pi_{m}$, respectively. Let $C(i \mid j)$ be the cost of assigning an individual from population $\pi_{j}$ to population $\pi_{i}$ such that

$$
\begin{array}{rlrl}
C(i \mid j)>0 & i \neq j & i, j=1, \ldots, m \\
& =0 & i=j & i=1, \ldots, m .
\end{array}
$$

Given $\mathfrak{a}$ sample generated by an individual selected at random from

[^0]one of the populations, give a decision rule to assign the individual to one of the $m$ populations.

A decision rule for assigning an individual to one of the populations $\pi_{i}$, $i=1,2, \ldots, p$ which minimizes the expected cost of misclassification is known and discussed clearly in [4, p. 142-147]. The following theorem summarizes the technique:

Theorem 1. The regions of classification $R_{1}, \ldots, R_{m}$ that minimizes the expected cost of misclassification are defined by assigning $x$ to $R_{k}$ if

$$
\begin{align*}
& \sum_{\substack{i=1 \\
i \neq k}} q_{i} p_{i}(x) C(k \mid i)<\sum_{\substack{i=1 \\
i \neq j}} q_{i} p_{i}(x) C(j \mid i)  \tag{1}\\
& j=1, \ldots, m \quad j \neq k .
\end{align*}
$$

We will use the notation $R=\left\{R_{1}, \ldots, R_{m}\right\}$ to be a set of disjoint but not necessarily connected regions whose union is the Euclidean p-space.

Clearly, one must know a great amount in order to apply Theorem 1. However, in practice most of the quantities $q_{i}, C(i \mid j)$, and $p_{i}(x) \quad i=1, \ldots, m$ are actually estimates yet can be assumed known exactly so that Theorem 1 can be applied. References which discuss Problem I are [4], [5], and [6].

The Discriminate Problem II. Let the conditions in Problem I remain true, except that $q_{i}, \ldots, q_{m}$ are unknown. Given a sample selected at random from one of the populations give a decision rule to assign a sample $\times$ to a population.

Various reductions can be made if $q_{1}=q_{2}=\ldots=q_{m}$, and/or $C(i \mid j)=C\left(i^{\prime} \mid j^{\prime}\right)$ for all $i, i^{\prime}$ and $j, j^{\prime} \quad i \neq j, i \neq j$.

Obviously (1) cannot be used to determine the regions $R_{1}$, $R_{2}, \ldots, R_{m}$ when $q_{1}, \ldots, q_{m}$ are unknown, hence another strategy for , making decisions has been developed. If we have a region $R_{i}$ for classifying $x$ as from $\pi_{i}$, the probability or classifying the sample $x$ as from $\pi_{j}$ is

$$
P(j \mid i)=\int_{R_{j}} p_{i}(x) d x
$$

The expected loss for classifying $x$ as being in $\pi_{j}$ if the observation is from $\pi_{i}$ is

$$
C(j \mid i) P(j \mid i)=r_{j}(i, R)
$$

where $R=\left(R_{1}, \ldots, R_{m}\right)$ again denotes the partition of the Euclidean p-space into $m$ distinct regions of classification.

A principle that usually leads to a unique procedure is the so-called minimax principle. A procedure is minimax if the maximum expected loss $r(i, R)$ is minimum for all possible values of $q_{1}$, $q_{2}, \ldots, q_{m}$.
Example 1. Let. $\mathrm{R}^{(1)}=\left(\mathrm{R}_{11}, \mathrm{R}_{12}, \mathrm{R}_{13}\right)$ and $\mathrm{R}^{(2)}=\left(\mathrm{R}_{21}, \mathrm{R}_{22}, \mathrm{R}_{23}\right)$ be two partioning associated with two procedures for classifying. Let $r_{\mathrm{K}}$ denote the (3×3) matrix

$$
\begin{aligned}
r_{K} & =\left\{r_{j}\left(i \mid R^{(K)}\right)\right\}
\end{aligned} \quad K=1,2 r\left(\begin{array}{lcc}
0 & r_{i}\left(2 \mid R^{(K)}\right) & r_{i}\left(3 \mid R^{(K)}\right) \\
& =\left[\begin{array}{cc}
r_{2}\left(I \mid R^{(K)}\right) & 0
\end{array}\right]
\end{array}\right.
$$

Select that procedure $R^{(1)}$ and $R^{(2)}$ that minimizes the maximum expected loss as $q_{1}, q_{2}$, and $q_{3}$ range over all admissible values, that is $0<q_{i}<1, q_{i}>0$ and $\sum_{i=1}^{3} q_{i}=1$. The elements of each matrix is easily computed if the regions $R^{(1)}$ and $R^{(2)}$ are given. However, if one is searching for a procedure (or a partition) $R$ which gives a minimax solution, it is not clear how one establishes that procedure. Comparisons of procedures once they are given is not difficult, but defining the region out of all possible regions can be difficult. [See 4, p. 142-147]. Solutions for $m=2$ and 3 have been indicated. The reader is referred to [4, pp. 134-136] for a discussion of these cases and an indication of the problems associated with searching for a minimax solution. The solution in general is iterative and approximate.

Clearly, the problem of discrimination is ill-posed if the costs of misclassification are not known; however, there are many applications in which these costs can be assumed identical and further special results obtained when costs are unknown. The Discrimination Problem III. Let the conditions defined in Problem I be true except that the set $\left\{p_{1}(x), \ldots, p_{m}(x)\right\}$ is not known. Instead let $p_{i}(x) \varepsilon F_{i}\left(x ; \theta_{i}\right)$ where $F_{i}$ is a known family of probability densities depending on a $_{i} \times 1$ parameter vector $\theta_{i}$, whose elements are unknown and must be estimated using a previously drawn sample $x_{i}=\left\{x_{i_{1}}, x_{i_{2}}, \ldots, x_{i n}\right\} \quad i=1,2, \ldots, n$. Given a sample selected at random from one of the populations give a decision rule to assign the sample $x$ to one of the $m$ populations.

As one might suspect, great amounts have been reported concerning this problem when for each $i, F_{i}$ is the normal family with the covariance matrix held fixed either known or unknown. Generally, one requires that if $F$ is the normal family with unknown mean vector $\mu$ and covariance matrix $\Sigma$ for each population, then

$$
P_{i}(x)=N\left(\mu^{(i)}, \Sigma^{(i)}\right)
$$

It is popular, but not necessary, to assume that

$$
\Sigma^{(1)}=\Sigma^{(2)}=\ldots=\Sigma^{(m)}
$$

the covariances to be the same. This assumption leads to the linear discriminate function. The analysis is summarized in [4, pp. 137139]. One should be aware of the work done by Kabe [7] which is not referenced there.

Briefly, one proceeds as in Problem I with each $\mu^{(i)}$ and $\Sigma^{(i)}$ replaced by its maximum likelihood estimate obtained from the $m$ previously drawn samples $x_{i} \quad i=1,2, \ldots, m$.

In this paper we are interested primarily in
The Discrimination Problem IV. Let the conditions in Problem I be true, except that there is no information concerning $p_{i}(x) \quad i=$ $2, \ldots, m$ except that they are continuous, finite and their moments exist. Given a sample from each of the mpopulations, devise a decision rule for assigning a sample value from one of these populations to a population of the set $\pi=\left\{\pi_{1}, \pi_{2}, \ldots, \pi_{m}\right\}$.
2. Kendall's Suggestions

Kendall has suggested two techniques; one he calls the convex
hull technique; the second he calls the order-statistic method. In his discussion Kendall discounts the convex hull technique and gives reasons why it may not be particularly useful. The authors refer the interested reader to [1] and [2] for these comments. Kendall's example in [2] indicates there may be some real value in using his second suggestion, the order-statistic method. This latter technique is compared with a new technique proposed in this paper.

Let $\mathrm{x}^{(\mathrm{i})}$ be a $\mathrm{p} \times 1$ random vector whose probability density function $p_{i}(x)$ is unknown. Let

$$
x_{j}^{(k)}=\left\{x_{i, j}^{(k)}\right\}, j=1,2, \ldots, N_{i} \quad \begin{aligned}
& i=1,2, \ldots, p \\
& k=1,2, \ldots, m
\end{aligned}
$$

denote a random sample of size $N_{i}$ from the $k^{\text {th }}$ population. Define the interval for each (i,k)

$$
\begin{aligned}
I(i, k) & =\left[\min _{j} x_{i j}(k), \quad \max _{j}^{(k)} x_{i l}{ }^{(k)}\right] \\
k & =1,2, \ldots, m \\
j & =1,2, \ldots, N_{i}
\end{aligned}
$$

Hence for each i there are $m$ such intervals

$$
I(i, 1), I(i, 2), \ldots, I(i, m) .
$$

Using set notation, let

$$
\begin{aligned}
& D_{i 1}=I(i, I)-\underset{j^{\prime} \neq 1}{\dddot{U}} I\left(i, j^{\prime}\right) \\
& D_{i 2}=I(i, 2)-\underset{j^{\prime} \neq 2}{M} I\left(i, j^{\prime}\right) \\
& D_{i j}=I(i, j)-\underset{j^{\prime} \neq j^{\prime}}{m} I\left(i, j^{\prime}\right),
\end{aligned}
$$

the set of points in $I(i, j)$ but not in the union of sets $I(i, j$ ) $j \neq j, j^{\prime}=1,2, \ldots, m$. Let

$$
x=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
\cdot \\
x_{p}
\end{array}\right]
$$

be the sample from one of the $m$ populations to be assigned. The decision rule proposed by Kendall is simply
a. if $x_{i_{1}} \varepsilon D_{i_{1} j}$ for some $j$ assign the sample to $\pi_{j}$.
b. if $x_{i_{1}} \varepsilon D_{i_{1}}, j$ for all $j$ then consider $x_{i_{2}}$, where $i_{2} \neq i_{1}$ 。
c. if $x_{i_{1}} \in D_{i_{2}}, j$ for some $j$, then assign the sample to $\pi_{j}$.
d. if $\mathrm{x}_{\mathrm{i}_{2}} \notin \mathrm{D}_{\mathrm{i}_{2}, j}$ for all $j$, then consider $\mathrm{x}_{\mathrm{i}_{3}}$ where $i_{3} \neq i_{2}$ or $i_{3}$.
e. finally if for every $i$ and every $j x_{i} \notin D_{i, j} j=1,2, \ldots, m$ then x cannot be assigned and no decision is made.

The advantages cited by Kendall are as follows.
(1) The procedure is distribution-free.
(2) The procedure involves no arithmetic other than counting.

Relatively small amounts of data can be analyzed by hand. For large amounts it would be simple to write a program for an electronic computer.
(3) It shows which variables are the most important in the discrimination. In fact, it proceeds by using the variables in order of importance as measured by degree of overlap.

It is important to note if for all $i$, that $x$ is assigned to $\pi_{j}$, that one is indeed confident that the assignment is correct. However, there exists no reason to believe that such a situation would exist for every sample taken. Hence, different decisions would result depending on the order of elements of the vector $x$ used in discriminating. It is also clear that as the sample sizes $\mathrm{N}_{1}, \ldots, \mathrm{~N}_{\mathrm{m}}$ increase in magnitude, that the number of indecisions will increase. That is, the larger the initial sample sizes, the greater the confusion. Clearly, this appears strange to those who are used to techniques in which the more information one has the better one can estimate or discriminate.

## 3. An Alternative Technique

Assuming that the experimenter can sample from $\pi_{1}, \ldots, \pi_{m}$, we denote these samples by the sets.

$$
\begin{aligned}
& x^{(1)}=\left\{x_{1}^{(1)}, x_{2}^{(1)}, \ldots, x_{N_{1}}^{(1)}\right\} \\
& x^{(2)}=\left\{x_{1}^{(2)}, x_{2}^{(2)}, \ldots, x_{N_{2}}^{(2)}\right\} \\
& \cdot \\
& x^{(m)}=\left\{x_{1}^{(m)}, x_{2}^{(m)}, \ldots, x_{N_{m}}^{(m)}\right\}
\end{aligned}
$$

where $N_{i} \quad i=1,2, \ldots, m$ denotes the sample sizes and each $X_{j}{ }^{(k)}$ $j=1,2, \ldots, N_{j}$ is a $p \times 1$ vector of elements $x_{i j}(k) \quad i=1,2, \ldots, p$. The $k^{\text {th }}$ sample is used to estimate the $k^{\text {th }}$ probability density function by an estimator discribed later in this section. If the set

$$
\hat{p}(x)=\left\{\hat{p}_{1}(x), \hat{p}_{2}(x), \ldots, \hat{p}_{m}(x)\right\}
$$

denotes the set of estimators of $p_{1}(x), p_{2}(x), \ldots, p_{m}(x)$ respectively, and $x^{*}$ a sample from one of the populations, then the individual whose measurements yielded $\mathrm{x}^{*}$ is assigned to $\pi_{p}$ if $k$ is such that

$$
\hat{p}_{k}\left(x^{*}\right)=\max _{1 \leq j \leq m} \hat{p}_{j}\left(x^{*}\right)
$$

That is to say, we assign the individual to that population whose estimated likelihood is maximum.

Note that if $p_{i}(x)$ is a consistent estimator for $p_{i}(x)$ for every $i=1,2, \ldots, m$, then, in the limit, we have the situation defined in Problem I whose solution is known to possess optimal properties with respect to minimizing expected costs of misclassi‘fication.

The estimator $p_{i}(x)$ for the probability density function $p_{i}(x)$ is defined by

$$
\begin{equation*}
\hat{p}_{k}(x)=\frac{1}{N_{k}} \sum_{j=1}^{N_{k}} W_{h}\left(x-x_{j}^{(k)}\right) \tag{2}
\end{equation*}
$$

where $X_{i}{ }^{(k)}$ is the $i^{\text {th }}$. sample vector from the $k^{\text {th }}$ population and

$$
\begin{equation*}
W_{k}\left(x-x_{i}^{(k)}\right)=C_{p} \underset{i=1}{p}\left[\frac{\sin \left(x_{i}-x_{i j}^{(k)}\right)}{x_{i j}^{(k)} / 2}\right]^{4} \tag{3}
\end{equation*}
$$

where

$$
x=\left[\begin{array}{c}
x_{1} \\
\vdots \\
x_{p}
\end{array}\right]
$$

is the independent variable in $\hat{p}_{k}(x)$.
The constant $C_{p}$ is selected in such a manner such that

$$
\int_{-\infty}^{\infty} w(t) d t=1
$$

The estimator selected is then consistent in quadratic mean. A discussion of such estimators can be found in [8], [9], [10]. However, we will give an outline for a precise development of the estimator. Let

$$
\delta\left(t_{1}, t_{2}, \ldots, t_{p}\right)
$$

be a p-dimensional Dirac delta functional and $p\left(x_{1}, x_{2}, \ldots, x_{p}\right)$ a p-variate continuous probability density function, then

$$
\begin{gathered}
p\left(x_{1}, x_{2}, \ldots, x_{p}\right)=\int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} \delta\left(x_{1}-t_{1}, \ldots, x_{p}-t_{p}\right) p\left(t_{1}, \ldots, t_{p}\right) \\
d t_{1} \ldots d t_{p}
\end{gathered}
$$

which can be approximated by (read as "approximately equal to")

$$
\begin{gathered}
p\left(x_{1}, x_{2}, \ldots, x_{p}\right) \cong \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} W\left(x_{1}-t_{1}, \ldots, x_{p}-t_{p}\right) p\left(t_{1}, \ldots, t_{p}\right) \\
d t_{1} \ldots d t_{p}
\end{gathered}
$$

where $W$ (sometimes called a window function) is an approximation for $\delta$. Then

$$
E\left[W\left(x_{i}-t_{i}\right), \ldots,\left(x_{p}-t_{p}\right)\right] \cong p\left(x_{i}\right)
$$

Finally, the arithmetic mean of W's is approximately the best linear unbiased estimator for $E[W]$, that is

$$
\hat{p}\left(x_{1}, \ldots, x_{p}\right)=\frac{1}{N} \sum_{j=1}^{N} w\left(x_{i}-t_{i j}, \ldots, x_{p}-t_{i j}\right)
$$

We have selected $W$ for each $k$ to be (3).
It should be noted that there are other estimators for $\hat{p}_{i}(x)$ depending on the form of $W$. The right-hand side of (3) is only one of many approximations of the p-dimensional Dirac delta function.

In summary, one approaches the Problem IV just as one would in Problem I, except one replaces the probability density functions $p_{1}(x), p_{2}(x), \ldots, p_{m}(x)$ by their estimators $\hat{p}_{1}(x), \hat{p}_{2}(x), \ldots, \hat{p}_{m}(x)$ obtained by using (2).
4. A Comparison Of Techniques

Since the optimality properties of the alternative technique proposed in this paper cannot be easily studied analytically, it is at least convenient to study its properties using a simulation based on the technique popularly called "Monte Carlo" [11], [12]. The results of the simulation performed on a Univac 1108 at NASA Manned Spacecraft Center are presented and discussed in this section.

In the simulation we arbitrarily let $m=3, p=2$; that is, we considered the problem of assigning a (2 x l) observation vector to one of three bivariate populations, $\pi_{1}, \pi_{2}$, and $\pi_{3}$. Each population is defined by a mean vector and a ( 2 x 2 ) covariance matrix. Table l. briefly summarizes the input data to the simulation.

| Case | i | $\mathrm{N}_{\mathrm{i}}$ | Mean Vector | The Elements of the Covariance Matrix |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 100 | $(0,0)$ | $\sigma_{11}=\sigma_{22}=1, \sigma_{12}=0$ |
|  | 2 | 100 | $(1,1)$ | $\sigma_{11}=\sigma_{22}=1, \sigma_{12}=0$ |
|  | 3 | 100 | $(-1,1)$ | $\sigma_{11}=\sigma_{22}=1, \sigma_{12}=0$ |
| 2 | 1 | 100 | $(2,1)$ | $\sigma_{11}=\sigma_{22}=1, \sigma_{12}=0$ |
|  | 2 | 100 | $(-.3, .6)$ | $\sigma_{11}=\sigma_{22}=1, \sigma_{12}=0$ |
|  | 3 | 100 | $(1.5, .8)$ | $\sigma_{11}=\sigma_{22}=1, \sigma_{12}=0$ |
| 3 | 1 | 100 | $(2,1)$ | $\sigma_{11}=1.6, \sigma_{22}=2.0, \sigma_{12}=.3$ |
|  | 2 | 100 | $(-.3, .6)$ | $\sigma_{11}=4, \sigma_{22}=1.2, \sigma_{12}=.5$ |
|  | 3 | 100 | (1.5., 8) | $\sigma_{11}=.9, \sigma_{22}=4.0, \sigma_{12}=.6$ |
| 4 | 1 | 100 | $(2,5)$ | $\sigma_{11}=3, \sigma_{22}=3, \sigma_{12}=.6$ |
|  | 2 | 100 | $(1,-1)$ | $\sigma_{11}=1, \sigma_{22}=2.5, \sigma_{12}=0.2$ |
|  | 3 | 100 | $(6,1)$ | $\sigma_{11}=2, \sigma_{22}=1.2, \sigma_{12}=0.4$ |
| 5 | 1 | 100 | $(2,5)$ | $\sigma_{11}=\sigma_{22}=1, \sigma_{12}=0$ |
|  | 2 | 100 | $(1,-1)$ | $\sigma_{11}=\sigma_{22}=1, \sigma_{12}=0$ |
|  | 3 | 100 | $(6,1)$ | $\cdot \sigma_{11}=\sigma_{22}=1, \sigma_{12}=0$ |

Table 1. The Input Data for First Simulation

One hundred ( 2 x 1) samples from population, $\pi_{1}$ in each of the five cases defined in Table $I$, when the probability density was assumed to be bivariate normal with appropriate mean vectors and covariance matrices we generated using the usual Monte Carlo techniques. Three techniques were compared, those being
(i) Kendall's ranking technique
(ii) The Optimal Technique as defined by Theorem 1.
(iii) The Non-Parametric Technique using Estimated Probability Densities

The number of times a sample value from population $\pi_{1}$ was assigned to each population is listed along with the number of times where Kendall's technique led to a no-decision situation. These counts are summarized and presented in Table IT.

| CASE | TECHNIQUE | ${ }_{1} 1$ | $\pi_{2}$ | $\pi_{3}$ | $\begin{gathered} \text { NO } \\ \text { DECISION } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Kendall | 7 | 0 | 4 | 89 |
|  | Optimal | 61 | 16 | 23 | 0 |
|  | Non-Parametric | 57 | 18 | 25 | 0 |
| 2 | Kendall | 3 | 1 | 0 | 96 |
|  | Optimal | 56 | 9 | 35 | 0 |
|  | Non-Parametric | 60 | 9 | 31 | 0 |
| 3 | Kendall | 0 | 0 | 2 | 98 |
|  | Optimal | 45 | 9 | 46 | 0 |
|  | Non-Parametric | 48 | 9 | 43 | 0 |
| 4 | Kendall | 88 | 0 | 2 | 10 |
|  | Optimal | 96 | 2 | 2 | 0 |
|  | Non-Parametric | 94 | 4 | 2. | 0 |
| 5 | Kendall | 92 | 0 | 5 | 3 |
|  | Optimal | 100 | 0 | 0 | 0 |
|  | Non-Parametric | 99 | 1 | 0 | 0 |

Table II. The Number of Samples from $\pi_{1}$ Assigned to $\pi_{i}$ $i=1,2,3$ or No-Decision.

Clearly, Kendall's technique leads to what many, including these authors, would believe to be an unrealistic number of nodecision situations. The value of Kendall's technique can be questioned, especially when sample sizes are relatively large.

It is noted that the proposed non-parametric technique is indeed efficient when compared with the optimal technique. However,
as previously indicated one would expect Kendall's technique to be poor for relatively large sample sizes. A natural question arises. Is there a sample size such that the Kendall technique is more or equally efficient?

In order to study the effect of sample size on the probabilities of proper classification, we considered three populations $\pi_{1}, \pi_{2}, \pi_{3}$. The first population $\pi_{1}$ is bimodal and is the simple average of two univariate normals, that is

$$
p(x)=\frac{1}{2}\left[p_{1}(x)+p_{4}(x)\right]
$$

where $p_{1}(x)$ and $p_{4}(x)$ are bivariate normal with mean $\mu^{(1)}$ and $\mu$ (4) and covariance matrices $\Sigma^{(1)}$ and $\Sigma^{(4)}$. The probability density functions for $\pi_{2}$ and $\pi_{3}$ were selected as bivariate normal with means $\mu^{(2)}$ and $\mu^{(3)}$. The covariance matrices are $\Sigma^{(2)}$ and $\Sigma^{(3)}$. This data for the four cases studied are listed in Table 3.

| CASE | i | $\mathrm{N}_{\mathrm{i}}$ | MEAN VECTOR | THE ELEMENTS OF THE COVARIANCE MATRIX |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | $20(20) 100$ | $(0,0)$ | $\sigma_{11}=1, \sigma_{22}=1, \sigma_{12}=0$ |
|  | 2 | $20(20) 100$ | $(.5,1)$ | $\sigma_{11}=.6, \sigma_{22}=.9, \sigma_{12}=0$ |
|  | 3 | $20(20) 100$ | (1.6,.2) | $\sigma_{11}=1.5, \sigma_{22}=.9, \sigma_{12}=.4$ |
|  | 4 | $20(20) 100$ | $(1,2)$ | $\sigma_{11}=1, \sigma_{22}=1, \sigma_{12}=0$ |
| 2 | 1 | $20(20) 100$ | $(1.5,-1)$ | $\sigma_{11}=1, \sigma_{22}=1.5, \sigma_{12}=.4$ |
|  | 2 | 20 (20) 100 | $(0,0)$ | $\sigma_{11}=1, \sigma_{22}=1, \sigma_{12}=0$ |
|  | 3 | 20 (20) 100 | (.3, 1.) | $\sigma_{11}=.6, \sigma_{22}=1, \sigma_{12}=.2$ |
|  | 4 | $20(20) 100$. | $(.5,0)$ | $\sigma_{11}=1, \sigma_{22}=1, \sigma_{12}=0$ |
| 3 | 1 | $20(20) 100$ | $(-2,0)$ | $\sigma_{11}=1, \sigma_{22}=1, \sigma_{12}=0$ |
|  | 2 | 20 (20) 100 | $(.5,1)$ | $\sigma_{I I}=1.5, \sigma_{22}=1, \sigma_{12}=.2$ |
|  | 3 | $20(20) \cdot 100$ | $(-1,-.2)$ | $\sigma_{11}=1, \sigma_{22}=1, \sigma_{12}=0$ |
|  | 4 | $20(20) 100$ | $(0, .1)$ | $\sigma_{11}=.9, \sigma_{22}=1, \sigma_{12}=.1$ |
| 4 | 1 | 20 (20) 100 | $(1.3,2)$ | $\sigma_{11}=1, \sigma_{22}=1, \sigma_{12}=.4$ |
|  | 2 | $20(20) 100$ | $(.2, .5)$ | $\sigma_{11}=1, \sigma_{22}=1, \sigma_{12}=0$ |
|  | 3 | 20 (20) 100 | $(3,1)$ | $\sigma_{11}=1.9, \sigma_{22}=1, \sigma_{12}=.4$ |
|  | 4 | 2.0 (20) 100 | $(0,0)$ | $\sigma_{11}=1.8, \sigma_{22}=2.4, \sigma_{12}=: 6$ |

Table 3. Input Data for the Second Simulation

In this part of the study we include the technique in which it is assumed each $p_{i}(x) \quad i=1,2,3$ is normal and from the samples estimate the parameters given in turn estimates of the density $p_{i}(x ; \mu, \Sigma)$ by $p_{i}(x ; \hat{\mu}, \hat{\Sigma})$ where $\hat{\mu}$ and $\hat{\Sigma}$ are the usual maximum likelihood estimators [4, Chapter 3] for $\mu$ and $\Sigma$. Samples of size 20 , $40,60,80$ and 100 were generated to estimate the probability densities $p_{i}(x), i=1,2,3$. An additional 100 observations were
generated from the first population (the bimodal population) and the classification performed with the four techniques. The results are listed in Table $4 a, 4 b, 4 c$ and $4 a$.

| SAMPLE SIZE | TECHNIQUE | $\pi_{1}$ | $\pi_{2}$ | $\pi_{3}$ | $\begin{gathered} \text { NO } \\ \text { DECISION } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 20 | Kendall | 15 | 2 | 6 | 77 |
|  | Optimal | 40 | 47 | 13 | 0 |
|  | Non-Parametric | 46 | 43 | 11 | 0 |
|  | Assumed Norm | 30 | 58 | 12 | 0 |
| 40 | Kendall | 12 | 0 | 0 | 88 |
|  | Optimal | 40 | 56 | 17 | 0 |
|  | Non-Parametric | 27 | 56 | 17 | 0 |
|  | Assumed Norm | 16 | 7.0 | 14 | 0 |
| 60 | Kendall | 19 | 0 | 2 | 79 |
|  | Optimal | 40 | 47 | 13 | 0 |
|  | Non-Parametric | 45 | 42 | 13 | 0 |
|  | Assumed Norm | 28 | 64 | 8 | 0 |
| 80 | Kendall | 16 | 0 | 1 | 83 |
|  | Optimal | 40 | 47 | 13 | 0 |
|  | Non-Parametric | 37 | 47 | 16 | 0 |
|  | Assumed Norm | 31 | 56 | 13 | 0 |
| 100 | Kendall | 16 | 0 | 0 | 84 |
|  | Optimal | 40 | 47 | 13 | 0 |
|  | Non-Parametric | 32 | 55 | 13 | 0 |
|  | Assumed Norm | 20 | 6.5 | 15 | 0 |

Table 4a. The Comparison, Case I.

| SAMPLE SIZE | TECHNIQUE | $\mathrm{R}_{1}$ | $\mathrm{R}_{2}$ | $\mathrm{R}_{3}$ | $\begin{gathered} \text { NO } \\ \text { DECISION } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 20 | Kendall | 22 | 8 | 0 | 70 |
|  | Optimal | 51 | 25 | 24 | 0 |
|  | Non-Parametric | 47 | 30 | 23 | 0 |
|  | Assumed Norm | 47 | 19 | 34 | 0 |
| 40 | Kendall | 9 | 0 | 0 | 91 |
|  | Optimal | 51 | 25 | 24 | 0 |
|  | Non-Parametric | 49 | 37 | 14 | 0 |
|  | Assumed Norm | 25 | 51 | 24 | 0 |
| 60 | Kendall | 15 | 0 | 1 | 84 |
|  | Optimal | 51 | 25 | 24 | 0 |
|  | Non-Parametric | 51 | 19 | 30 | 0 |
|  | Assumed Norm | 40 | 30 | 30 | 0 |
| 80 | Kendall | 5 | 3 | 0 | 92 |
|  | Optimal | 51 | 25 | 24 | 0 |
|  | Non-Parametric | 46 | 33 | 21 | 0 |
|  | Assumed Norm | 42 | 29 | 29 | 0 |
| 100 | Kendall | 12 | 2 | 0 | 86 |
|  | Optimal | 51 | 25 | 24 | 0 |
|  | Non-Parametric | 50 | 31 | 19 | 0 |
|  | Assumed Norm | 46 | 26 | 28 | 0 |

Table 4b. The Comparison, CaseII.

| SAMPIE SIZE | TECHNIQUE | $\mathrm{R}_{1}$ | $\mathrm{R}_{2}$ | $\mathrm{R}_{3}$ | $\begin{gathered} \text { NO } \\ \text { DECISION } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 20 | Kendall | 16 | 3 | 0 | 81 |
|  | Optimal | 37 | 20 | 43 | 0 |
|  | Non-Parametric | 20 | 26 | 54 | 0 |
|  | Assumed Norm | 12 | 13 | 75 | 0 |
| 40 | Kendall | 3 | 2 | 0 | 95 |
|  | Optimal | 37 | 20 | 43 | 0 |
|  | Non-Parametric | 34 | 24 | 42 | 0 |
|  | Assumed Norm | 16 | 32 | 52 | 0 |
| 60 | Kendall | 5 | 1 | 1 | 93 |
|  | Optimal | 37 | 20 | 43 | 0 |
|  | Non-Parametric | 40 | 25 | 35 | 0 |
|  | Assumed Norm | 24 | 26 | 50 | 0 |
| 80 | Kendall | 5 | 4 | 0 | 91 |
|  | Optimal | 37 | 20 | 43 | 0 |
|  | Non-Parametric | 26 | 21 | 53 | 0 |
|  | Assumed Norm | 18 | 24 | 58 | 0 |
| 100 | Kendall | 5 | 3 | 0 | 92 |
|  | Optimal | 37 | 20 | 43 | 0 |
|  | Non-Parametric | 34 | 26 | 40 | 0 |
|  | Assumed Norm | 17 | 28 | 55 | 0 |

Table 4c. The Comparison, Case III

| SAMPLE SIZE | TECHNIQUE | $\mathrm{R}_{1}$ | $\mathrm{R}_{2}$ | $\mathrm{R}_{3}$ | NO DECISION |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 20 | Kendall | 13 | 1 | 0 | 86 |
|  | Optimal | 44 | 52 | 4 | 0 |
|  | Non-Parametric | 39 | 49 | 12 | 0 |
|  | Assumed Norm | 28 | 59 | 13 | 0 |
| 40 | Kendall | 19 | 0 | 0 | 81 |
|  | Optimal | 44 | 52 | 4 | 0 |
|  | Non-Parametric | 32 | 63 | 5 | 0 |
|  | Assumed Norm | 23 | 69 | 8 | 0 |
| 60 | Kendall | 14 | 0 | 0 | 86 |
|  | Optimal | 44 | 52 | 4 | 0 |
|  | Non-Parametric | 47 | 45 | 8 | 0 |
|  | Assumed Norm | 35 | 55 | 10 | 0 |
| 80 | Kendall | 10 | 0 | 0 | 90 |
|  | Optimal | 44 | 52 | 4 | 0 |
|  | Non-Parametric | 40 | 48 | 12 | 0 |
|  | Assumed Norm | 23 | 64 | 13 | 0 |
| 100 | Kendall | 17 | 0 | 0 | 83 |
|  | Optimal | 44 | 52 | 4 | 0 |
|  | Non-Parametric | 38 | 57 | 5 | 0 |
|  | Assumed Norm | 27 | 65 | 8 | 0 |

Table 4a. The Comparison, Case IV.

We note that the comparison remains relatively invariant under changing sample sizes. The non-parametric technique remains nearly as effective as the optimal technique. Kendall's technique still gives large numbers of no-decision results.

## 5. CONCLUDING REMARKS

We have considered here only those measurements that are quantitative. Discriminating techniques which include quantal or qualitative data have been ignored. However, the concepts and techniques remain valid. For a discussion of problems associated with such data the interested reader is referred to [13], [14], and [15].

A valid way to evaluate the techniques discussed in this paper would be to compute probabilities of misclassification under perhaps normality assumptions. This is indeed a difficult problem since integration over the regions $R_{1}, \ldots, R_{m}$ can be very complicated [16][17]. However, techniques employed by Lachenbruch [18], Lachenbruch and Mickey [19], and Dunn and Vardy [20] can be mimicked to obtain estimates of probabilities of misclassification.
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Lecture II.

IN DISCRIMINATION ANALYSISI
P. I. Odell ${ }^{2}$ and T. G. Newnan ${ }^{2}$.

## 1. Introduction

In his text [1] Anderson outlines the theory of statistical discriminate analysis based on a Bayes and on a minimax criteria of evaluation. For completeness we state the problems. Problem I. (The Bayesian Discriminate Problem) Let $\pi_{1}, \pi_{2}, \ldots, \pi_{m}$ denote $m$ distinct $p$-variate populations whose multivariate probability density functions $p_{1}(x), p_{2}(x), \ldots, p_{m}(x)$ are known. Let $q_{1}, q_{2}, \ldots, q_{m}$ be the known a priori probabilities that a sample is selected from population $\pi_{1}, \pi_{2}, \ldots, \pi_{m}$, respectively. Let $c(i \mid j)$ be the cost of misclassifying an individual from population $\pi_{j}$ as being from population $\pi_{i}$ such that

$$
\begin{aligned}
c(i \mid j) & >0 & & i \neq j \\
& =0 & & i, j=1,2, \ldots, m \\
& i=j & & i=1,2, \ldots, m .
\end{aligned}
$$

Given a sample $\times$ selected at random from one of the populations give a decision rule $R$ which minimized the expected cos.t of misclassification for assigning individuals to $i^{\text {th }}$ population $\pi_{i}$ $i=1,2, \ldots, m$. Such a rule $R$ is called a Bayesian procedure.

A decision rule $R$ for assigning an individual to one of the populations $\pi_{i} i=1,2, \ldots, m$ which minimizes the expected cost of
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misclassification $c$, where

$$
\begin{equation*}
c=\sum_{i=1}^{m} q_{i}\left\{\sum_{\substack{j=1 \\ j \neq i}}^{m} c(j \mid i) P(j \mid i, R)\right\} \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
P(j \mid i, R)=\int_{R_{j}} p_{i}(x) d x \tag{2}
\end{equation*}
$$

is the probability that $X$ belongs to $R_{j}$ given it is actually from $\pi_{i}$, where the procedure $R$ is a partition of the sample space into $m$ mutually exclusive and exhaustive regions $R_{1}, R_{2}, \ldots, R_{m}$. The following theorem proved in [1] summarizes an approach to compute the optimal procedure, R.

Theorem 1. The procedure $R$, or equivalently, the regions of classification $R_{1}, R_{2}, \ldots, R_{m}$, that minimizes the expected cost of misclassification (I) are defined by assigning $X$ to $R_{k}$ if

$$
\begin{equation*}
\sum_{\substack{i=1 \\ i \neq k}}^{m} q_{i} p_{i}(x) c(k \mid i)<\sum_{\substack{i=1 \\ i \neq j}}^{m} q_{i} p_{i}(x) c(j \mid i) \quad j=1,2, \ldots, m \tag{3}
\end{equation*}
$$

We use the notation $R=\left(R_{1}, \ldots, R_{m}\right)$ to be a set of disjoint but not necessarily connected regions whose union is the total Euclidean p-space, the sample space. The partition $R$ constructed as indicated in Theorem 1 is called a Bayes procedure.

It is important to note that one must know a great amount in order to apply Theorem 1. Unfortunately in practice, there are cases in which the a priori probabilities $q_{i}$ are unknown. If $c(j \mid i)$ are unknown or not assumed equal, then the problem is not
well-posed. If the set $q=\left\{q_{1}, \ldots, q_{m}\right\}$ are unknown, then $a$ strategy for selecting a decision procedure can be based on the minimax criteria. One can define this problem as

Problem II. (The Minimax Discriminate Problem) Let the conditions in Problem I remain true, except that the a priori probabilities are not known. Given a sample $X$ selected at random from one of the populations $\pi_{1}, \ldots, \pi_{m}$ give a decision rule that will minimize the maximum expected loss, where

$$
\begin{equation*}
r(i, R)=\sum_{\substack{j=1 \\ j \neq i}}^{m} c(j \mid i) P(j \mid i, R) \quad i, j=1,2, \ldots, m \tag{4}
\end{equation*}
$$

is the expected loss if observation is from $\pi_{i}$ and assigned to $\pi_{j}$. Von Mises [2] considered Problem II and observed that the partition $R=\left\{R_{1}, \ldots, R_{m}\right\}$ that solves Problem II is characterized by two properties, (i) the probabilities of correct classification

$$
\begin{equation*}
P(i \mid i, R)=\int_{R_{i}} p_{i}(x) d x \tag{5}
\end{equation*}
$$

are equal for all $i=1,2, \ldots, m$, and (ii), on the border of $R_{i}$ and $R_{j}$, the ratio $p_{i}(x) / p_{j}(x)$ is constant. The value of the constant is simply

$$
\begin{equation*}
q_{j} c(i \mid j) / q_{i} c(i \mid j) \tag{6}
\end{equation*}
$$

In [1] this problem is solved when $m=2, p_{i}(x) \quad i=1,2$ are normal with identical covariance matrices. Also, Problem II. is discussed in general terms for $m=3$. However, there exist no general algorithms available for computing the regions $R$ for $m>2$ and for densities other than normal.

It is the purpose of this paper to discuss the problems associated with the actual computing of the procedure $R=\left(R_{1}, \ldots, R_{m}\right)$ which solves Problem II. Theorem 1 gives the solution to Problem I and little computational difficulties exist.

## 2. Fundamental Concepts [1]

Suppose that we are confronted with Problem II, that is we do not have a priori probabilities. Hence, $c$ in (1) cannot be defined. One can define expected cost of misclassification on the condition that the observation comes from a given population. The expected cost of misclassifying an observation given that the sample actually came from $\pi_{i}$ with respect to a procedure $R$ is given by (4). A procedure $R$ is at least as good as a competing procedure $R^{*}$ if

$$
\begin{equation*}
r(i, R) \leq R\left(i, R^{*}\right) \quad i=1,2, \ldots, m, \tag{7}
\end{equation*}
$$

and $R$ is better if at least one inequality is strict. $R$ is said to be admissible, if there is no procedure $R^{*}$ that is better. A class of procedures is complete if for every procedure $R^{*}$ outside the class, there is a procedure $R$ in the class that is better. $A$ minimal complete class is a complete class such that no proper subset is a complete class.

The following Theorems summarize well-known [1] facts.

Theorem 2. If $q_{i}>0(i=1,2, \ldots, m)$, then every Bayes procedure is admissible.

Theorem 3. If $\operatorname{Pr}\left\{p_{i}(x) \neq 0 \mid \pi_{j}\right\}=0$, then a Bayes procedure is admissible.

Theorem 4. If $\operatorname{Pr}\left\{p_{i}(x)\left|p_{j}(x)=k\right| \pi_{h}\right\}=0 \quad i \neq j . \quad 0 \leq k<\infty$, then every admissible procedure is a Bayes procedure.

Theorem 5. If $\operatorname{Pr}\left\{p_{i}(x) / p_{j}(x)=k \mid \pi_{k}\right\}=0 \quad i \neq j \quad 0 \leq k<\infty$, the class of Bayes procedures is minimal complete.

Let

$$
\begin{equation*}
\dot{\alpha}_{i}(R)=1-P(i \mid i, R) \tag{8}
\end{equation*}
$$

be the probability of making a wrong decision using procedure $R$ and sampling from $\pi_{i}$. When $R$ is a Bayes procedure $\alpha_{i}(R)$ is a function of $q_{1}, q_{2}, \ldots, q_{m}$ in the following manner.

$$
\left.\begin{array}{l}
\alpha_{i}\left(q_{1}, \ldots, q_{m} ; R\right)=1-\operatorname{Pr}\left[\frac{P_{1}(x)}{P_{i}(x)} \leq \frac{q_{i} C(1 \mid i)}{q_{1} C(i \mid 1)}\right. \\
\frac{P_{2}(x)}{P_{i}(x)} \leq \frac{q_{i} C(2 \mid i)}{q_{2} C(i \mid 2)} ; \ldots ; \frac{P_{i-1}(x)}{P_{i}(x)} \leq \frac{q_{i} C(i-1 \mid i)}{q_{i-1} C(i \mid i-1)} ; \\
\ldots  \tag{9}\\
\frac{P_{i+1}(x)}{P_{i}(x)} \leq \frac{q_{i} C(i+1 \mid i)}{q_{i+1} C(i \mid i+1)} ; \ldots ; \frac{P_{m}(x)}{P_{i}(x)} \leq \frac{q_{i} C(m \mid i)}{q_{m} C(i \mid m)}
\end{array}\right]
$$

We now consider the minimax problem. There is a Bayes solution for which

$$
\begin{equation*}
\alpha_{1}=\alpha_{2}=\ldots=\alpha_{m} \tag{10}
\end{equation*}
$$

for the totality of points for which $\alpha_{1}=\alpha_{2}=\ldots=\alpha_{m-1}$ is connected and includes point $\alpha_{m}=1$ and for which $\alpha_{m}=0$. By continuity there is a point for which (10) holds. Since this procedure is admissible, there is no other procedure which has smaller maximum probability of error. Thus (10) gives the minimax procedure. The quantities (9) and (10) give Von Mises conclusion (ii) and (i), respectively.

## 3. An Algorithm

If $p_{1}(x), p_{2}(x), \ldots, p_{m}(x)$ are known, and the joint probability density functions of the ratios

$$
\begin{equation*}
p_{i}(x) / p_{j}(x) \quad i \neq j=1,2, \ldots, m \tag{11}
\end{equation*}
$$

can be obtained analytically, one can write in integral form the quantities $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}$ as functions of $q_{1}, q_{2}, \ldots, q_{m-1}$ since

$$
\begin{equation*}
q_{m}=1-\sum_{L=1}^{m-1} q_{i} \tag{12}
\end{equation*}
$$

Define

$$
\begin{align*}
& f_{1}\left(q_{1} \ldots q_{m-1}\right)=\alpha_{1}-\dot{\alpha}_{2} \\
& f_{2}\left(q_{11} \ldots q_{m-1}\right)=\alpha_{2}-\alpha_{3}  \tag{13}\\
& \vdots \\
& f_{m-1}\left(q_{1} \ldots q_{m-1}\right)=\alpha_{m-2}-\alpha_{m-1}
\end{align*}
$$

In matrix notation then (13) can be written as

$$
\begin{gathered}
f=P \alpha \\
f=\left[\begin{array}{l}
f_{1} \\
\vdots \\
f_{m-1}
\end{array}\right] ; P=\left[\begin{array}{rrrrr}
1 & -1 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 & 0 \\
\vdots & & \ddots & \vdots & \vdots \\
0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & \ldots & -1
\end{array}\right] \quad \alpha=\left[\begin{array}{c}
\alpha_{1} \\
\alpha_{2} \\
\vdots \\
\alpha_{m}
\end{array}\right]
\end{gathered}
$$

where

We note that $P$ is ( $m-1$ ) $x$ matrix whose rank is $m-1$. Also we note that if $q^{*}=\left(q_{1}^{*}, \ldots, q_{m-1}^{*}\right)$ such that $f \equiv \phi$, then $\alpha_{1}=\alpha_{2}=\ldots=\alpha_{m}$, and the procedure $R=\left(R_{1}, \ldots, R_{m}\right)$ defined by (3) in Theorem 1 , with each $q_{i}$ replaced by $q_{i}^{*} \quad i=1,2, \ldots, m-1$ and $q_{m}^{*}$ is given by
(12). Hence, we have reduced Problem II to solving $f=\phi$ for $q^{*}$. Unfortunately, it cannot be assured in general that $q$ * is unique in the sense that (10) holds. Suppose that $q$ and $q *$, are such that

$$
\alpha_{1}(q)=\alpha_{2}(q)=\ldots=\alpha_{m}(q)=\alpha(q)
$$

and

$$
\alpha_{1}\left(q^{*}\right)=\alpha_{2}\left(q^{*}\right)=\ldots \alpha_{m}\left(q^{*}\right)=\alpha\left(q^{*}\right)
$$

where

$$
\alpha(q)>\alpha\left(q^{*}\right)
$$

Then $q^{*}$ would lead to the minimax procedure. Except. in pathelogical cases one would expect a finite number of solutions for $f=P \alpha=\phi$. One must remember the solution $q_{1}^{*}, q_{2}^{*}, \ldots, q_{m-1}^{*}$ are such that

$$
\begin{equation*}
0<q_{i}^{*}<1 \quad . i=1, \ldots, m-1 \tag{15}
\end{equation*}
$$

That is, we solve for all solutions $q^{*}$ such that

$$
\begin{equation*}
P \alpha=0 \tag{16}
\end{equation*}
$$

and (15) is true.
One can use the following iteration formula for solving for $\mathrm{q}^{*}$.

$$
\begin{equation*}
q^{N}=q^{N-1}-\left[f^{\prime}\left(q^{N-1}\right)\right]^{-1} f\left(q^{N-1}\right) \tag{17}
\end{equation*}
$$

where the $(m-1) \times(m-1)$ matrix

$$
\begin{equation*}
\left|f^{\prime}\left(q^{N-1}\right)\right|=\left\{\frac{\partial f_{i}}{\partial q_{j}}\right\} \quad q=q^{N-1} \tag{18}
\end{equation*}
$$

and the elements $\partial f_{i} / \partial q_{j}$ for some cases must be approximated using one of the standard formulas for numerical differentiation [2]. One
such formula is

$$
\begin{equation*}
\frac{\partial f_{i}}{\partial q_{j}}=\frac{1}{2 \Delta}\left|f_{i}\left(q_{j}^{N-1}+\Delta\right)-f_{i}\left(q_{j}^{N-1}-\Delta\right)\right| \tag{19}
\end{equation*}
$$

where $\Delta$ is an incremental value of $q_{j}$ and

$$
\begin{aligned}
& f_{i}\left(q_{j}^{N-1}+\Delta\right)=f_{i}\left(q_{1}^{N-1}, q_{2}^{N-1}, \ldots, q_{j}^{N-1}+\Delta, \ldots, q_{m-1}^{N-1}\right) \\
& f_{i}\left(q_{j}^{N-1}-\Delta\right)=f_{i}\left(q_{1}^{N-1}, q_{2}^{N-1}, \ldots, q_{j}^{N-1}-\Delta, \ldots, q_{m-1}^{N-1}\right)
\end{aligned}
$$

During the iteration if for some $k, q_{i}^{k}>1$ one replaces that element with unity and continues to iterate. If for some $k$ $q_{i}^{k}<0$, one replaces that element with zero. These rules will assure that condition (15) holds. 'If $q^{N}=q^{N+1}$, one assumes that

$$
q^{N}=q^{*}
$$

the desired solution.
We will summarize the process in the following.

Algorithm. Let

$$
q^{N-1}=\left(q_{1}^{N-1}, q_{2}^{N-1}, \ldots, q_{m-1}^{N-1}\right)
$$

be an approximate solution of (16) such that (15) holds, then
a. Compute the Bayes procedure $R^{N-1}=\left\{R_{i}^{N-1} ; i=1,2, \ldots, m\right\}$ using Theorem 1 .
b. Using the probability densities $p_{i}(x) \quad i=1,2, \ldots, m$, compute the sets

$$
P\left(i \mid i, R^{N-1}\right)=\int_{R_{i}^{N-1}} P_{i}(x) d x
$$

and $f_{i}\left(q_{1}^{N-1}, \ldots, q_{m-1}^{N-1}\right) \quad i=1,2, \ldots, m-1$.
Using the sets

$$
\begin{aligned}
& Q_{1}=\left\{q_{1}^{N-1} \neq \Delta_{1}, q_{2}^{N-1}, \ldots, q_{m-1}^{N-1}\right\} \\
& Q_{2}=\left\{q_{1}^{N-1}, q_{2} \neq \Delta_{2}, \ldots, q_{m-1}^{N-1}\right\} \\
& \vdots \\
& Q_{m-1}=\left\{q_{1}^{N-1}, q_{2}, \ldots, q_{m-1}^{N-1} \neq \Delta_{m-1}\right\}
\end{aligned}
$$

compute the set

$$
f_{i}\left(q_{j} \pm \Delta_{j}\right) \quad i, j=1,2, \ldots, m-1
$$

d. Compute the matrix $\left[\partial f_{i} / \partial q_{j}\right]_{q=q}^{N-1}$ using (19) or some other appropriate formula for numerical differentiation if necessary.
e. Compute $q_{N}^{N}$ using (17).
f. Check if $0<q_{i}^{N}<1$ for all $i$ and replace those elements less than zero by zero and those greater than unity by unity.
g. Replace $q^{N-1}$ by $q^{N}$ and repeat the process.
h. When $q^{N}=q^{N-1}$, assume that $q^{*}=q_{N}$ and compute the minimax decision rule $R^{*}$ by computing the Bayesian. procedure using Theorem 1 .

A reasonable choice of $q^{(1)}$ would be

$$
q_{1}^{1}=q_{2}^{1}=\ldots=q_{m}^{1}=1 / m
$$

Also one should check

$$
\alpha_{1}\left(q^{*}\right)=\alpha_{2}\left(q^{*}\right)=\ldots=\alpha_{m}\left(q^{*}\right)
$$

or equivalently

$$
P\left(1 \mid 1, R^{*}\right)=P\left(2 \mid 2, R^{*}\right)=\ldots=P\left(m \mid m, R^{*}\right)
$$

4. An Example

Let $m=3$, that is, we are to classify an observation $x$ as being from one of the populations $\pi_{1}, \pi_{2}$, or $\pi_{3}$. . Let the observation be bivariate, that is $p_{1}(x), p_{2}(x)$ and $p_{3}(x)$ are bivariate normals. Let the costs $C(i \mid j)$ be unity for all $i$ and $j$.'


Fig. 1. The First Approximation to the Minimax Solution

Let $q_{1}, q_{2}, q_{3}=1-q_{1}-q_{2}$ be unknown probabilities that an observation comes from $\pi_{1}, \pi_{2}$ and $\pi_{3}$, respectivelv. Let $p_{i}(x)$ be bivariate normal with the following parameters.
$\mu^{(1)}=(1,0)^{T}$
$\Sigma^{(1)}=\delta^{2 I}$
$\mu^{(2)}=(0,2)^{T}$
$\Sigma^{(2)}=\delta^{2} I$

$$
\mu^{(3)}=(-1,0)
$$

$$
\Sigma^{(3)}=\delta^{2} I
$$

and
where $\delta^{2}$ is a known scalar. Then

$$
\begin{array}{rlrl}
R_{1}=\left\{\left(x_{1}, x_{2}\right) ;\right. & x_{2} \leq \frac{1}{2} x_{1}+\left(\frac{1}{2} \delta^{2} \ln q_{2} / q_{1}+3 / 4\right) \\
& \text { and } & & x_{1} \geq \frac{1}{2} \delta^{2} \ln \left[\left(1-q_{2}-q_{1}\right) / q_{1}\right] \\
R_{2}= & \left\{\left(x_{1}, x_{2}\right) ;\right. & x_{2} \geq \frac{1}{2} x_{1}+\left[\frac{1}{2} \delta^{2} \ln q_{2} / q_{1}+3 / 4\right] \\
& \text { and } & & x_{2} \geq-\frac{1}{2} x_{1}+\left[\frac{1}{2} \delta^{2} \ln \left(1-q_{1}-q_{2}\right) / q_{1}+3 / 4\right] \\
& & & \\
R_{3}= & \left\{\left(x_{1}, x_{2}\right) ;\right. & x_{2} \leq-\frac{1}{2} x_{1}+\left[\frac{1}{2} \delta^{2} \ln q_{2} / q_{1}+3 / 4\right] \\
& & \text { and } & \\
& x_{1} \leq \frac{1}{2} \delta^{2} \ln \left[\left(1-q_{1}-q_{2}\right) / q_{1}\right]
\end{array}
$$

We note that from the geometry of our example that if $q_{1}=q_{2}=q_{3}=1 / 3$ that the regions $R_{1}, R_{2}, R_{3}$ are not minimax. Yet these values seem to be reasonable first estimates. $R_{1}, R_{2}$, and $R_{3}$ are computed by letting
$\ln q_{2} / q_{1}=0, \ln \left(1-q_{1}-q_{2}\right) / q_{1}=0$, and $\ln \left(1-q_{1}-q_{2}\right) / q_{2}=0$. We can write in general

$$
P(1 \mid 1 ; R)=\int_{\frac{1}{2} \delta^{2} \ln q_{3} / q_{1}}^{\infty} \int_{-\infty}^{\frac{1}{2} x_{1}+\left[\frac{1}{2} \delta^{2} \ln q_{2} / q_{1}+3 / 4\right]} p_{1}\left(x_{1}, x_{2}\right) d x_{1} d x_{2}
$$

$$
P(2 \mid 2, R)=\int_{\frac{1}{2} \delta^{2} \ln q_{2} / q_{1}+3 / 4}^{\infty} \quad \begin{aligned}
& 2 x_{2}-\left[\frac{1}{2} \delta \ln q_{2} / q_{1}+3 / 4\right] \\
& p_{2}\left(x_{1}, x_{2}\right) d x_{1} d x_{2} \\
& -2 x_{2}-\left[\frac{1}{2} \delta^{2} \ln q_{3} / q_{1}+3 / 4\right]
\end{aligned}
$$

and

$$
P(3 \mid 3, R)=\int_{-\infty}^{\frac{1}{2} \delta^{2} \ln q_{3} / q_{1}} \int_{-\infty}^{-\frac{1}{2} x_{1}+\left[\frac{1}{2} \delta^{2} \ln q_{2} / q_{1}+3 / 4\right]} p_{3}\left(x_{1}, x_{2}\right) d x_{1} d x_{2} .
$$

Then

$$
\begin{aligned}
& f_{1}\left(q_{1}, q_{2}\right)=P(1 \mid 1, R)-P(2 \mid 2, R)=0 \\
& f_{2}\left(q_{1}, q_{2}\right)=P(2 \mid 2, R)-P(3 \mid 3, R)=0
\end{aligned}
$$

where

$$
q_{3}=1-q_{1}-q_{2}
$$

Using Leibnitz's rule [3] for differentiation of an integral, one can obtain the matrix $\left\{\partial f_{i} / \partial q_{j}\right\}$ as a function of $q_{1}$ and $q_{2}$. Using our initial guess for $q_{1}, q_{2}$ one can proceed to compute iteratively the solution, say $q_{1}^{*}$ and $q_{2}^{*}$. These values $q_{1}^{*}$ and $q_{2}^{*}$ using Theorem 1 give the minimax regions $R_{1}^{*}, R_{2}^{*}$, and $R_{3}^{*}$. These regions are $R_{1}, R_{2}$, and $R_{3}$ of this section with $q_{1}, q_{2}, q_{3}$ replacec by $q_{1}^{*}, q_{2}^{*}$ and $l-q_{1}^{*}-q_{2}^{*}$.
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Lecture III.
WILK'S SCATTER TECHNIQUES
AND STATISTICAL DISCRIMINATION ${ }^{1}$
P. L. Odell ${ }^{2}$ and T. G. Newman ${ }^{2}$

1. Introduction

In his text [l] Wilks discusses a concept of multidimensional scatter [2] and implies that the concept can lead to ways for reducing the dimension of.some statistical discriminate problems. Sebestyan [3], in developing a technique for recognizing patterns, has developed a theory similar to the theory of scatter developed by Wilks and apparently has had some affect on engineering applications [4], [5].

The discriminate problem of interest in this paper can be described as follows:

The Discriminate Problem. Given the distinct populations $\pi_{1}, \pi_{2}, \ldots$, $\pi_{m} \quad m \geq 2$ and $m$ sets of p-dimensional observations

$$
\begin{align*}
\left\{x_{j}^{(i)}, \quad j\right. & \left.=1,2, \ldots ; N_{i}\right\}  \tag{1}\\
i & =1,2, \ldots, m
\end{align*}
$$

each from one of the populations, formulate a "good" decision rule to assign an individual from one of the populations by using the data contained in an observation $x$ made on that individual.

Several techniques [6], [7], [8] are available to solve thịs

[^2]problem. These formulations either minimize expected cost of misclassification or minimize maximum expected cost of misclassification. So called non-parametric techniques are discussed in [8], [9], and [10]. These techniques are all applicable to the data after one has reduced the dimensions by techniques discussed in this paper.

## 2. The Problem

We define the $i^{\text {th }}$ sample scatter matrix defined by

$$
\begin{equation*}
S_{i}=\sum_{j=1}^{N_{i}}\left(x_{j}^{(i)}-\bar{X}^{(i)}\right)\left(x_{j}^{(i)}-\bar{x}^{(i)}\right)^{T} \tag{2}
\end{equation*}
$$

where

$$
\bar{x}^{(i)}=\sum_{j=1}^{N_{i}} x_{j}^{(i)} / N_{i}
$$

The determunace of the matrix

$$
\begin{equation*}
s_{w}=\sum_{i=1}^{m} s_{i} \tag{2}
\end{equation*}
$$

is called the within scatter of the $m$ samples. The determinate of the matrix
where

$$
\begin{align*}
s_{p} & =\sum_{i=1}^{m} \sum_{j=1}^{N_{i}}\left(x_{j}^{(i)} \div \bar{x}\right)\left(x_{j}^{(i)}-\bar{X}\right)^{T}  \tag{4}\\
\bar{x} & =\sum_{i=1}^{m} \sum_{j=1}^{N_{i}} x_{j}^{(i)} /\left(N+N+\ldots+N_{m}\right) \tag{5}
\end{align*}
$$

is called the pooled scatter. It is easy to show that

$$
\begin{equation*}
s_{p}=s_{w}+s_{B} \tag{6}
\end{equation*}
$$

where the determinate of the matrix

$$
\begin{equation*}
S_{B}=\sum_{i=1}^{m} N_{i}\left(\bar{X}^{(i)}-\bar{x}\right)\left(\bar{x}^{(i)}-\bar{x}\right)^{T} \tag{7}
\end{equation*}
$$

is called the between scatter. It is important to note that the rank of the matrix $S_{B}$ is the maximal value of $p$ and $m$ (almost surely).

In order to reduce the size we introduce a $\mathrm{r} x \mathrm{p}$ matrix C of rank $r$ and such that if the vector

$$
\begin{equation*}
z_{j}^{(i)}=C x_{j}^{(i)} \tag{8}
\end{equation*}
$$

is defined for $j=1,2, \ldots, N_{i}$ and $i=1,2, \ldots$, . We select the rows of $C$ in such a manner so that $S_{B}(Z)$ is minimal and $S_{W}(Z)$ remains constant in such a way that

$$
\begin{equation*}
\frac{\left|s_{w}\right|}{\left|s_{p}\right|}=\frac{\left|s_{w}\right|}{\left|s_{w}+s_{B}\right|}=\frac{\left|s_{w}(z)\right|}{\left|s_{w}(z)+s_{B}(z)\right|}=\frac{\left|s_{w}(z)\right|}{\left|s_{p}(z)\right|} \tag{9}
\end{equation*}
$$

where $S_{(\cdot)}(Z)$ denotes $S(\cdot)$ with the $X$ 's replaced by the $Z$ 's as defined by (8). That is, one selects $C$ in such a manner that

$$
\begin{equation*}
Q=\left|S_{w}(z)\right|+\left[K-\left|S_{B}(z)\right|\right] \lambda \tag{10}
\end{equation*}
$$

is minimum where $K$ is a constant. Let $r=1$, then $C$ is a 1 xp matrix. Then (10) reduces to

$$
Q=C S_{W} C^{T}+\left[K-C S_{B} C\right] \lambda
$$

since

$$
\begin{align*}
& S_{B}(z)=C S_{B} C^{T}  \tag{11}\\
& S_{w}(z)=C S_{w} C^{T} \tag{12}
\end{align*}
$$

Taking the derivative of $Q$ with respect to the elements of $C^{T}$ and equating with the $p \mathrm{x} 1$ zero vector $\varnothing$ yields necessary conditions for a maximum

$$
\begin{equation*}
\left(S_{W}-\lambda S_{B}\right) C^{T}=0 \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
K-C S_{w} C^{T}=0 \tag{14}
\end{equation*}
$$

It is well-known [11] that (13) has a non-zero solution only if

$$
\begin{equation*}
\left|S_{w}-\lambda S_{B}\right|=0 \tag{15}
\end{equation*}
$$

Let $P$ be a non-singular matrix ( $P$ exists [11]) such that

$$
\begin{equation*}
P^{T} S_{W} P=I_{r} \tag{16}
\end{equation*}
$$

the $\mathrm{p} x \mathrm{p}$ identity matrix, and

$$
P^{T} S_{B} P=\left[\begin{array}{lllll}
\lambda_{1} & & & & \Phi  \tag{17}\\
& \lambda_{2} & & & \\
& & \ddots & & \\
& & & r_{0} & \\
& & & & \\
& & & & 0
\end{array}\right]
$$

where

$$
\begin{equation*}
\lambda_{1}>\lambda_{2}>\ldots>\lambda_{r}>0 \tag{18}
\end{equation*}
$$

the characteristic roots in (15). Note that $S_{B}$ is almost surely positive semi-definite and $S_{W}$ is almost surely positive definite. One should note that

$$
\begin{aligned}
\left|P^{T}\left(S_{B}-\lambda S_{W}\right) P\right| & =\left|P^{T} S_{B} P-\lambda P^{T} S_{W} P\right| \\
& =|I-\lambda I|
\end{aligned}
$$

where

$$
I=\left[\begin{array}{llllll}
\lambda_{1} & & & & & \\
& \lambda_{2} & & & & \\
& & \ddots & & & \\
& & & \lambda_{r_{0}} & & \\
& & & & \ddots & \\
& & & & & 0
\end{array}\right]
$$

or

$$
\left|P^{T}\right|\left|S_{B}-\lambda S_{W}\right||P|=\lambda^{P-S}\left(\lambda_{1}-\lambda\right) \ldots\left(\lambda_{r}-\lambda\right)
$$

and finally

$$
\begin{equation*}
\left|S_{B}-\lambda S_{W}\right|=\frac{\lambda^{P-S}\left(\lambda_{1}-\lambda\right) \cdots\left(\lambda_{r}-\lambda\right)}{|P|^{2}} \tag{19}
\end{equation*}
$$

Let $C_{j}^{T}$ be the $j^{\text {th }}$ characteristic vector associated with the characteristic root $\lambda_{j}$, that is

$$
\left(S_{B}-\lambda_{j} S_{w}\right) C_{j}=\phi \quad j=1,2, \ldots, r
$$

and

$$
c_{j} s_{w} c_{j}^{T}=k
$$

the constant.
Let $C_{1}^{T}, C_{2}^{T}, \ldots, C_{r}^{T}$ be the characteristic vectors associated with the characteristic roots. $\lambda_{1}, \ldots, \lambda_{r}$. The matrix

$$
c=\left[\begin{array}{c}
c_{1} \\
c_{2} \\
\vdots \\
c_{j}
\end{array}\right]
$$

is the matrix that reduces the dimensions from a p-dimensional to one of only $j \leq r \leq p$ dimensions.

From (13) and (14) it follows that

$$
\begin{align*}
C_{j} S_{B} C_{j}^{T} & =\lambda_{j} C_{j} S_{W} C_{j}^{T} \\
& =\lambda_{j} K . \tag{20}
\end{align*}
$$

Also if $C_{i} \neq C_{j}$, then from (13)

$$
c_{i} S_{B} C_{j}^{T}-\lambda_{j} c_{i} S_{w} C_{j}^{T}=0
$$

and

$$
c_{j} S_{B} c_{i}^{T}-\lambda_{i} c_{j} S_{w} c_{i}^{T}=0
$$

From this we subtract and note that $C_{i} S_{w} C_{j}^{T}=C_{j} S_{w} C_{i}^{T}$. We find that

$$
\left(\lambda_{j}-\lambda_{i}\right) C_{i} S_{w} C_{j}^{T}=0
$$

which implies that

$$
\begin{equation*}
c_{i} s_{w} c_{j}^{T}=\varnothing \tag{21}
\end{equation*}
$$

since $\lambda_{j} \neq \lambda_{i}$, which in turn implies

$$
\begin{equation*}
c_{i} S_{B} C_{j}^{T}=0 \tag{22}
\end{equation*}
$$

Alsc

$$
\begin{align*}
S_{W}(Z) & =C S_{W} C^{T}  \tag{23}\\
& =\left[\begin{array}{lll}
K & 0 & 0 \\
0 & K & 0 \\
0 & 0 & K
\end{array}\right] \\
& =\operatorname{Dia}\{K\}
\end{align*}
$$

$$
\begin{aligned}
S(Z) & =S_{W}(Z)+S_{B}(Z) \\
& =\operatorname{Dia}\{K\}+\operatorname{Dia}\left\{\lambda_{j} K\right\}
\end{aligned}
$$

or

$$
\begin{aligned}
& |s(Z)|=K^{r}\left(1+\lambda_{1}\right)\left(1+\lambda_{2}\right) \ldots\left(1+\lambda_{r}\right) \\
& \left|s_{w}(Z)\right|=K^{r}
\end{aligned}
$$

Hence

$$
\frac{\left|s_{W}(Z)\right|}{|S(Z)|}=\frac{1}{\left(1+\lambda_{1}\right)\left(1+\lambda_{2}\right) \ldots\left(1+\lambda_{r}\right)}
$$

Finally we note that (16) implies that

$$
\left|S_{w}\right|=1 /|p|^{2}
$$

and

$$
\begin{aligned}
\left|P^{T} S_{W} P+P^{T} S_{B} P\right| & =|I+L| \\
& =\left(1+\lambda_{1}\right)\left(1+\lambda_{2}\right) \ldots\left(1+\lambda_{r}\right) \\
\left|S_{W}+S_{B}\right| & =\frac{\left(1+\lambda_{1}\right)\left(1+\lambda_{2}\right) \ldots\left(1+\lambda_{r}\right)}{|P|^{2}}
\end{aligned}
$$

implies
which results in

$$
\begin{equation*}
\frac{\left|s_{w}\right|}{|s|}=\frac{1}{\left(1+\lambda_{1}\right)\left(1+\lambda_{2}\right) \ldots\left(1+\lambda_{x}\right)}=\frac{\left|s_{w}(Z)\right|}{|s(Z)|} \tag{24}
\end{equation*}
$$

In summary, we selected $C$ so that the between scatter for Z's are maximum yet (24) holds. Note that we can force the dimension from $p$ to 1 by selecting $\lambda_{1}$ the largest characteristic root.
3. A Proposed Numerical Simulation

In order to clarify what we have described in section 2 , consider the following simulation plan: Let $\pi_{1}, \pi_{2}, \pi_{3}$ be three populations with associated observations $X^{(1)}, X^{(2)}$, and $X^{(3)}$ such that

$$
x^{(i)} \sim N\left[e_{i}, I\right] \quad i=1,2,3 \quad p=1,2,3,4
$$

where

$$
\begin{aligned}
& e_{1}=(a, 0,0,0)^{\mathrm{T}} \\
& e_{2}=(0, a, 0,0)^{\mathrm{T}} \\
& e_{3}=(0,0, a, 0)^{\mathrm{T}}
\end{aligned}
$$

and
One then generates three samples, one from each of the populations by the usual methods [12] for generating normal variates, computes the matrices $S_{W}$ and $S_{B}$, determines $C_{1}, C_{2}, C_{3}$. Determine the set of $3 \times 1$ vectors defined by

$$
z_{j}^{\gamma}=\left[\begin{array}{l}
c_{1} \\
c_{2} \\
c_{3}
\end{array}\right] x_{j}^{\gamma} \quad \begin{aligned}
& \gamma=1,2,3 \\
&
\end{aligned} \quad j=1,2,3, \ldots, N_{\gamma}
$$

Determine the setcof $2 \times 1$ vectors defined by

$$
z_{j}^{\gamma}=\left[\begin{array}{l}
C_{1} \\
C_{2}
\end{array}\right] x_{j}^{\gamma} \quad \begin{aligned}
& \gamma=1,2,3 \\
&
\end{aligned} \quad \begin{aligned}
& j=1,2,3, \ldots, N_{\gamma} .
\end{aligned}
$$

Determine the set of scalars defined by

$$
z_{j}^{\gamma}=c x_{j}^{\gamma} \quad \because \quad j=1,2,3, \ldots, N_{\gamma} . ~ \begin{array}{ll}
\gamma & =1,2,3 \\
\end{array}
$$

Generate an additional 100 samples of $X$ 's from one of the density, say

$$
x^{(I)} \sim N\left(e_{1}, I\right)
$$

Classify the 100 samples according to the two techniques described below. Repeat the experiment 100 times and compare the average percentages of correct classification for each level of dimension reduction.

In order to study the effect of closeness of the populations, let the value of the constant, $a$, take on a sequence of positive values that tend to zero. In the cases proposed for study the sequence selected should be $\{2,1,3 / 4,1 / 2\}$. The results then may be summarized in table form.
( Two techniques which are suggested to be used, to assign the observations to $\pi_{1}, \pi_{2}$, or $\pi_{3}$. The first technique assumes the probability density function of $X$ 's are normal and estimates the mean $\mu_{j} j=1,2,3$ and variances $\Sigma_{j} j=1,2,3$, then assigns $X$ to $\pi_{i}$ if

$$
p_{1}\left(x ; \hat{\mu}_{i}, \hat{\Sigma}_{i}\right)>p_{2}\left(x ; \hat{\mu}_{j}, \hat{\Sigma}_{j}\right)
$$

and

$$
>p_{3}\left(x ; \hat{\mu}_{k}, \hat{\Sigma}_{k}\right) ;
$$

where

$$
i, j, k=1,2,3 \text { and } i \neq j, i \neq k, \text { and } j \neq k
$$

The second technique is to estimate $p_{i}$ by using the non-parametric estimator $p_{i}$ formulated in Lecture $I$ and then assign $X$ to $\pi_{i}$ if

$$
\hat{p}_{i}>\hat{p}_{j}
$$

and

$$
>\hat{p}_{k}
$$

$$
i, j, k=1,2,3 \text { and } i \neq j, i \neq k, \text { and } j \neq k
$$

Details of these techniques are discussed in a previous lecture and hence will not be discussed here. The reader is referred to the first lecture.

## 4. Concluding Remarks

Let the set $A_{i j}$ be defined as follows.

$$
A_{i j}(x)=\left\{x ; p_{i}(x) / p_{j}(x) \geq 1\right\}
$$

and

$$
A_{i j}(z)=\left\{z ; p_{i}(z) / p_{j}(z) \geq 1\right\}
$$

where $p_{i}(\cdot)$ is the probability density of (•) given that (•) from the $i^{\text {th }}$ population.

The question that arises is as follows: If $x$ belongs to $A_{i j}$ " does $z=c x$ belong to $A_{i j}(z)$ ?

Let $p_{i}(x)$ be normal, such that $E(X)=\mu^{(i)}$ and $\operatorname{Cov}(X)=\Sigma^{(i)}$ $i=1,2$. Then $z=c x$ is distributed normally with mean $C_{\mu}^{(x)}$ and covariance matrix $C \Sigma{ }^{(i)} C^{T}$. Now suppose that $p_{i}(x) / p_{j}(x)=1$, then

$$
\begin{aligned}
p_{i}(z) / p_{j}(z) & \left.=\frac{\left|C \sum^{(j)} C^{T}\right|}{\mid C \Sigma(i)} C^{T} \right\rvert\,
\end{aligned} e^{-\frac{1}{2}\left[\left(x-\mu^{(i)}\right)^{T} C^{T}\left(C \Sigma(i) C^{T}\right)^{-1} C\left(X-\mu^{(i)}\right)\right.}
$$

But we know that

$$
\alpha^{T} C^{T}\left(C \Sigma{ }^{(i)} C^{T}\right)^{-1} C \alpha \leq \alpha^{T} \sum^{(i)^{-1}} \alpha
$$

for every vector $\alpha$.

Let $\Sigma^{(1)}=\Sigma^{(2)}=I$, then

$$
\begin{aligned}
\frac{p_{i}(z)}{p_{j}(z)} & =e^{-\frac{1}{2}\left[\left(x-\mu^{(i)}\right) C^{T}\left(C C^{T}\right)^{-1} C\left(x-\mu^{(i)}\right)\right.} \\
& \left.-\left(x-\mu^{(j)}\right) C^{T}\left(C C^{T}\right)^{-1} C\left(x-\mu^{(j)}\right)\right]
\end{aligned}
$$

which implies that in general one cannot be sure that if $x$ is such that

$$
\frac{p_{i}(x)}{p_{j}(x)}=1
$$

then it is not true that

$$
\frac{p_{i}(z)}{p_{j}(z)}=1
$$

Clearly if $C^{T}\left(C C^{T}\right)^{-1} C=I$ when $\Sigma^{(1)}=\Sigma^{(2)}=I$, then these conditions would hold. But rank considerations force $C^{T}\left(C^{T}\right)^{-1} C$ to be of rank $r$ although $C^{T}\left(C C^{T}\right)^{-1} C$ is a $p x p$ matrix.

Further study is necessary to define those conditions such that no loss of discrimination power results from the suggested reduction of dimension. The proposed simulation discussed in Part III of this lecture should imply facts that may lead to some analytical statements concerning the effects of reduction of dimension.
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