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ABSTRACT

The purpose of this study was to refine the histogram method for
combining random variables in order to obtain more realistic predictions
of the microbial burden on spacecraft. This report'describes the basis
of histogram operations (adding, multiplying, dividing, subtracting,
determining the maximum) to show the nature of the protléms involved and
the reasons for inaccuracies. A recommended technique is described and
a listing of the revised computer program to incorporate this technique
into the previousl& developed Microbial Burden Prediction Model is
included, Sample calculations are included to illustrate the operations

discussed,
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GLOSSARY

MBPM: Microbial Burden Prediction Model

Class (cell): A convenient division of the range of a variate,

Class Limits or Boundaries: The variate values which determine the
upper and lower limits of a class,

Histogram: A representation of the discrete probability density
function (pdf) of a random wariable, x. For the purposes of this
study, the histograms (pdfs) include but are not limited to, repre-
sentation of the probability of occurrence versus the number of micro-
organisms, If the probability density function is continuous, discrete
approximations are used, A graphical representation is shown in the

figure below,

Bump 1

Percentage Frequency
(or loosely probability)

Bump: The portion of the discrete pdf represented by an area between
two class limits, (see figure above), The ordinate value, i.e., pro-
bability, is assumed constant between the class limit points,
Histogram Method: (Also previously called the interval concept,) Ay
numerical technique for performing arithmetic operations of addition,
multiplication, division, and subtraction on histograms (pdfs) that

are not necessarily from identical underlying distributions,



I. INTRODUCTION

The object of this report is to serve as an aid in undérstanding the
problems involved in performing mathematical operations upon random vari-
ables expressed as histograms and as documentation of more satisfactory
methods of performing these operations. 1In order to gain the proper per-
spective of these problems, it is well to review the methods employed prior
to this phase and the reasons, where known and pertinent, for using these
methods,

Early in the development of the mathematical model for microbial
burden prediction (Ref, 1, pp. 1-4) it was necéssary to choose a method
for dealing with several random variables in the model, Several methods
were available such as closed form solutions, monte carloing, or expected
values, With a desire to obtain a complete view of the distributions of
the resultant variables with a minimum computer run time, the decision was.
made to represent these variables as discrete probability demsity functions
(pdf) or histograms (see glossary). The method proposed by JPL to combine
these variables was the histogram method, Since the details of the histo-
gram manipulation had not been fully developed, some of the difficulties
and limitations of using histograms were not completely understood, This
understanding has improved during the preceding phases of this program.

The existence of these problems came to light most dramatically in
the tendency, after a large number of successive mathematical operations,
of.ﬁhe distributions to concentrate in the highest valued histogram
interval (Ref, 4, pp. 35-36) and of the final mean value to be markedly
different from the value obtained by performing tﬁe same operations on the
means of the variables involved (Ref, 4, pp. 36-37). The former was
remedied by redefining the output intervals and the latter was resolved by

applying the necessary adjustment to the entire distribution by the



application of an adjustment factor., This brought the mean back to the
desired point and preserved the shape of the distributioh, but adjusted
the end points of the distribution by the same factor.

The primary objective of Phase IX is to Improve the techniques of
histogram combining so that this adjustment factor is no longer necessary,
or, 1f this is not possible, to develop a better method of adjustment,
Other objectives are to eliminate the subtraction of histograms and to
use the revised program to make a burden prediction of the Mariner Mars
69-3, the spacecraft that was used in Phase VIII, Using the MM 69-3

permits an evaluation of the impact of the program changes,



II. DISCUSSION OF HISTOGRAM OPERATIONS

A, General

A histogram is a method of representing a probabiliﬁy density function
(either discrete or continuous) by grouping the portions of the distribution
together into (usually equal) intervals, with the areas under the ordinate
between class limits being proportional to the percentage frequency of
occurring between the class limits, For ease in representing these areas
graphically, the spacing between class limits is usually a constant (Ref, 11,
PP. 3-8). It is not necessary to have equal 8pacing between class limits when
treating the histogram areas mathematically, as in the Microbial Burden Pre-
diction Model, ‘Since the probability between adjacent class limits is repre-
sented by a constant, it is inferred that the distribution between adjacent
class limits is uniform, although the data upon which the histogram is based
seldom satisfy this inference, The theory of histogram combining is based
upon the assumption of a uniform distribution between adjacent class limits,
Hereafter, in this report, the area between adjacent class limits will be
referred to as a "bt‘zmp"°

The equations used in the Microbialeurden Prediction Model (MBPM)
which involve mathematical operations on random variables are as follows:
(underscored parameters are random variables which are represented as

histograms in the computer programs,)

Fallout - - - - = = « - B! = Be-E/X‘+ AvR(1 - evﬁ[z) ¢N)
where R = fzg(_c_+ AQ 2)

as,,’ aS.b

-2 —1—t
Contact -~ «~ ~ - - - - = B' =3 (1 ~ 3% )+ > €))
Decontamination -~ - - - B' = B(l - Ej) (4)
Burden Difference - - - B' =3 - B (5)

il n



where

B' is the resulting burden (organisms),
B is the initial burden (organisms),
e=2,71828 ...,

t is the activity time (hours),

v is the "average lifetime" (hours),

A is the surface area (sq ft),

. organisms
R is the fallout rate (Sq ft-hr 2’

f2 is the fallout velocity (ft/hr),
g is the surface retention factor for fallout (dimensionless),

c is the environmental airborne contamination (organisms/cu ft),

Q is the personnel airborne concentration (organisms/cu ft),

A is a distance reduction factor (1l/ft),

d is the distance from the worker to the surface (ft),

a is the area contacted (sq ft),

5, is the hand or tool retention factor for contact (dimensionless),
S1 is the hardware retention factor for contact (dimensionless),

bt is the contamination on hand or tool (organisms/sq ft),

kj is the dieoff factor (dimensionless),

B ie the burden after n+l operations

nt1l

Bn is the burden after n operations

It can bg seen by examining these five equations that the following

operations involving histograms are included:

(1)
(2)
3
@)

Multiplying a histogram by a constant,
Subtracting a histogram from a constant,
Dividing a histogram by a constant,

Exponentiating to a negative histogram power,



(5) Adding one histogram to another histogram,

) Mnltiplying one histogram by another histogram,

(7) Dividing one histogram by another histogram, and

(8) Subtracting one histogram from another histogram,

There is also a ninth operation, determining the maximum of two
histograms, which is not apparent from the above equations,

The first four operations are illustrated in Figure 1, Figure 1 (a)
shows a histogram, H, where

P({cls H<x,)) =01
P(x, < H< x5) = 0,3
'P(x3 < Hc< x4) = 0,4
P(){4S H< xs) = 0,2
P 1s the probability
21, Xy Xg5 %, and X are the class limits, "

Figures 1 (bb'through (e) show multiplying the histdgram (pdf) by a
constant c, subtracting from a constant (not necessarily the same) c,
dividing by a constant c, and a constant c¢c with a negative histogram expo-
nent, respectively. The area of each interval is proportional to the pro-
duct of the probability per unit interval (P/U), times the unit length of
the abscissa between class limits, Unit interval lengths are constant
(equal intervals) for (a), (b), (c), and (d). The unit interval for (e) is
¢ %4 - ¢ ¥%, The value of the cumulative area of each histogram is unity
and the abscissa is increasing value from left to right, No error is known
to be introduced by these operations which consist of applying the operator
to the abscissa without affecting the ordinate (probabilities)., The mean

value of the histogram is calculated by summing the area-abscissa products,

For example, the mean value of the histogram in Figure 1 (a) is
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x,.+x, X +x X, +x z +x
He= 0.1 ( '22 1>+ o.3( 32 2) + 0.4( ‘*2 3)+ 0.2 (..—'z.i_ﬁ) 6)

The ninth operation, determining the maximum of two histograms,
contains no known errors, and has not been a subject of study in the work
covered by this report, Reference 2, pp. 24-27 gives a discussion of this
operation,

Operations five through eight, which deal with ona histogram operating
on another histogram, are the ones which have been troublesome in the past
and are the primary subjects of investigation in the current phase of the
study, These are each discussed in detail in the sections which follow,

B. Addition of Histograms

Conslder two independent random variables, x and y, whose distri-
butions are represented by histograms such that
<,
P(xl__ x<x2) = Py
<
I?(:t:2 _-X<x3) = Py
<L
P(y; 2y <7, = py

p(x) p(y)
P2 1 P3 +
Pl ~
Py +
X y

The joint probabilities assuming stochastic independence are
< <
P(Xl = x2< X9 yl =7 < Y2> = P1P3
x < 3 =
PRy S L <Xy, J9 £7<73) = PP,
: <
P(x, =% <X3, 7 £YKY,) = PPy

. L .
?(xz X< Xq, ¥y £y<y3) = PP,



which can be shown diagrammatically as

73
Py Py PyP,
)
P3 P1P3 Pz P3
41
*1 ) %q
Py Py

Now, since the distances along the axes are proportional to the values
of x and y (and not their probabilities), values of constant z, where
z 1s the sum of the two random variables, z = x + y, cen be shown as
étraight 1ines. Any values of z can be selected, The values in the
diagram are the values of z where discontinuities exist because of a
change in probability, and, therefore, represent class limits on the

z histogram,

\ \\ Z
z1 z, 23 24 \}5 .6

Considering the PP, block as an example, 1t can be seen that i1f x is

uniformly distributed between Xy and Xy and 1f y Ls uniformly distributed

between Y1 and Vo5 then the probability PPy is uniformly distributed
throughout the area, and that the probability of a portion of the area

is directly proportional to the portion of the area enclosed, For

example, 1f 1/4 the area of p,Py Were between zy and Zy, then the proba-

P;Pq

bility of z being between zq and z, would be e

When any z area of



interest crosses more than one joint probability segment, as in the case
of z between z, and Zq, the contributions from the individual segments
must be added. This is illustrated in Appendix C.l.

It can be seen from the diagram above that the two-bump by two-
bump addition shown results in a z histogram of eight bumps, which is
the maximum for two-bump by two-bump, In the general case, where x has
n - 1 bumps and y has m =~ 1 bumps the resulting number of bumps will be
nm - 1, It is possible to have fewer than this number if a single z
value goes through more than one change of probability point. Unless
restricted, this progression in the number of bumps wiil continue with
subsequent operations, In the MBPM, the number of bumps of z is made
equal to the larger of the number of bumps on the input histograms by
choosing the z values on the intersections as shown below, (Ref, 2,
pp. 17-18), The first points chosen are the lower left (*lyl) and the
upper right Cx4y4) in the left-hand figure, Other poiﬁts are chosen
by alternately moving up and righf from X1¥1 and moving‘down and left
from X, 5, until the point is duplicated, 1In the case where n ¥ m (right-
hand figure) when the points X3 and X,¥4 Were selected, the point
half-way between would be the value on Xq5 all other points being chosen

as described above,-

YQ N K Y4 \ \\ o\, |
N 4 \ * g \
Y3 Tq Nt
y2 | & Y‘k\
%3

NN
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In actual practice, the probabilities are calculated only after
the number of bumps is reduced., In the MBPM, prior to Phase IX, an
approximation was used in calculating the areas in order to keep com-
puter run time to a minimum. Rather than calculate the exact values
of the areas, the areas between z values were taken as propoftional
to the differences between z values,

Although this approximation seems to introduce only very small
erroré, even small errors tend to create progressively larger errors
after a number of operations, (See Table 1, p, 26), These and other
errors were compensated for by applying a correction factor equal to
the resultant error in mean value (e.8., -0,05) to all the range
values (class limits) of the histogram, while holding the probabilities
constant, This preserves the shape of the distribution by sliding the
histogram over to where the correct mean value is maintained, The
correct mean value is taken to be the sum of the means of x and y,
since the mean of the sume shoiild equal the sum of the means, (Ref.
13, p. 208),

There is, of course, no problem in computing the actual areas
rather than the approximate areas, other than the iﬁcreased run tiﬁe,
and this change has been Incorporated into the revised program,

As can be seen from the sample calculations in Appendix C.4,
even though the area calculations are correct, the mean is not necess~
arily correct, An explanation of the method of calculating the mean
value of a histogram is helpful in understanding the nature of the
occurrence of incorrect mean with correct areas,

The mean of a histogram can be taken as the sum of the means of
the individual bumps, The mean of a bump, which is a uniform distri-

bution, 18 the mean of the class limits, The mem of the varlable x

11



in the figure below would be x = % (=, + xz)p1 + %‘(x2 + x3)p2. This
can be seen to be analogous to thinking of the bumps as masses of unit
thickness and the mean és the location of the center of gravity, We then
determine the phyéical moment (first statistical moment) about the axis

x = 0, which is equal to the c.g., or mean, since Py + Py ™ 1,

1, *2 R 3 x
¢
L
@ % <%,
-+
°J et

If the smaller values of z in the addition diagram are examined, the

nature of the problem becomes apparent,

Xy %, X,
Y3 > = AN A > A
PR SENG NS RNE T
11 A
Ay 15 - A
Yo 14 P
A A A
4 AN7 8 2z
N A AZ 6 8
\\ 1 : A5 \Z |
v 7 !
NN N AN z ™3z,
zl 22 >3 24 zs z6 1 2

As the dotted line moves in incremental steps from z, to z, in the left-

hand figure the area is not a constant for the steps, but increases
linearly, Instead of the distribution between zy and z, being shown as

a rectangle in the right-hand figure, a triangle has been produced,

12



Since histograms have, by definition, rectangular bumps, we have not pro-

duced a histogram bump., In other words, the sum of two histograms is

not a histogram., If this is true, the best that can be expected when the

sum of two histograms is represented by a histogram is that the resultant
will be a good approximation,

VBy the same logic, a triangle will also be produced in the area
between Zg and Zge If these areas are represented in the z histogram
as rectangular bumps with the limits unchanged, the probabilities of
these bumps and the limits of the bumps are correct, but thelr contri-
bution to the histogram mean is incorrect, due to the shifting of the

true mean,

2pA 04
2p(A1) 4+
p§A17)-~
p&HT A
: ! : 2 17 s,
2 i _
%1 2yl 7 g %9 1 2y * Tzg i
Histogram .of Correct Distribution of
End Bumps End Bumps

Considering the base of the triangle A1 (on the joint probablility

diagram) as Z, and the base of the triangle A17 as zg, the c.g, of
2 1

A1 is at Z, + 3 (zz— zl) and the c,g, of A17 is at zg + 3-(29 - ZB)’

The histogram has the c.g. of A1 at zy +‘% (z2 - zl) and the c.g. of

1
Al? at zg + 5 (z9 - ;8). Obviously, the triangle cannot be replaced
by the rectangle and still preserve the correct area, limits, and
c.8, The best approximation seems to be to preserve the area and

c.g, (which contribute to the histogram mean, the best point of

13



reference) and to make any necessary adjustmente on the limits, The
only points which can be adjusted are the end values (z1 and zg) in

this case, as z, and zg are common to the adjacent bumps. The area

affected is also minimal, as the areas are moved from the points

2 and Zge The adjusted end points would then be as showa in the

diagram below,

3
%P(A]j))—-
SPA)T
2 1 A A
1 ‘% 2 17 o
L ox , %2 P ez
< @
J
3 Nt
‘J\e ‘Prv.;
e <.
Y
*J

An gdvantage of this method is to counteract the tendency for the one
points of the histogram to spread out after repeated operations with an
infinitesimal probability of being in this spread portion of the distri-
bution,

An extension of this approach into the other bumps of the eight-
bump histogram shows that triangular areas produce triangular bumps and
parrallelogram areas produce parallelogram bumps, Other shapes (trapez-
oids) can be handled as combinations of triangles and parallelograms,

tThe resultant distribution of z is shown in the diagram below,

%o

% 22 Z3 24




This approach helps to point out another source of error. The
sum of the means can be used as a check point against the mean of the
sums, but it can be seen (Appendix C,4) that these values can be in
agreement and the individual bumps in error. For example, if after

reducing the number of bumps, A, and A, are in the same bump, their

1 4

equal andlopposite errors will balance out, and the bugp will be
correct, but if z, were selected as the dividing line, between bumps,
A1 and A4 would be in different bumps and each bump would be in error,
They w ould not contribute to error in the histogram mean as long as
they were correctly handled (as individual bumps with properly located
c.g.) but would contribute when lumped with other values into a single-
valued bump, The items that contribute to error in the figure above
(where Zg is the dividing line between bumps for the resultant twom=

bump histogram) are A, and the Alz--A13 combination, and A3 and the A

9
-A8 combination, (See also lower left-hand figurebon p. 12,)

7

It should bhe apparent that it is impossible to represent the
bumps of this figure by rectangular areas (regardless of how fhe bumps
are combined invreducing the number) that preserve the areas, limits
and means, Since the areas (probabilities) must total unity and the
means are used in the only correction of accuracy, any adjustments
should be done to the limits, or dividing lines between £umfs. If
this is done while preserving the location of the end bumps, the
effect will be to skew the z distribution enough to make z = X + y,
The details of this skewing are illustrated in Appendix C.1l1,

This method gives a better approximation of the z distribution
than the former method (Ref., 2, pp. 15-27) since it preserves the mean
value, maintains reasonable end points and distorts the shape as little

as possible., (See Appendix C,10 and 11,)

15



C. Multiplication of Histograms

Consider the same two variables, x and y, which were defined
in Section II,B, In finding the distribution of the product z = (x)(y),
the joint probabilities of x and y are the same as in addition, On a
diagram similar to that used for addition, values of comstant z will be

hyperbolas as indicated in the figure below,
zZ

% z

- \ \ \
"z
3 o \a A7 9
A 12
A\ 11 A
10 15 . A
yZ 9

1\'14
A
5

Aa\\\\\

A ~ %8

Z

A 8 7

N Al 7 z

\ -~

v, N % °

1 gy < ~J < ~ z
\21 Zy %3 % 5

In general, the philosophy of area being proportional to probability and
the manner of reducing the number of bumps after multiplication is the
same as in addition, The principal difference lies in the felative
difficulty of caléulating areas enclosed by hyperbolas as compared to
straight lines, This difference suggests an approach to use - to app-
roximate the hyperbolas with straight lines within an area of uniform
probability,

In the MBPM prior to Phase IX the same approximation was used for

calculating the areas in multiplication that was used in addition, i.e.,

the areas between z values were taken as proportional to the differences

between z values, As can be seen in the sample calculations in Appendix

C, the errors introduced by this approximation are larger, in general,
when used in multiplication than when used in addition, For example,
a comparison of the addition in Appendix C.4 with the multiplication

of the same variables in Appendix C.9 shows an error in addition of

16



4.24-24.125 = 1,79% and an error in multiplication of

The straight-line method, which has been incorporated into the
revised program for multiplication as well as for addition, decreases
the error of multiplication but not to the extent that it does for
addition, since it eliminates the error of area calculation in addi-
tion, but onlf decreases the error of area calculation in multiplication,
The computer run time has been increased in the same mamner as in the case

of addition.,

As the dotted line in the preceding figure moves across A, with

1
z increasing, we see that the area is a more complex function of z than

it was in addition:

z/y z/x z/y
A = Jr j dy dx =j & -y))dx (7)
*1 71 *1

z z
z(ln ¥, - In xl) - ylé§1 1)
When plotted as probability as a function of z, p(z) takes the form shown

- X

below:

p(z)

which can be approximated by the straight (dashed) line., If the straight

line is accepted as a reasonable approximation, then the method of

17



adjusting the end bumps that was described in Section II.B. can be used
with multiplication of histograms,

The fact that the product of the means is equal to the mean of the
products of two indépendent random variables, (Ref, 13, pp. 208-209) pro-
vides a means of checking at least one value of the z histogram, Errors
in multiplication tend to be greater than in addition for the reasons
already mentioned and also because there is not the symmetry of equal
triangles that tends to provide equal and opposite errors which balance
out, and errors tend to be positive since the dashed line in the above
figure includes more than the correct area, Otherwise ths same general
philosophy of approximating the product of two variables can be used as
was used for approximating the sum of two variables, The same (although
probably larger) skewing effect will be exerted while retaining the
proper mean and realistic end points,

D, Subtraction of Histograms

It would seem that subtraction of histograms would be a quite
simple operation, comparable to addition, Although conceptually simple,
such a pfocess contains problems of implementation, For cexample, in
the diagram below, treated in a manner similar to addition and multi~

plication, negative values of z = x - y are possible,

Q
& a ¢
¢ P e
5 /'I) /‘b ; /
fL
p
'R
y 3 2
"
¢
®
1
1 73
X
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Negative values of burden are, of course, meaningleés, and a method of
addition was adopted,

In the MBPM the distribution of z is the quantity whbich, when
added to y (which has some known distribution) will give the value x
with a given distribution, A discussion of the method of subtraction
as used in the MBPM is given in Reference 2, pp, 21-24, It may be
summarized in the following diagram where x and y are ﬁhe known vari-
ables, and z is the variable which is added to y to produce x in the

equation x = y + z (for z = x = y).

T4
73
% \ )
41 N N N %3
*2
*1

There are several problems with using this method, including the
following:

1) With some combinations of x and y it is still possible
to get negative values of zj
) »This method requires dependence of x and y, but y and z
seem to retain independencej
(3) Not only must x and y be dependent, but they must be
dependent in a manner that will glve & mathematically con-

sistent value for z;

19



(4) In an example given in Reference 2 where x and y are
identiéal, z must equal O with probability 1 which is
difficult to justify in a real situation, such as the
decontamination process,

In view of these problems inherent to histogram subtraction,
the places where subtraction is used in the MBPM were examined and
found only in the "hurden change" calculation and in the decontamina-
tion calculation,

The burden change calculation is performed so that a printout
might be obtained after any task, but it is not in a direct line with
subsequent burden calculations, In other words, the results of this
calculation are not used in any other calculations, but are for
information only, Since the value of this information is not signi-
ficant, this calculation can be eliminated from the program with no
serious consequence,

Equation (3), which is used to calculate the contamination caused

by contact with hands or tools, was performed in the MBPM as -

aSzB aSlbt
B' = B - At T which required subtracting one histogram from

another, This is being changed to

( a52> as;b,
B'= B |1 - 55-) + 5 as given in equation (3), The operations
will now be subtracting a histogram from a constant (which, as pointed
out in Section II.A, presents no known problems), multiplication of
two histograms and adding two histograms,

The problems of histogram subtraction are being avoided by elimi-

nating the requirement for this operation from the MBPM, The only sub~

tractions remaining are the subtraction of a histogram from & constant,
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In equation (1) e — -tiy — is always less than one, and in equation (3)

q§2/2A is always less than one, A check has been incorporated to

show an error if Ej in equation (4) is input greater than one, As

these three values are subtracted from unity, the resultant is
always a positive value, The problems of histogram subtraction
have thus been avoided without compromising any of the required cal=s
culations,

E, Division of Histograms

The division of one histogram by another histogram was
performed in the MBPM in a manner similar to addition aad multi-

plication and is illustrated in the diagram below for z = x/y,

xl Xz
Xl xl x2 e R e x3
z=§— z=§— 2R j}/ Yy g=
/ 1 =
// ZQ-_3.
/ e 72
. e
@2 - %y
/ e = A e
/ / Ve 7 7 yl
/ X
//);J_ /L/”' -Z";?'
// // P / ' 3 1
/// //, "’f L
(0,0)

Division seemed to present no new problems, but when checking
or édjusting the resultant a problem arose, since the mean of the
quotients is not equal to the quotient of the means (z # x/¥). (Ref,
13, p. 224), The choice, then, was either to develop a new method

of acquiring a correction factor, or to eliminate the requirement for

division,
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The only requirement for histogram division in the MBPM 1is in
the exponent ~t/v., The most logical way to make this calculation is
to take the reciprocal of y, (1/v), which is simply a constant divi-
ded by a histogram, and multiply the resultant histogram by the his-
togram for t. The mean of 1/v can be determined in a straightforward
manner, and the mean of the products is equal to the product of the
means, This has been incorporated into the MBPM, thereby eliminating
the need to divide one histogram by another histogram,

F. Determining Maximum of Two Histograms

The method of determining the maximum of two histograms is
described in Reference 2, pp. 24-26, but may be summarized by saying
that the probability that two independent events will have occurred by
some time (t) is the product of the probabilities that each has
occurred, For any pair of values x and y the cumulative‘probability
for z = max (x,y) 1s the product

Pz(z) = Px(z) ° Py(z)

The MBPM uses the method in Reference 2 to determine values for
z on a cumulative probability curve and then eliminates the least
significant points on the curve to reduce the number of z points to
thé maximum number of x points or y points,

‘Since no errors have been detected in this method, no changes
have been incorporated into the program., It should be pointed out
that this feature of the program has not been exercised on recent
MBPM runs, since in the only place this is used in the program
(operation times) the resultant operation time has been a known
quantity for each operation., It is anticipated that this calculation
will be used extensively on future runs, however, and should be

retained in the program.
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G, Input Histograms

In order to get to the point where histogram combining is
necessary, the random variables must be expressed as histograms, The

question of how to go from a sample of data to a histogram to be used

in the MBPM has been the sﬁbject of some criticism, As pointed out
previously, the inference of uniform distribution between class limits
of a histogram is seldom even approximated by the data upon which the
input histograms are based,

As is shown in Appendix C.l and 2, input data can be fepreaented
by more thgn one histogram for the same sample with Widely'varying
resultS'whgn combined in histogram operations. For this reason, ﬁﬁe
selection of class limits can be an important consideration. Questions
which frequently arise are, for example, into how many bumpsléhould a
histogram based on given data be broken} should equal or unequal class
sizes be used; if unequal, should they be logarithmicj how far above
the highest data point should the top class goj how far below the lowest
data point should the bottom class go? 1In the past, these questions
have been answered on the basis of professional judgment, except that
computer memory size limitations restrict the maximum number of bumps
per histogram to about ten for the Mariner type of input data,

It has been suggested ﬁhat some of the input histograms might be
~expressed appropriately on a logarithmic base, Some of the data do
seem to be based on a logarithmic normally distributed base, but the

advantage of using this base in preference to a more linear one has not

been demonstrated on the MBPM,
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The input data used during this phase of the study were essen-
tially that which were reported in Reference 4, These data were based
on limited experimental data and considerable engineering judgment and
the need for improvement 1s recognized by the current program at JFL
to revise and update all input histograms, Graphical tests were used
(Appendix C,12) as a measure of the normality of the input data and it
was found that most, if not all, of the input data are approximated by
either a normally or logarithmic normally distributed curve, It is
felt that further effort in improving the input data is pertinent to
increasing the accuracy of the predictions obtained through the use of
the MBPM,

Another area that should be reviewed 1s the vélidity of the input
data, For example, two sources of data (Ref, 4, pp. 9-10) were used
to obtain the input histogram for the average microblal lifetime, v,

One source consists of eight data points with a mean of 230 hours, while

the other source consists of 69 data points with a mean of 30 hours, The
combination of these 77 data points which has a mean of 51 hours is used
as the basis for the input histogram, The apparent disparity of the
source data upon which the input histograms are based needs to be
resolved by further study of the validity of the source data which is

outside the scope of this contract,

24



III, RESULTS OF CHANGES IN HISTOGRAM OPERATIONS

A, Effect on Accuracy

The effect of changing the way the computer program performs
histogram operations on the overall accuracy of the MBPM calculations
has not been defined, but the following statements do spply to indivi-
dual steps of histogram combining used in the MBPM:

(1) The straight-line method of calculating probability is

more accurate than the proportional method in calculating

the shapé and the mean of products and is more accurate in

calculating the shape of sums, but is less accurate in cal-

culating the mean of sums;

(2) The method of fixing end points by preserving the areas

and momenfs of the end bumps tends to prevent the buildup

of excesgsively long "tails" and gives a more realistic

picture of the distribution;

(3) The method of skewing by applying a correction factor to

all class limits except the end points preserves the range

values better than the method of applying the factor to the
entire distributiong

(4) Replacement of histogram division by multiplication with

the reciprocal of the histogram improves the accuracy since

there iz no known way to easily correct the result of division
to a known mean;

(5) Elimination of histogram subtraction improves the

accuracy by removing some non-rigorous procedures from

the program and by reordering the sequence of operations,
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(6) When skewing will not accomplish the necessary correction,
the program uses the correction factor essentially the way

it was used prior to Phase IX and the results are neither

better nor worse than before the revision. This can become
necegsary when multiplying one histogram by another histogram
several orders of magnitude larger in range values,

A detailed check of histogram combining results was made by using
the listing shown in Appendix B, The results below are.for the multi-
plication of M identical normally distributed histograms, each with a
mean of 4,0, using the straight-line method of multiplication, without

any other corrections or adjustments,

No. of True Value of Calculated Value of
M Bumps Mean Mean
2 3 16,0 17,697
2 5 16,0 16,48
2 10 16,0 16,131
3 3
5 3 1,02 x 10 3,298 x 10
5 5 1,02 x 10° 1.676 x 10°
5 10 1.02 x 103 1,173 x 103
10 3 1.05 x 10° 8,562 x 10’
10 5 1,05 x 10° 1.193 x 10’
10 10 1.05 x 106 2,552 % 106

TABLE I. EFFECT OF VARYING NUMBERS OF OPERATIONS
AND BUMPS
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The effect of varying the number of bumps and the effect of
repeated multiplications can be seen from the above table, The
desirability of using a large number of bumps, and the necessity
of correcting the mean is apparent.

B. Effect on Run Time

The effect of the program revisions of histogram operations
on computer run time is expected to vary slightly with the type of
problem being run and with the computer being used, The table below
is for two runs on the CDC 6500 at the Martin Marietta Denver facility,
The first run is with the program as used in Phase VIII (the burden }
difference calculation has been eliminated to give a truer picture of
the calculation revisions) and the second run is with the program with
all the revisions adopted during Phase IX, The difference in run time
is taken to be the total central processor time less the load time,

The times are for the first ten days of the Mariner Mars 69-3,

Run No, Total Time Load Time Run Time
(sec,) (sec,) (sec.)

1 100,591 29.421 71,170

Z 111,073 30,128 80,945

TABLE II, EFFECT OF PROGRAM REVISIONS ON
COMPUTER RUN TIME
The increase in run time for this case is approximately 14%, A similar
run on the Univac 1108 at JPL increased run time from 836. to 956 sec.
or 147%, These are indicative of what might be expected on other runs,

C, Comparison of Selected Method with Former Method

Figure 2 shows the former MBPM predictions compared with swab

sample data for the Mariner Mars 69-3, These are the same data that were
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reported in Reference 9, Figure 1, Figure 3 shows the revised MBFM pre~
dictions for the same Mariner Mars 69-3 input data,

There is no significant difference in the mean values, The revised
MBPM gives slightly higher values in the vicinity of 120 days, but from
150 to 250 days the means are essentially equal, The 5 and 95 percentile
curves tend to be closer to the mean value in the revised MBPM than in
the former method., This indicates that the mean value (which is calcu-
lated in basically the same way as before) has not been affected, while

the revised method of calculation has affected the shape of the histograms.
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IV, CONCLUSIONS AND RECOMMENDATIONS

A mathematically precise technique for combining histograms into
sums, products, difference and quotients, which are also histograms,
is not available, The absence of this most desirable way of performing
these operations leads to a search for a method which will give the best
approximation while preserving the primary characteristics of the distri-
bution as much as is practical, These characteristics havs been taken to
be mean value, distribution shape, and end point values, although only
the mean value can be expressed as a quantitative measure of accuracy,
The program revisions which have been made during this tudy lead
to the following conclusions:
(1) Additional insight has been gained into the nature of
the histogram combining problem and this insight had led to
a method of calculation that maintains the extremities of
the distribution without sacrifice of meén value or adver-
sely affecting the shape of the distribution., This should
give a more realistic picture of the distributions than the
method formerly used.
(2) Since the method of calculating means has not been
altered (except for division and subtraction, which have
been eliminated) the resultant means are basically unchanged,
(3) Since computer run time did not seem to be seriously
increased by the method which incorporated all the improvements
developed during the study, all the improvements were incor-

porated into the revised MBPM,
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It has not been within the scope of the present contract to
make an exhaustive investigation into histogram combining techniques.
If histogram combining is to continue being used in probabilistic
studies, more rigorous methods should be investigated, It might be
desirable to perform the combining calculations in some more general-

ized manner and express the resultant as a histogram,
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NEW TECHNOLOGY

This study reports the development of revisions to a previously
reported mathematical model, The histogram method for combining random
variables that was refined in this study has potential applications in

other engineering and scientific fields,
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Appendix A

COMPUTER PROGRAM LISTING OF EACH
SUBROUTINE AFFECTED,



OO0 0

SUBROUTINE BPS

BURDEN PREDICTION SUBROUTINE

THIS PROGRAM READS FROM TAPE 9

COMMON KKe IKe KRo RUNCT)o» KSe STG(7)e KTe TSK(T7)s DSC(63e LDy

@ MEe AES(H8)s IECEI0)e IETII0)s AEC(IO0}e AET(103s AED(IO} .
- REF(10e8)s NOo» TOTE35)e T0G(35)s I0C(35)s NPs DACC12062%
s TULLI20e TABCLZ20e¢6Ye AAGI1Z203e AAS(1203e AAT(120)

N NX(572%¢ DRESTZ20113e HAR(ST2011e KOs NSe IR(S5)¢ AR(Y}

. APALZ2Ye NTe JTL10D)s XMTC100De XVTL1003s Lilo L2s L3s LG
o KYSe IVTEe K3s DUMI2664)

DIMENSION XX€T7YeIX(iB)
3 FORMAT(344IMICROBIAL BURDEN PREDICTION MODEL/UH RUNeISe2Hs +7AB)
REWIND 9
REWIND 11
NT=O
100 READ (9) L oKKeIK oT1el20I56160%YX
KK=1 INDICATES A NEW RUNe STAGEe AND TASK
KK=2 INDICATES A NEW STAGE AND TASK
KK=3 INDICATES: A NEW TASK )
- KKzt CALLS FOR A BURDEN DIFFERENCE DETERMINATION
KK=% CALLS FOR ZONE BURDEN WRITEOUT
IK=0 CALLS FOR ZONE DEFINITION DATA INPUTS
IK=1 INDICATES ZONES CORRESPOND 7O PARTS
KKz=6 CALLS FOR A RESTART AND REQUTRES A BINARY DECK INPUT
IF(KK.NE.E)YGO TO 102
READ(Z2) KRe(RUNCJII eJT1lo7) eKSe{STGUUYsJZ1o7) eNEG(AEST{ U)o d=lol)s
o (TECU(JIeJETUIJIAECIJY eAETEJ I AED(UI o (AEF(JSoK) e K183 J=1010) s
o NOe(TOT(J)eTO0Q(JYoI0C LY o =1e35)eNPo{{(DACIIeK)eKTL02)oIU(JY o
e (IABIlJoKIOPK=1oBYeBAGLJ) o AAS{JI) v AATLIY oJd=1+100)sK0eNTe
e (JVLSY o XMTLSY oXVTTLU e Le 100 o KTSoIDeITEsKL1o K20
e (NX{IJefDRUToJIeXREI eI ed=1011)eI1e572)
G0 Y0 10D
102 IF(KK-3) 103,130:.309
103 IF(NT.EQ.D)GOD T0Q 106

HRITE STAGE SUMMARY FOR PRECEEDING STAGE
HRITE(B6e3IKRe(RUNIJY ed=10e7)
UHRITE(BoUIKSo(STGUUIod=1e7)

4 FORMAT(GH STAGEeI3¢2He o¢7AG/15H STAGE SUMMARY-//
e 3N o BHTASK o TH o UHMEAN o BN e EHFINISH/13X o 6HBURDENGX s 4 HTIME/ )
DO 108 T=1eNT

104 WRITE(GeSIST(IVYeXMT(IdoXVTL(L])
5 FORMATIITeEL13.3¢F10.31)

106 IF(KK.GT.0} GO YO 109

IF(KZ2.EQ.3) GO TO 108

HRITE(Z) HRe(RUNCJIPeJ1le 7l oS e (STGLlU)eS =l o7l eNEo AES(JloJ=10t0¢
o (IEC(UI sZETLSY 0 AECCII e AETUUD o AEDII) o (AEF (JoK) oK=L o U} oJ=1¢ 100
e NOo(IOT( ) eTO0CJY sTO0CEdS e o350 eNPo((DAC(JoKIe K=o 2V IUCU) o
o IIABLJeK I eK=LoB) e AAGIJIeBRASTJIsAAT (U)o J=1¢100) eK0OsNT»
o GJTESP e XMTUIY e XVTII) ool 00 e U TSeIDeITEeKL K20
e (NXI{IPo{OR(I eI} eXRIToJIoI=1elldeIzlo572)

108 Mc=O

UHRITELLL) MoeHRoKSeMeMeDSCl Ao 1o  oMeMe (RUNEII 1T e ST EUY e
edTle7) ol JVeJdledT1018)
RETURN

103 GO VO (1106220613008 480:350% eKK

READ RUN NUMBER AND DESCRIPTION
110 READ (93 LeHRe¢IXEII w21 e5eRUN
HRITE(G600) KR (RUNC I d=Le7)
600 FORMAT(SHEHIMICROBIAL BURDEN PREDICTION MODEL//74YH RUNeI202XoTAG//)

A 03

(9 YR RN

(AR NNl Ra




o

OO0

100

MD =0

K1z0

K2=1

NE=O

NO=O

NPZO

NTZ0

DO 111 I-1¢120

TUCIY=0

AAG(II=O0.

AAS(I1=0,

ARTCINZO.

D0 111 JT1+6
111 IAB(I+J)=0

DO 112 NZ1,572
112 NX(N)=-1

K0=508

NX(KO)I=1

DR(KO» 110,

XR(KOe1)=0,

READ STAGE NUMBER AND DESCRIPTION
120 READ {9) LeKSelIX(J)oJd=195)05TG
NT=O0
Mzl

HRITE(LL) MeKReKSoMoMe{DSClUI o JT1le8) o MoMo (RUNCU) o J=10T)o(STG(JYe
o dZleThe € JTCJPed1e1B)

READ TASK NUMBER AND DESCRIPTION
L4 IS THE INDEX FOR SAVING THE TOTAL MICROBIAL BURDEN
1F NEEDED FOR USE IN DEVERMINING A BURDEN DIFFERENCE
K3 IS BURDEN PRINT FLAG
130 READ(9) LeKTolUoK3e{INX(Jded=10330eTSK
HRITE(Geb12) KSeSTGeKTo TSK
6512 FORMAT(GHISTAGE ¢ I302X e 7TAG/5H TASKeIWo2Xo7A6/)
IF1I1.67.00K1ZI1
IF(I2.6T.0K2=I2
[FIIS.LE. OV GO Y0 138
JFLID6T0) MDZNXCID?
10=15 '
RESTORE THE FIRST 20 DISTRIBUTIONS
Do 137 Kz=t.20
JZK+8552
CALL HES{KesJ}
137 CONTINUE
138 IF(IG.GT.0VITE=IG
NTZMNT+1
CALL HMBSIHMDoH1eKZ2}
IFIK2.NE=-2) GG TO 100

WRITE(3Y KRe(RUNIJPoITLlo T oS e {STBIJ o Tle 7Y e NEo CAES (e d=letide
o (IECEAN s TETVISY e AECEI I eAET (U v AFEDI I e (AFEF (JoKE s H=lo8) e d=lei0}e
s MOlIOTEJIeTO00( S oIO0CES o135 oNPoliDAC eI e Ko 2l dY o
e (IABLIsK ) e LleBl s AAGIJIY o BASTII e AAT(UY) oS00 e¥0oNT s
o (JTESV o XMTLI o VTSP e d1ol00) e TSeIDeITEGKIoK 2
o ENKITIolUORIT sl edRETe Yo d=lolllelzls572)

DETERMINE AND WRIVE BURDEN DIFFERENCE

140 WRITE (6.6017

601 FORMAY ¢ /7 35H BURDEN DIFFERENCE HAS BEEN DELETEDe 7/
GO Y0 100 A-3

[N 9 RNl

[ RoEaRGRa Nl



¢
c DETERMINE AND WRITE ZONE BURDEN DISTRIBUTIONS
150 WRITE(Be3IKRe(RUN(J)eJ=1e7)
WRITELGeTIKSeKT :
7 FORMAT(43H MICROBIAL BURDEN BY ZONES (FOLLOWING STAGEsI3e6He TASKe
s L302HI=71} '
IF{IK.ER.1160 TO 180

C
¢ USE ZOWNE DEFINITION INPUTS
155 READ (9) LeXlZelIXC(J)ed=165)eDSCeX N1}
IFtIZ.LE.0)G0 70 100
A= 0,
CALL HESI{510sK0)
160 READ (9) LeIPolIX(IIoJ=10510AR{XN(I)ed=1e3)
o IP IS THE PART
C AR(JY THE FRACTION OF SURFACE J OF PART IP BELONGING TO ZONE IZ

IFLIP.LE.DIGO TO 170
DO 165 J=1l.4
IFARIJU) EQ.D.3¥G0 TO 165
IF({IAB(IPeJ).EQ.0)GO TO 165
FZAR (.2}
IBZIABL{IPeJ}
CALL HMS(IB+F¢509)
Az A+DR(509.1)
- DR{SD9e1¥1=AVF (509)
CALL HCS(S100509+51001)
165 CONTINUE
G0 Y06 160
170 HRITE(6¢9)Y1Zo(DSC{J)oJ=lol)eh
9 FORMAT{SH Z0MEeIUGe2XelU4AGs7Hy ARFEAZeFB8.3/33Xel1HZONE BURDEN)
CALL HKS({(510)
G0 Y0 158
C
C USE PARTS AS ZONES
180 DO 190 I=-1.100
IF(IU(T}I.EQ.D0360 ¥0 190
A=Q.
CALL HES(510eKO0}
DO 185 J=lel
IBZIABCT )
IF(IBLE-O) 60 TO 185
A=Ae¢DR{IBs1)
CALL HES(509.1I8)
DR{S509:1I-AVF(IB}
CALL HCS(¢510¢509¢530¢1)
185 CONYINUE
WRITE(Go10)IeDACETe1}eDACLIo2)sDRES51061)
10 FORMAY(SH ZONEseIlo2Xe2Abe?7He ARFEAZeFTa208He BURDENY
CALL HHS {510}
190 CONTINUE
GO 70 100
END




SUBROUTINE WMBS(WMDUeKLeKZY

C MICROBIAL BUILDOUP SUBROUTINE
COMMON e IKe URe RUNC7Is KSe STHUTIe KTe TSK{T7)e DSCU&EYe IDe
@ NEe AES{®}oe IECE103, TEY(10)s AECC(10%e AET(101s AED(10%»
° AEF(10+43» NOe I0T(35)s I0Q(35)s I0CI353s NPs DAC(IZ20e2)
s TUCLZ20) s TABLL2U063s AAG(1203s AAS(120)e AAT(1203.
@ MXE572) DRIST20120e KR{ST20110s KDe NSe IR(5)s AR(GB}
o APACZYs WNT»s JTCLO00)e XMT{LO00Y, XVTLI001, L1 L2 L3e LU,
@ KTSe ITEe H3e DUMIZ266ULY
DIMENSION IX(GIoXX{T}:DESI(B} G
GO TO (10012002003 IK G
C ,
C ENVIRONMENTS INPUIS-

100 READ (90 LeIXoRESe{XX(JVoJT1e3)
HRITE(6e8)(AES{JYed=lo8)

8 FORMAT(//30H ENVIRONMENTS INPUTS = = - - -/5H AES=e8E12.4)
C AES(J) IS THE SURFACE LIFETIME MODIFIER FOR SURFACE J
DO 110 Izlell G

READ 19) LeNsdIH{Jled=leS)eDSCeXX1)

IF{NLEL,TOIGO TO 120

READ (9) LeIECINIeIETINIolIX (Yo T o8 b AECI(NIcAETIN) s AEDIND o
« LAEFINeJY e d=letl)

IEC«AEC DESCRIBE THE ENVIRONMENTS BIOTA CONCENTRATION

IETS ALY DESCRIBE THE REFERENCE ACCRETION VIME

AED TS THE AIRBOURNE CONCENTRATION PER MAN

AEF IS THE RATE AY MWHICH., FOR ALL OTHER FACTORS STANDARD.

BIOTA REACH EACH SURFACE
HRITEQEeZD}Nv(DSC(dksJZE@QBvIEC(N)vAEC(N)eIEI(N)aAET(N)»AEDiN)'
s LAEF (N JYedTl ot}
20 FORMAT(/I8o1lXo8AG uXoBHIEC- o I3e6He AECTeFT7olebHe IET=oI3s6He AET=s
oF 7a2ebHe AFED=ZoF ToBebHe AEF-sl8FE.2)
E10 JTFINE.LT.MNINEZN

e OO

C
C OPERATIONS INPUYS-
120 DO 130 Ic1636 G
READ (9) LoeNelIX{J)edZ1eS5)eDSCoXXI1)
IF(N.LE.0¥G0 TO 200 G
IF € I FE0s 1 ) KRITE (6¢9) G
9 FORMATL//730H OPERATIONS INPUTS = = = = « =/}
READ (93 LelOTI(NYICQINIsIOCINY o {TX(JVeJ=10e3)eXX
WRITE(Be21INo{DSCIU) o Jzlol8 e TOTINITORINI«IOCINI
21 FORMAT(/IU iU o BAGo U UHIOTZo13e6He TOQ=oI3sb6He I0C=eI3)
C I0T IS THE OPERATION TIME INTERVAL '
c I0Q@ IS YHE DIRVINESS FACTOR
C I0C IS THE BIOTA CONCENTRATION FOR CONTACT CONYAMINATION
130 IF(NO.LT.NINO=HN
C
C SUBTASK LEVEL WICROBIAL BUILDUP DETERMINATION
200 DO 285 I=i.1001% G
READEI) L oNSeLI1eL2¢L3eIXTL2o0IX(2VoDSC2HXN1Y G
IFINS.LE.O60 70O 300 G
NizL1l G
MZzL2 G
HRITE(Ge IZINS»(0SCTI el 8} G
12 FORMATI/I3H 2422 SUBTASHT322He 8AG) G
C L1 AND L2 ARE PREREQUISIVE TIME DISTRIBUTIONS G
C L3 IS THE FINISH TIME DISTRIBUTION IF NEEDED G
C AS PREREQGUISIVE FOR ANOYHER SUBTASK G
€ &
C DEVEQMINE SUBTASK STARY TIME G
c IT IS THE SUBTASK START TIME INDEX G
17=0 G
IFILI.LE-0360 Y0 210 6




eNeNeNa Xt Ne N Ne R Ee K]

C
C

LIzL1+530
IF(LZ2.67.,01G60 T0 205
TT=tl
GO Y0 210
205 L2zL2+¢530
17=551
CALL HCSHEL1eL201ITe5)
IF{I0.LE. O} 60 TO 210
IFINXLITVICTNXCIDIICALL HAS(IT)

210 IF ( I oNE. 1} GO0 7o 215
KTS IS THE TASK START TIHE
KTS = 552
IF ¢ IT EG@. Q) CALL HES(KTS.KO}
IF ¢ IT .NE, O ) CALL HES{KTS.IT)
215 IF ¢ IT7 G NE. O 3 GO 7O 218
IT = 551

CALL HESU(IT«KTS)
218 LL = IT
TI1zDREIT.1)

PARTS INPUTS-
140 00 150 Kz=10121
READ (9) LeNe€IX{JIoJdzleS5)eDESeXX (1)
IF(NsLE-03IGO TO 160
IF § K oEQe 1 -AND. K1 oGE. 1 7} HRITE(G6+10)
10 FORMAT(//30H PARTS INPUTS - = - = = - = =/)
DACI(Ne1)=DES(5)
DAC(Ns 23=DES(6}
TUINT =0
AATENYIZ=O,
IF(IT67.0) AATENIZDR(ITel)
READ (9) Le(IABINed)eJZ1le63eAAGINIoAASIN) o {XX{J)od=105)
IF(IAB{N+6).CT.0)60 TO 182
AAG(NI =0,
AASINIZO0.
142 CONTINUE
DAC IS THE PERMANENT ALPHAMERIC DESCRIPTION OF PART N
IAB(J) INDICATES THE DISTRIBUTION FOR AREA/BURDEN FOR
Jzle TOP SURFACE
Jz2e OTHER EXTERIOR SURFACE
Jr3s MATED SURFACE
Jzthe OCCLUDED SURFACE
IAB(S5Y IS THE ENVIRONMENT INDEX (MAY BE LEFT BLANK)
IAB(RY IS THE RETENTION DISTRIBUYTION FOR CONTACT
AAG IS THE RETENTION DISTRIBUTION MEAN FOR FALLOUT
AAS TS THE RETENTION DISTRIBUTION MEAN FOR CONTACT
AAT IS THE LAST TIME OF ACCRETION UPDATE

IF € K1 .GE. 1) WRITE(Gs22Y NelDESCJ) oJd=1eB) e (IAB(NeJ) o

SJZ1loblsAAGIN) s AASIN)

22'FOQMﬂTéfI%oIKV€ASOQXGQHI&B:vSIQvSH9 AAGZT oFT7.306He AASZeFT7.3)

DO 185 J = 1+ &

IF ¢ LABINeJd) 6T, D}
145 CONTINUE
150 IF(NP.LT.NINPZN

CALL HES(IAB(NeJ) oKO}

DISTRIBUTIONS INPUTS =
160 00 175 K=-1+501
READ 19) LeMeMelIX{J)odzlo8)eDESoXNL(LD
M=1 INDICATES THE DISTRIBUTION IS A CONSTANT
IF(N.LELOVGO TO 179
IF § K EQ. 1 AND. K1 -GE. 1 3} HRITE(B.11)
11 FORMAT(//730H DISTRIBUTIONS INPUTS = = = =//7})
READ (S) LofDRENoJIeJTlelllol{XRENoJ)od=Zlell)

& £
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s ReNeNeRtEsRtEse!

MXINIZH
ITF(ORINsLILEDOs ) DREWNSIIZAVFING
IFtN.GT-20) GO Y0 171
J=N+552
CALL HESCJeN}
171 IFCIDLLE.QO) GO TO 172
IF(MGTNXLIDYY CALL HASIN)
172 IF € K1 .GE, 1 ) HRITE(Ge23) Ne(DES(JYeJd=lol) eDRINo1}
23 FORMATII® »1X o8 AG/S5XKo 12HCOEFFICIENTZoE11.49eBXe12HDISTRIBUTION?
IF € K1 .GE. 1 ) CALL HUWSIND
175 CONTINUE
173 IF(I0.LE.U} GO 7O 190
IF(MD.E@-NX{ID}} GO TO 190
DO 180 K=1.20
IFINY (K GT-NX(IDY) CALL HAS(K)
180 CONTINUE
IF(MOLENX{IDY) 60 Y0 189
DO 185 Kz=21.552
IFCNNEK I GTHNXCIDI) CALL HAS(K)
185 CONTINUE
189 MDZNX(ID)?

190 M=z

WRITE(11) MoKRoKSeKTeNSo(DSClUI o J=Lot) e IToNX(IT)e(DR(IToddodz1s
e L1 e (XRIITodY o101 e dAECIU) e J=1e5) oML oN2e(JT(J)oJd=1063)
NC=0

ENVIRONMENT.AREA/BIOTA BURDEN CHANGES-

220 READ (9) LoeKeIRsARSEXX (U)o J=163)

K IS YHE CHANGE IDENTIFIER

IR(1YsIRE2Y ARE THE NEW PART AND SURFACE INDICES
IR(3YIR(4) ARE THE CONTRIBUTING PART AND SURFACE

IR(5) IS THE NEW ENVIRONMENT (IF ANY) FOR PARY IR(1}
AR(1S IS THE AREA CHANGED TO IR(1)¢IR(2) FROM IR(3)IR(U)
AR(Z2) IS THE NEW AAG FACTOR

AR({3Y IS THE NEW AAS FACTOR

IF IR¢5)s AR(1)e AR(2)e AR(3) ZEROs» NO CHANGE IS MADE
IF(K.LE.0)GO TO 240

NC=NC+1

IF ( NC .EQ, ! .ANDe K! oGFfe 2 ) WRITE(Gs16)

16 FORMAT(/BX-U2HENVIRONMENT/AREA/RETENTION FACTOR CHANGES-/)
I1ZIRC1) '
IFINPLTT1INP=I1
IF(AR(11.LE.C.YGO TO 232
CALL MAS({I1¢T1)

TUCIIYSTUCILY ]

12=21IR(2)

I3=IR( 3

CALL MASIIZeT1)
TUCI3ZIZIUCI 3V«

I45IREH)

IBZIAB(I1.12}

TAZTIAB(TI3sI0)

IF(IR(S51.6T.0) TAB(TI1:5)=IR(S}
IF(ARI2Y.6T.0.) AAG(ILY=AR(2}
IF(ARI31.6T.0.1 AASCILIZARLD)
IFIDR{TIA-13.LE.D0.)60 TO 220
FZAR{1J/DR(IAG 1)
IF(F.LT..995)60 T0 230

Fz1i.

230 CALL HMS{IAFe501)

AZDREIBe1+DRESOLIA1)
DRIIB«1IIZAVFLIBY .
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O

C
c
C

DREISOL«1IZAVF (501} G
CALL HLCS{IB.S501.,IBe1} o]
DREIBe1IZA
F’:I,e"’"F
CALL HMSU(IAoFsTIA)
Go Yo 220
232 IF{IR{SI.0T.0) IAB{I1+5)ZIR(S)
IF(ARI2).6T.0.9 AAGLILIZAR{Z)
IFEARI3 I GT.0.3 ARASII1)ZAR{3}

GO Y0 220
OPERATIONAL LEVEL BUILDUP-

2ub IE=ZIYE 6
IT IS VTHE CURRENT TIME DISTRIBUTION INDEX : G

250 READ (9} LeIOsIKEo(IXEJY o U=l el) e AKToAKQe (XX (J)oJ1e5)

10 IS THE OPERATION

IKE IS THE OPERATION ENVIRONMENT WHEN DIFFERENT FROWM
THE TASK ENVIRONMENT OR THE PREVIOUS OPERATION ENVIRONMENT

AKT IS THE OPERATION TIME MODIFIER

AKG@ IS THE NUMBER OF MEN
I0 LY C INDICATES A DECONTAMINATION OPERATION FOR WHICH
AKT IS THE FIXED OPERATION INTERVAL

IFtI03252+2900258

DECONTAMINATION
252 10=-I0
TI=DR(IVel}
IF(AKT.LE. 0,360 TO 253
MXE507) =1
DR{SOTe1IZAKT .
XR{S50701 ¥=AKT
CALL HCS(ITeS07sITel) :
253 IF(K1.GE=2) HRITE(Bs+37)I0¢T1sDR(ITe1)
37 FORMAT{SXs 9HOPERATIONeI3¢25Hs (DECONTAMINATION)s FROMeFB8o203H TOo»
sFB8.2¢6H HOURS} :
TIZDR(ITeld:
254 READ (S} LeIPoblKelTIX(Ileod=loli)e AR (XX (J)oJZ1s3)
IP IS THE PART AFFECTED
LK IS THE CURVE DESCRIBING FRACTION OF BIOTA REMOVED
AR(JY IS THE MEAN FRACTION OF BIOTA REMOVED FROM SURFACE J
IF(IP.LE.0)GO TO 250
IUCIPIZIULIPY+]
DI=T1-AAT(IPY
CALL MAS(IP.V1)
DO 256 Jz=1l.4
IF{(AR(JI.LE.0.)G0O TO 256
IBzIAB{IP»J)
IF{IB.LE.DO)¥GO TO 256
AZDR(IBe1)
IF(A.LE-.O,3 GO TO 256
IF(DT,LE.D.} GO TO 255
Mz 8

oo

> 0060

WRITE{LIIMoKRoKSoKT oNSo{DSCIL oL =1el) s IBoNX(IB) e (DRIIBeLIelL=lol1}e6
c(ARIUIBeL Yol Zlo11PeAsTLlofDACIIPoL el Tle2)ehelPedeI0eIABLIPe5} 61T
285 FI(il.~AR{JII/DRILKel)
CALL HMS{LKeFes5011 G
OR{IB1IZAVYF(IRY
DRESO1I.13zAVFIB01)
IF § DRESOLel) LTe 1o 1} G0 70 2256
WRITE (62255} LK
2255 FORMATY (/7 224 =32¢ERROR=exse ¥ = ¢ T3¢ 38H INPUY CAUSES NEGATIV
#F DECONTAMINATION 2/

»

[eler]
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GO YO 2257
2256 CALL HCS{1B8:501:1IB¢%) ‘ G
2257 BDZOREIB. 1}
OR{IBe1)A
M=z9

MRITECLIIMoKRoUS oM ToNSo (DSCIL I el Zlot e IRBeNXI{IBIe (DR{IBeLIeL=1e11)e(
c{XRIIBeL 1 el TlelldoAoTlsAKToAR(JIcATIPeJoI0 LK, IP
IFEK1EG.31 WRITE(B+s39)IPeDACIIPe 1) eDACIIPeZiedoAvARCJIeBD
39 FORMAT( IO s UHPART 9 182X 0 2A609He SURFACEsIZ2¢7He AREAZ¢FB8.3,
c19He FRACTION REMOVED=ZsFS5.3¢17Xe9He BURDENZsEI1D.3} A
256 CONTINUE
GO 70 254
C E
C FALLOUY CONTAMINATION-
258 IFU(IXFE.GT.O0ITEZIKE
ICZI0CeI0)
I8=100¢10}
TIZIET¢IE)
JCZIEC(IES
TTKZIOT ¢TI0}
VizpR{ITel}
IF{ITK.EQ.O0360 YO 259
FoAKT/0RITITKe 1)
CALL HMSU{ITK+F+507)
DR(SOT7.13-4VFE507)
CALL HCS{ITeS507eITel}
C 507 INDICATES THE OPERATION TIME DISTRIBUTION
259 IF(KL.GE2) HRITE(G+29) JTO+IEeT1sDRIITe1}eAKQ
29 FORMATISH s+ SHOPERATION»I3¢13He ENVIRONMENT ¢I306Hs FROMsFB8.2¢3H TD0e
eFBo2e7H HOURSeeF3.0e8H MEN)
AQTAKQ/DR(IGe 1
0 = AG#AFDCIE)
CALL HMSIIG»Q¢505)
DRIS0S5« L IZAVF (505}
C 505 IS THE CURVE Q=D
ACTAREC(IEI/DR{JC 1
CALL HMSIJCeAC506)
DR(SOGs I I=AVF {5086)
506 IS THE CURVE C
CALL HCS(505:506¢50b¢1)
C 506 TNDICATES THE TOTAL FALLOUT SOURCE CONCENTRATION (Ce¢QeD)
260 READ €93 LeIPelSelIN(J)oeJoloti o APDoAPCeAPSeAPAe (XN (J)edle2)
IP IS THE PARTY AFFECTED
LS IS THE TOOL STICKINESS DISTRIBUTION
APD IS NOV USED IN THIS VERSION
APC IS THE TOOL BIOYA CONCENTRATION MODIFIER
APS IS THE MEAN TOOL STICKINESS
APA IS THE CONTACT AREA FOR EACH TOUCHED SURFACE
IF{IPLLE.DIGO TO 250
TUEIPSCIUEIP Y +]
OYzZT1-BATC(IP)
CALL MASU(IPsT1)
IFCAB.LE. O.,3G0 YO 275
IFLIE.LE.OIGO YO 278
IFCITHLLE,OYGO TO 275
AATCIPIZDRET TS 1}
00 270 Jz31eh
IBzZIABLIP e}
FZAEF{IEo S)nBAGLIDY
IFtiG.LE.DI00 T0o 270
IF(FLELT.3G3 To 270
AZDRIIB 1Y A-9
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IFlAoLED+3160 YO 270
IF{DYV.LE.O.Y GG Y0 263
M= ,

HEITE (11 1Mo MR o US oK To NS e fDSCIL el 1 o8l IBoNX(IBIe (OR(IBeLIelL=lell)eb
A HRIIBeL o=l o115 eReTlo{(DACIIP L lol-lo2)eBRelPoeJelOeIAB(IPeSYo (T
263 FzF=4 '
CALL HMSIS06+F 505} G
C 505 IS THE CURVE A»R = A=2FeG2(C+020) 6
FEZAETO(IEY«AES{JI/DREII1}
NNNE = WNX{I1)
NNNCPI = NANNC ¢ 1
DO 2268 JJK = 1e¢ HNNC
XR{S02eIJKY = 1o /7 ¢ XRCIIoNNNCPI-IJK) = EE )
IF ( TJK EG. NNNC ) GO 70 2264
DR{502¢TUKel) = DRIIICNNNCPI-TJUK)
2264 CONTINUE
NXE502) = NNNC :
DRE502« L 1-AVF (502} 6
C 502 IS THE CURVE 1 7 Vv '
CALL HLCS (5051150463}
CALL HMS(SOu.EEe504) :
C 504 IS THE CURYE AsV3R f G

CALL HCS(S07¢50205020 3}

c 502 IS THE CURVE T7sv 6
MZNX(502) ; G
NX(503)=H 6

MPL =T M ¢+ 1
0O 265 JJzleM
KRESOZ eI ZEXNPL-XRISOZsHMPI-UJ} ]}
IF € JdJ EQ. M ) GO TO 265
DR(503edde 1} = DR(SOZeMP1I~-JJ)
265 CONTINUE
€ 503 IS THE CURVE EXP(-~T/V)
DO 266 JJ = 1¢ M
XR(S502¢dJt = 1o = XRESO03eMPI-JJ}
IF § JJ EQe M ) GO T0 266
DR(S020dde¢ 1) = DR(SQ3IHPLI-JI)
266 CONTINUE

c 502 IS THE CURVE 1-EXP{-T/V)
DRES0Z2e13=AVF (502} 6
DRESO31IZAVYF (503 G

CALL HCSt504,502+508,3)
DRE{IB«1I-AVF(IB)

CatLL HCS{IB 50350363}
CALL HCS{503,508¢IBs1}
CALL HASLIB
BDzDR(IBs1}

DR{IBe1Y=A

Mz 3

HRITE(ILIMeKRoKS oK ToNSe{DSCL I vL=1o8) o IBoNX(IB) e (DR{IBoLIeL=1lelll)el
s LERCTIBeL 3oLzl ellleAe TIoAKToAKQeAs TPoJe IO IE IP
TFIKIEQ.3) URITE(Ge30) IPeDACIIPe11eDACITIPe2YodJ: Ao APCo APA(JY e BD
30 FORMATCIOX s 8HPART o 14 o 2X e 2A6¢IHe SURFACE=TZ29THe AREAZ¢FB.3e
« 1UMe TOOL BURDENZeFG.0e1SHes AREA TOUCHEDZoFb.3eSHe BURDEN=ZE10.3)
270 CONTINUE
C
C CONTACY CONTAMINATION-
275 IF{IC.LE.J1G60 70 260
OREIC1ITAVF CICY
IGTIABLIRPH)

IF(IG.LE-0) 60 YO 260 A




DRUIGel1ICAVF (IG)
S1Z.S52AASCIPY%APC
IF(LS.LE.O0IGC TO 260
OR(LSeLIZAVF(LS)
IF(DR(LS¢13.LE.0.¥60 TO 260
S2z.,5%=APS/DR(LS 1)
B=S1%S2
IF(B.EQ.0,)GC YO 260
S1-S1/{DR{ICs+13#DR{IGe1})
DO 280 J=1+2
IB=IAB(IPsJ)
IF(IB.LE.0YGO TO 280
AZDR(IB+1)
IF(A.LE.D,)GO YO 280
IFCAPALJU)LE-0.)GO TO 280
DR(IBs1)=AVF(IB)
F-S1sAPA(J) '
CALL HMS(IC+F+504) G
CALL HCS(504¢IG+50453) . G
F=S2«APA(J)Y /A '
NNNC = NX(LS)
NNNCP1 = NNNC ¢ 1
DO 2280 IJK = 1 NNNC
XR{S50SeTJK) = 1, - XR(LSoNNNCPI-IJX) = F
IF ( IJKX EQ. NNNC ) GO T0 2280
DR(S05¢IJKel) = DR{LSeNNNCP1-TJUK)
2280 CONTINUE
NX(505) = NMNNC
DR(505¢1) = AVF (505)
CALL HCS(IB¢S5059sIB¢3)
CALL HCS(IB+S5DUsIBs1) , G
CALL HAS(IB)
DR{IBs1)=A
Mz 4

URITE(LIIIMeKReKSoKToeNSe(DSCIL)oL=108) o IBeNX(IB) o {DR(IBoL)eL=1ell)eG
o (XREIBeL D)ol =1ell)eAoAPA(JY e AASCIP) o APSeAPCeIPoJeIAB(IPs6)eICeIP
280 CONTINUE

60 70 280
290 IF(OR(LLo1)LT.OR(ITolIILL=ITY
IF(L3.LE.O0}GO TO 295 G
L3z1.3+530 G
: CALL HES(L3oLL) 6
295 CONTINUE
300 TzDRELL+1} G

HRITEL6s601) KRoKSeKT o {TSKIJ)vJ=1e7)
601 FORMATU(I3HITASK SUMMARY/UH RUNe¢IZ297He STAGEsI3eb6He TASKeIUe2Xo7Aboe
o/ /29X o ISHTASK START TIME)
CALL HWSIKTS)
WRITEC(G.604)
604 FORMATI(29Xo1IBHTASK FINISH TIME)
CALL HHES(LL)

IF(K3.NED) WRITEt6.605) G
605 FORMAT(/36H BURDEN DISTRIBUTIONS AY END OF TASK//S50H BURDENS BY ZO

+NE AND SURFACE N

D6 303 Jz1ileH

JJzS03+d G

CALL HES(JJeKO)
303 AR(JYZD.
DO 310 I=1.100 G
IF(IUCTIILEG.D360 TO 310
CALL MAS{ITI
IF(K3NED) HRITE(B+602) Is(DAC(IvJd)ed=1e2) 6
A-11 '



602 FORMAT(/5H ZONE eT2e2Xe2A6)
DO 305 J=1.+4
JJz 50344
IBZIAB{L e}

IF(IB.LE.OIG0 TO 205
IF(DR{(IBs1}.LE.O0.1G0 TO 305
AZDR{IBs 1)

AR(JIZARLJ) ¢

DREIB-1ICAVFLIB)

CALL HCS(JJeIBoeJJol)

DR(IR,1)=A

IF(K3.NE.O) WRITE(6:603) JeDR(IBs1)

603 FORMAT(S5X»14HSURFACE NUMBERsI2¢7He AREA=oF9.3¢8He BURDEN)

IF ( K3 .NE, C ) CALL HWS(IB)
305 CONTINUE
310 CONTINUE

WRITE(6+:608)

608 FORMAT(//S0OH BURDEN TOTALS BY SURFACE = - = = = = = = = = = = ’7)

A=C.

CALL HES(SD1e¢KO)

DO 32C J=1s4
JJz=503+4

CALL HAS{JD)
WRITE(6606) JeAR(J)

606 FORMAT(/8H SURFACE+I12¢13Hs TOTAL AREAZ+F9.39s18He TOTAL BURDEN)
CALL HHS(JD) :
A=A+ARES)

320 CALL HCS(S501¢JJ95011)
CALL HAS (501}
WRITE(G.609)

609 FORMATI//EOH =~ = = = = = = = = = = = = o = = = 6 = o = = = = =f))
WRITE(6+:607) A

507 FORMAT(//28H TOTALs ALL SURFACES. AREA=sF9.399Hy BURDEN)
CALL HHS(501)

JT(NTIZKT
YMTI(NTIZAVF(SOL)
XVTUNTIZAVF(LL)
IF(LU.LE.OIRETURN
Luz=L#+530

CALL HES{L4,501)
DR(LGe1)=A

RE TURN

END
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SUBROUTINE HCSULA«IBsICeK?

HISTOGRAYM COMBINING SUBROUTINE

DIMENSION CACL1)9CBE11)oCRUZ21DeZRU21)sQR(11o11)eNOBC11)+XCORRIZ)
COMHMON KKe IKe KRe RUN(T7)» KSe STGUTIe KT TSK{7)e DSC(BIe ID.

o NEe AESIY4)e IEC(I0)s IET110)e¢ AECI10%e AETC(30des AEDC10 s
e AEF(10+8)e NO» I0T(3S5)s TI0G(35)e I0C(357¢ NPe¢ DAC(12062%s
. TUC120)s IABCLZ20¢6)e AAGL120)e¢ AAS{120}¢ AAT(12013.

5 NX{S572i¢ ORISTZellie XR{(STZ2e11le KOe¢ NSe IRI(SIe ARCHT o
o APAC2)s NTe JT(100). XMTC100)s XVT(100)e Lise L2s L3e¢ LU
° KTSe ITEw K3e¢ DUM{266HL)

IF ¢ K NE. 3 3} GO T0 20

KR{IA+1) = AMAX1 ( XR(IAel}s leE~4 )
XR{IBel) = AMANL { XRUIBelle 1l.E-4 )}

20 CONTINUE
NAZNX(IA}

NBZNX(IB)
AZDR{IA.1)
B=DR{IBs1}
A=XR{IA1}
YZXR{IBe1)

CROII=ZZF (AeBsK}
CM=CR{1}
DRUIC«1¥=CR{1}
IREIITZF (X oY oK)
IFI(NA.GT.1)J60 TO %0
IF(XsNE.N. IGO0 YO 30
IFE(K-31={K-4)}.EQ.0)60 TO 35

30 IF(NB.GT.11GO 70 uQ

35 HR(ICe13=2ZR(1)
NX{IC¥=1
GO 70 1000

40 NC=NSB

" DO 45 Jz=2eNC
YZXR(IBeJY
CR{JIZDRUIB o J}
45 ZRIJIZZF(XeYoK)
GO T0 60

50 IF(NB.GT.13G0 70 90
NC=NA
00 55 Jz=2ZeNC
K=XR{(IA o S}

CRUJIZOR(IAeI?

55 ZRUJIZZF(XsY oK)

60 NX(ICIz=NC
IF(ZRI(NCI.GT.2R(1}3)GO TO 70
XR{ICe 1IZZRINC?

JC=NC

DO 65 Jz2e¢NC
DRIIC+JIZCREJC)
JCzJdC-1

65 XR{ICeJIZZRCEJC)
GO 70 80

TO XRIIC-1PzZRE1D
DO 75 Jz2e¢NC
DRUICeJIZCRO U

78 XREICeJIZZREJS}

80 IF(K.LE.U¥GO YO 1000
FLIMINATION OF DUPLICATE X VALUES FOR K=5
CRE1V =0,

CR¢2Z21=0.
JCzi

ZRE1ISXRUIC 1)
’ A-13



DO 85 Jz=2+¢NC
CREJIZCREJIISDR{IC+J)
IFEXRIIC oI -LEXR(ICeU~1336G0 TO 85
JCzJCel
CR{EJCIZCRELY
ZRUJUI=ZARLIC )
85 CRtJ+131=CREJ}
NCz=JuC
GO T0 300
90 IFI{X.EQ.516G0 10 200
JAz=0
JB=0
JC=D
KAZNA+]
KB-NB =21
IF{NA,GE.NBIGQ TO 914
NC=NB
KCZKB
GO 70 100
94 NC=NA
KC=KA
100 J4C=JdCs1
KC=KC-1
IF{JC.6T.XKCIGO 10 1uQ0
IF{JA+1.GE.KAYGO YO 124
JAZJA+]
KAZKA -1
XIZXR{TAJA)
KZ2-XRIIA KA
IF{JB+1,6E.KBYGO TO 120
JB-JB+1
KBZKB-1
YIZXR{IB»JB)}
Y2=XR{IBeKB}
IFIK.EQ.2)60 Y0 110
ZIZTZF (X1e¥10K)
Z2=ZZ2ZF {X1:Y20K)
IF{22.6T.21)G0 TOo 102
ZR{4CIzZ2
GO Y0 104
102 ZREJCI=Z1
106 ZIZZF{X2eY1leK)
Z2=72F ({X2eY2e¢K)
IF{Z2.67,21Y60 10 1086
ZRIKCI=Z1
60 70 100
106  ZR{KC1Iz=22
GG 70 100
110 ZREJCI=ZZFiIN1eY1aK?
ZRIKCIZZF(X2eY2:K )
IFLZREJCI~-ZRIKCIPID0L 1122112
112 ZRIJCHIZ.5¢{ZRIJCI+ZRIKCH)
114 KCZKC+1
IFI(KCaGTNCIGO TO 116
JCoJC 1
ZRIJICI=ZREIKC?
60 70 114
116 NC=JC
60 YO 140
120 YizZoS5=({XR{IBeJB)+XR{IBeKB}}
ZRIJCIZZF (NI VI oK)
ZR{KCIZZF{%2eV 10K}
GO 70 100 A-14



12y

126

128

130

iu0

150

154
155

158
160

X1ze53{XRITAsJATEXRITAKAD Y
IF{JB+1.GE.KRIGO TO 128

JBZJUB +1]
KBZKB-1
YIZXR{IBJB)
Y2ZZKR{IBKBY

IF{K.EQ.2)60 T0 130

ZIZZF (X1e Y1 oK)
Z2zZF iX1e¥Y2eK)

IF{Z22.67T.21)60 T0 126

ZREJICY=Z2
ZR{KCYIz= 21
Go T0 100
ZR(JCI=Z1
ZREKC)IZZ2
50 70 100

YIZ 5% (XR{IBsJUB)+XR(IBsKB))
ZREJCIZZF(X1eV1eK)

ZR(KCIZZR(UC)
G0 10 100

ZR(JC{:ZF(leVZvK)
ZRIKCIZZF(X1eY1eK)

GO TO 100
NX(ICI=NC

IF(NC.EQ.1126C TO 35

DO 150 J=1eNC
CR(JI=0.

DO 170 JAZ2¢NA
DO 170 JB=2+NB

P-DR{IA¢JAI*DR{IB+JB)

X1ZXR{IA+JA~-1)
X2ZXR(IAeJA)
Y1IZXR(IBeJUB-1)
Y2=XR(IB«JB}
21ZZF{X1e¥Y1leK)
Z22Z2F (X1eY2eK)
IFIZ22.67T.21)G0
ZR=Z2

GO0 TO 155
Zh=71
ZI1Z2F (X2 Y1 0K}
Z2222F (X2eY20K)

IF(Z22.6T.21)60 TO 158

ZBz=?21

GO T0 160
2B8z=22

DO 170 JC=2eNC

IFLZREUCILEL ZAIGO TO
IF¢ZRIJCIBE «ZBIGO TO
ZR(JCY o
{ ZREJC) e
IF ({X1eEQeDeoORY1oEQalal oANDse KoEQo3 )

YC = XF (
XC = XF

X4 = AMIND ( X
Y4 = AMINI ¢ ¥
X707 = ¢ X2 =
X3 = %i
Y3 = Yi

IF ¢ vYC
IF t XC (67T.
XSQUAR = ¢ Y3

TRIANG = .5 =

T0 154

2e
2o
X1

«GTe Y2
X2 )
- Y 1

}

X1loe
Yiose

XC
YC
1

%

¥
}

}

{

170

1
K
K

&

(X4~-%X3} =

66
)
)

YZ -

(¢ X3

(Yu-vY3j

Yi

}

X1

X3
Y3
)

XF & ZR(JChe
XF € ZRUJChoe

GO V0 2000

¥2e
X2

24
[A)

K

¥
)



XFRAC = (Y2-Y1) = (X3=-X1) + €X2:X1f # (Y3-Y1) + TRIANG - XSQUAR
CREJTY = CR(JCY +« P = XFRAC / XTOT
GO T0 170

g

w
166 CRUJCIZCREJC ) +P
170 CONVINUE
60 T0 300

200 A
B
C

Co G G
(A Y]]
o By

KA=O
KB=0
CA(1Y=0.
CB¢(1)=0,
NMZNA
IF(NM.LT .NBINMZNB
205 IF(XR(IAeJAI-XR(IB+JB))210s235,255
210 IF{KA.GT.0)GO TO 260
IFCXRUIAGUAI LT XR(IBL1I)IGO TO 225
DB=CBIJB-1)+(CB(UB)I-CB(JIB-1)I»(XR{IAsJA)I-XRIIBsJB-111/
(XR(IBeJB)-XR(IB>JB=-1)}
GO T0 220
215 D0B=CB{(NB)
220 JCz=JC+1
CR{JCI=CA(JA) «DB
ZRUJCHIZXRIIA e JA)
225 JIF(JA.GE.NAIGO TO 230
JAZUA ]
CA(JAIZCALJIA-1)+DR{TIAvJgA)
GO 70 205
230 IF{KB.GT.D0)GO 70 280
KA= 1
G0 70 205
235  JCzJC+}
CRUJCIZCA(JAY%CB(JR)
ZREJCIZARITIA o JA)
IF(JA.GE.NAYGO TO 245
JAZUA 1
CACUAYZCA(JA-1)¢DRITAvJA)
240 IF(JUB.GE.NBIGO YO 250
JBZJB+1
CB(JUBI=CB(JUB-1)+DR(IB»JB)
GO Y0 205
245 JIF(KB.GT.0)GO TO 280
KAZ=1
GO T0 24Q
250 IF(KA.GT.03GO TO 280
KBz 1
GO Y0 205
255 IF(KB.GT.03G0 TO 215
IF(XR(IBoJBILT.XR(IALL}IGO TO 270
BAZCACJA=1)+(CACIAY=CALIA-1) ) {XRIIBsJBI-XR(TAsJA-1}'}/
(AR(IACJAY~XRITAcSA-1))
60 TG 265
260 DA=CA{NA)
265  JCz=JC+1
CRUJCIZCB(JBY =DA
JRIJCITKRIIB o JBS
270 IF(JB.GE.NBIGO YO 275
JBZUB s 1
COUUBI=CBIUB-11¢DR(IBIR)
GO 70 20%

[}

@
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275 IF(KA.GT.01G0 T0 280
KBx=1
Go Y0 205

280 NC=z=JC

290 IFINC.LE.NMIGO T0O 300
DJZIO
JJz 2
NCZNC-1
DO 294 J=-2eNC :
DSZ(CREJ-1I¢(CR{J&II-CREJ~11I = (ZR(JI-ZRIJ=1)I/Z(ZREJI#1)=-2R(J=-1))
oe=CRE{JI 2?2
IF(0S.GE.DJIGO TC 294
DJ=DS '
Jdzd
IF{DJ.LT..0001IG0 YO 296

294 CONTINUE

296 00 298 Jo-JJeNC
CRIJIZCR(Je1Y

298 ZRUJIZZREJ+1}
GO Y0 290

300 YREIC+13z=ZR({1

308 DO 310 Jz=2eNC
DRUICeJIZCREJI-CREJ-1

310 XR(ICe JIZZR(J}
NX{IC)=NC

IF ¢ NC LT, 8 1} 60 T0 900
XR{ICel) = XR(ICe2) - D.66667 = (XR{ICe2)-XR(IC211))
ARLICeNCY = XR{UICeNC~-1) ¢+ 0.66667 % (XR{ICeNCI-XR(ICeNC~13}

XCORR (2
XCORR( 3}

XRUICel) / XRUICo2)
AR(ICNC) /7 XRUICeNC-1)}

325 4D = NC - 1
SUMl = 0.
00 400 J4 = 3 JD
SUMI = SUMLI ¢ DRUICsJ} 3 ( XR(UICed-1) ¢+ XRCICed} 1}

400 CONVTINUE ‘
SUM = o5 = (DRUICo2)%XR(ICel) + DREICeNCI=XR(ICoNC))
SUMI = ,S5¢«(SUML+DR{ICe2)=XR(ICe2140RCICNC)«XR(ICeJO})
XCORRELY = ¢ CM - SUM ) 7 SuMi

IFLAG = 1
IF ¢ XCORR{1} oLT. XCORR(Z} )} IFLAG = 2
IF { XCORR{L) .GV, XCORR(3} 1} IFLAG = 3
DO 800 J = 2¢ JD
XR{ICed} = XR{ICeJd) » XCORRIIFLAG)
800 CONTINUE
IF € (XRCIC»1)+0.001) LVe XRUICe2) Go T0 850
DO 825 4 = 2¢ NC
DREIC J=1} = DREIC.J)
XR{ICed—1) = XR(ICed}
825 CONTINUE
DRCIC,2Y = DREIC 21 ¢ DRUICH1)
NC = NC - 1
NXELIC) = nNC
IFLAG = 2
B50 IF ( (XREICeNC=13+.001) .LT. XRCICeNC) GO0 Yo 875

DRELICSNC-1) = OR{ICeNC-11 ¢ OR(ICNC}
NX{IC) = NC - 1
IFLAG = 2
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B75
940

]

1000

2000

IF ¢ IFLAG EQ. 1 ) Go 70
F = AVFLIC)

IF ¢ F EG. 0. 1} GO TC 1000

F = C¥ 7 F

CALL HMS (ICefF+IC}

DRCIC1P-AVF(IC)
RE TURN

CALL HHUS({IA}
CALL HKS(IB)
CALL ABNORML

END

A-18
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100

200

300

400

FUNCTION XF

GO Y0 ( 1C0
XKF = 2 - %Y
RETURN

XF = 2 + XY
RETURN

XF = 2 7 WY
RETURN

XF = 2 = XY
RETURN

END

{

Ze

2ulle

#Y¥e K

300

}

400

¥
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Appendix B

COMPUTER PROGRAM LISTING OF CONTROL
CARDS FOR DETAILED CHECKING

B-1



PROGRAH
c
c CONTROL
C

COMMON

L =1
¢

100 READ (S
125 FORMAT ¢

IF ¢ EOF
150 sToOP

175 NX(1)
READ (5S¢
READ (50

200 FROMAT (

DRELw1Y
CALL HHS

IF ¢ KTS

READ (50
NX{2¥
READ (5,
READ (5S¢
DRE{2¢1}

CALL HES

GO 70 2

C
210 CALL HES
220 NYIMES =

C
DO 225 I
CaLL HCS
CALL HYUS
225 CONTINUE
‘ GO0 70 1

END

CHECK

{ INPUTe OUTPUT s TAPES = INPUYe TAPEB = GUTPUT ¥
PROGRAWM T0 EXERCISE HISTOGRAM MAMIPULATION ROUTINES
KKe IKe KRe RUNIT}e KSe STGU7)e KTe TSK(Te DSCEGIe IDs
WEe AESC(U)e JTEC(10)e TYET(10O}e AFECCI0Ve AETC10te AEDL10Ys
AEF(10+8%¢ HNOs I0TI353e T0GE35)s I0C(35)s NPe DAC(120e2%
TU(1203s IAB(L20s6)e AAG(L20)s AAS(L1203e¢ AATI(120%»
MXEET72)y DR(S5T726¢11)e XRUBT2:113s KOs NSoe IR(S)s AR(HG}
APAL2)e NTe JT(L1005e XMT(1003e XVT{1003e Lle¢ L2¢ L3e LUs
KT7Se ITEe K3e DUMI2B6U)
1253 INXXe IKONe NTIMESe KTS
8110 3
¢« 5 ) 150, 175
INXX
2001) { DR{1edde 4 = 1e¢ INXX )
2001 € XRCL1oJd¥s J = Ts INXX 3
SE10.3 1}
=z AVF (1)
{113
oEGe O 1} G0 10 210
1251} INXY
INXX
20013 { DR{ZeJde J = 1e¢ INXX 1}
200} { XREZ2eJle 4 = 1o INXX )
z AVF (2)
(2
20
{2e¢l}
NTIMES - 1
=T 1e NVIMES
{1e202¢IKON)
(2%
5]4]

" B=2



Appendix C

SAMPLE CALCULATIONS

In this appendix are samples of the types of calculations dise
cussed in the main body of the report, and quantitative support for
some of the logic that was presented in general terms, In order to
keep the calculations within reasonable limits, the histograms used
are two- and three-bump whereas ten-bump is most cammon in the MBPM,
with an occasional use of fewer bumps, It is hoped that these calms
culations will ald in understanding the points discussed in the

C-1



1.

Sum of two equal discrete variables

Given that:

.50 ¢+
P(x)

257

P(y=1) |
P(y=2)

P(y=3)

Expressed as histograms:

P(0.5< x <1.5) = P(0.5

P(1.5 £x <2.5) = P(L.5

P(2.5 < x <3.5) = P(2.5

.50
P(x)
‘25 1

<

-~

If z = x + y, the joint probabilities are:

P(0.5 € x < 1.5, 0.5 <y <« 1.5) = (0.25)(0.25)
P(l.5< x < 2.5, 0.5< y< 1.5) = (0.50)(0.25)

P(2.5< x <3.5, 0.5 <y < 1.5) = (0.25)(0.25)

0.25
0.50
0.25
.50 T
P(y)
.25
4 0 2
y
y < 1.5) = 0.25
y <2.5) = 0.50
y <3.5) = 0.25
.50 4
P(y)
.25
4 0 2
y
= 0,0625
= 0.125
= 00,0625
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P(0.54 x <« 1.5, 1.5 € y < 2.5)
P(l.5< x <2.5, 1.5 <y < 2.5)
P(2.5 < x < 3.5, 1.5 <y < 2.5)
P(0.5 < x <1.5, 2.5 <y < 3.5)
P(1.5 £ x < 2.5, 2.5 £y <3.5)

P(2.5 €x <3.5, 2.5 £y <3.5)

(0.25) (0.50)
(0.50) (0.50)
(0.25) (0.50)
(0.25)(0.25)
(0.50) (0.25)

(0.25)(0.25)

3.5
.0625 .125 .0625
2.5
v .125 .250 .125
1.5 -
.0625 .125 .0625
0.5
0.5 1.5 2.5 3.5
X
The lines of constant z are
\\z=7
N
z2=6
z=5
N
z=] z=2 z=3 z=4

0.125
0.250
0.125
0.0625
0.125

0.0625



Assuming the prcbability to be proportional to the area gives:

z=7

zﬂ!
And the distribution of z is

P(1 <x < 2) 0.03125

P(2 < z<3) =.0625+ .03125 + .0625 = 0.15625

]

P(3 <z < 4) .03125 + .0625 + .125 + .0625 + ,03125 = 0.3125

P(4 <z <«5) = .03125 + .0625 + .125 + .0625 = ,03125 = 0.3125
P(5 <z < 6) = .0625 + ,03125 + .0625 = 0.15625
P(6 =z <7) = 0.03125

.375 ¢+

25 +

P(z)
.125 &
0 - 1
0 1 2 3 4 5 6 7 8
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The computer program would calculate this as

z2=6
z=l —> N
. 20, . Q)
o & .
) ONS Q
N 6
4 ‘0
Q CX
N\ [INNH
06;3{, So 6‘,\9~5‘
3
Z=) ~ %
* 0, . ALY
5 1)
12 NS 5
X 4
Q:z eg\?
P(L% 2 <3) = .0625 + s 3- 2 (.125) + ( 125) = 0.1875
P(3<z <5)=,0625+ .25 + .0625 + 4-3 ( 125)(2) + =—- ( 125) (2)
= 0.625
. 6-5
P(5 <z« 7) = .0625 + E:Z (.125)(2) = 0.1875

z =4.0
While the sum of the original discrete distributions is

P(x=1, y=1) = 0.0625

P(x=2, y=1) = 0.125
P(x=3, y=1) = 0.0625
P(x=1, y=2) = 0.125

P(x=2, y=2) = 0.25

P(x=3, y=2) = 0.125
P(x=1l, y=3) = 0.0625
P(x=2, y=3) = 0,125
P(x=3, y=3) = 0.0625

P(z=2) = 0.0625

P(z=3) = 0,25



P(z=4) = 0.375
P(z=5) = 0.25
P(z=6) = 0.0625

The means of the original distributions are

x=y= (.25)(1) + (.50)(2) + (.25)(3) = 2.0
So that (x)(y) = 4.0

The mean of the sum is

5 = (0625)(2) + (.25)(3) + (.375) (&) + (.25)(5) + (.0625)(6)
- 4.0

And the mean of the histogram of z is

Z = (.03125) (%i) + (.15625) (%—3‘) + (.3125) (9—2+5‘-) +(.3125) (5*-12"—5—)

+ (.15625) (-szﬁ) + (.03125) (—6%7-) = 4.0

When the histogram intervals are selected at other points for the
same distribution
P(1.0 € x «2.0) =P(1.0< y<2.0) =0.25
P(2i0 < x<3.0) =P(2.0< y <3.0) =0.50

P(3.0< x<4.0) =P(3.0<y<4.0) =0.25

N
% ) O q%’ z=8
(\“3 06;3\;’\5\ @5 {e\;’\y
3
. =7
'%-06:’\9 3 N, z
() a%\é‘
,
o NS & ZEG
0&‘,‘;{, N 3
INe— NN D
\K;-z }\ans N i \ zm5



P(2< z < 3)

]

0.03125

P(3 <z <4) = 0,15625

P(4 <z <5) = 0.3125
P(5 <z <6) = 0,3125
P(6 <z < 7) = 0.15625
P(7 <z <8) = 0.03125
Z=5.0

2. Sum of two equal uniformly distributed variables

Given that:

P(14 x <2)=P(l<y«2)=1/3

P(2<x<3)=P2 =y<3)

1/3

P(3 <x <4) =PB <y<4)=1/3

1/3 | . 1/3

P (x) P(y)

p—




For z =

P(2 =
P(3 ¢
P4 <

P(5 <

PG

P(7 <

x+y

< 3)

N

<]

< 4)
z < 5)
z <6)
z <7)

z <. 8)

X +y=2.5+2.5

z =5.0

!

0.05556
0.16667
0.27778
0.27778
0.16667

0.05556

5.0

4
O, O, o
6y Sy O, &
NNy IPONGY NS
\5‘329% e 0"&‘{%
3 6 (=} ‘ \5‘6.
O 7, 0 2,
NS> 2 4y *
TZNNSY CONS CONTS,
‘3\‘,\‘% N | I
) s I
2
° 0,
25 . . 2,
TON, o, 1) LY
& SN INS
1 5 c
N :
1 2 o j\e_ AR
x Y ¥

If the same distribution were represented by a single bump

P(L<x<4)=P(1l<y<b)=1.0

which gives a single bump for z

P(2 <z <8) =1.0

inferring that

P(2 £
P(3 <
P(4 <

P(5 <

z < 3)
z < 4)
z £ 5)

z <6)

1/6
1/6
1/6

1/6



P(6 <z <7)=1/6
P(7<z<8)=1/6

which 1s quite a different distribution.

3. Sum of two equai arbitrarily distributed variables
Given that
P(1<€x%<2)=P(1l<y<2)=0.6
P(2<x<3)=P(12 <y «£3) = 0.4
0.8 0.84%
.64 R 0.6
P(x) P(y)
4 A 0.4
0.2 0.2 &
0 0
0 1 yA 3 4 0 1
X
For z = x +y
3 = -Ak‘e
\ »
.\\{\’ .0(9 ‘6
2
e
-J ‘
N4
$
1IN
s & X e
¥ W %



P(2 4z <3) =0.18

P(3 <z <4)

0.42
P4 <2z <5) = 0.32

P(5 €z < 6)

0.08

-

z = 3.8

Or, by the MBPM method

P(2 <z <4) =0.60
PU <z <6) = 0.40
z = 3.8 x+y=19+1.9=3.8

4. Sum of two unequal arbitrarily distributed variables

Given that

P(1< x<3)=0.8

P(3 < x <4) =0.2

P(1 <y <2)=0.6

P(2 <y «3) =0.4
1.0} 1.0 }
0.81 0.8

P(x) P )

0.6 &) o6 L
0.4, 0.4 4
0.2+ | 0.2 ¢
0 0

0 1 2 3 4 0

X
x = 2.3
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For z = x +y

3 S '—\\e
° 0, . A
y %\ 'oof -
0(9 3
2\
e - e
Je )
1 D
N, 2, 3 AR
‘Q-e ’QU-, x é‘% Vb\
P(2 <z <3) =0.12

P(3 <z «<4) = 0.32

P(4 <z <5)

i

0.34
P(5 <z <6) = 0,18
P6 €2z «7) = 0.04

-~ - -

z = 4,2 x+y=4.2

i

The MBPM, prior to revision, would have calculated this as

4
.32 -_7;—‘“7 .08 e’Q)
z= 3 o _ T 6]
2T
.48 12
4
t“e é‘;j'
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) (.32) + (§~§) (.12) = 0.75
-5

g-> (.32) (g—z) (.12) = 0.25

P(2 <z «5) = .48+(
P(5$z<7)=.08+(

z = 4,125

The revised MBPM calculates this as

P(2 <2 <5) = .48 += (.32) + % (.12) = 0.78

Pl W

P(5< 2z <7) = .08 + < (.32) + % (.12) = 0.22

z = 4.05

5. Product of equal discrete variables

Given the same variables as in C.1l

P(x=1) = P(y=1) = 0.25
P(x=2) = P(y=2) = 0.50
P(xz3) = P(y=3) = 0.25

If z = (x)(y), the discrete values of z will be distributed

P(z=1) = 0.0625

P(z=2) = 0.25
P(z=3) = 0.125
P(z=4) = 0.25
P(z=6) = 0,25
P(z=9) = 0.0625
z = 4.00

x)(y) = (2.0)(2.0) = 4.0

c-12



When the variables are represented by histograms, and the operation
z = (x)(y) is performed, the joint probabilities are the same as for

the sum, and the lines of constant z are

3.5 I \ A N\, >
z=12.25
RN
.
. \ L
| i\ z=8,75
N, \\
o [ 2z=6.25
1.5 ) N - 2
‘\\ ~ - z=4 ,25
\\ - 2=3.75
d \\\\ z=2.25
0.5 — - 2=1.75
0.5 L.57a, 2.5 2 3.5
» 7
%2 > <%
<

("——.125
\ Y
.0625 TTTTZ a3 e'Q(
0625 ?
<5
S .250 e 125
N \
é
\\\ Qie
. 2 B
.0625 10625
\k\" T : L é‘
°. T ,125
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9-3

P(0.25 € z <« 2.25) .0625 + (15 3) (.125)(2) +( 1. 5>( 0625) (2)

[

0625 + .125 + .03125 = 0,21875

P(2.25 < z £ 6.25)

.25 + (ii g) (.0625) (2) +—(i§ g) (.125) (2)

25-15 -
+ (35_15> (.125)(2) = .25 + .09375 + .125

+ .125 = 0.59375

35-25 _
.0625 +<-————35_15) (.125)(2) = .0625 + .125

0.1875

i

P(6.25% z < 12.25)

N
i

¢.21875) (_.2_2_.‘2:_2__22) + (.59375) z_zs__;__g_z_s> + (.1875) (6.25 £ 12.2

(.21875)(1.25) + (.59375)(4.25) + (.1875)(9.25) = 4.53

(x)(y) = (2.0)(2.0) =
The revised MBPM approximates the hyperbolic curves as straight lines
within a joint probability segment and gives

P(0.25 <z € 2.25)

]

.0625 + (1) (1—§¥4ﬁ) (.125)(2) + (1) 45;§¥4l&3

(.0625)(2) = .0625 + .175 + .03394

0.27144

25+ @ () 2@ + @) (L5-21)

(.0675) (2) + (1) (3;il43§§>(.125)(2)

P(2.25 % z < 6.25)

2
.25 + .075 + .09106 + .16075 = 0.,57681

P(6.25 < z £ 12.25) = .0625 + (1) (——%—‘*—) (.125)(2) = .0625 + .08925

= 0,15176

z = 4,19
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6. Product of two equal uniformly distributed variables

Given the same variables as in C.2., z = (x)(y) is

4 \ LAY .
\ 2
\ “

\

7
[
/

AN \ 1+ 26
N ‘\\%‘ \\\\\

1
N

: 2,
2§1 2 2§2 3 2&3 4 4
by the proportion (former MBPM) method

P(1< z < 4) = 11111 + (.05556)(2) + (.02222)(2) = 0.26667
P(4 =z <9) = .11111 + (.05556)(2) + (.08889)(2) = 0.51111

P(9 4z < 16) = .11111 + (.05556)(2) = 0.22222
z =6.77

but (x)(y) = (2.5) (2.5) = 6.25
by the straight-line (revised MBPM) method
. 0.333
P(L £ z<4) = .11111 + (1)(3;139=§§§>(.11111)(2) + (1) =532 (L11111) (@)
= 0.50925

P <z < 16) = .11111 + (1) ;%2 (.11111)(2) = 0.19444
z = 6,48

C-15



Product of two normally distributed variables (Ref, 10, pp. 46-56)

2
i == { 1, = f
Given varisbles Xl Nl Cpes O/l Nl( 4, 1)

2
Ny (pgr 07y =N, (4, 1)

%1%

Then for Z = g z(l‘f’ ) ((O= correlation coefficient)

2 2
KP(Z) =E exp < - O -ZPV 2 ¥ Y2 + [Z Z)Ko(z)
m 2(1-P2) (1 P 2y

+ (R + RZ) l—— - ®R,2) K, (2)
4 2
+ (R‘l‘ +&2) -f— 7 @R Ky(2) + .

4
/x

h =

where Vl .

3

2"
)
il
R 2
DY NS Jova

— (Rlez) 7| Rz Ij 2 MK )

Rl 2

1 \ ' 2r {1 1
K (z) = =47 +1n (= 2) I(z>+>_\ L z T+Hs
° { 2 ° r=1 (r!)2 2 1 2
= 0.57221
. 1 1 o 2r=1
Kl(z) = %7/4' In (‘2'2) Il(z) +—z- - > 3 1 z
r+l (r-1)'r! 2
. 1 i 1
1+ > + .. .+ " 21:)

Il(z) = % + z3 + zS + z7 + .

3.0 21.31  9l.31.4t

22 74 26

I (w) = 1 +———r 4+ —= + = +
o 22an?  fan? 20312

Nr_1A

M =



ook

R, = — 22
1-p
Vo TP Y1

-‘P(o) = '7]:'.’— e—16 [o] = 4,143 x 10.8

When z is large and positive, a shorter form of K(z) may be used. (Ref, 14, p,271

For z = 4,

5 " 9.
K @ =<%[) b {'1 S RPOUE NI L I L
2an? 23627 2:3:4(32)

= (.01145){ .972} = .01113

Kl(l“) =(—%l:) % 3-4 { 1 +g—2- - 3.52 + 3:5°7 3 . 3.-5:7*9 - +
. 2(32) 2°3(32) 2:3-4(32)

= (.01145) (‘1.0875} = .01245

% - e - L] . . . L3 .
K, (4) =<%?) e {’1 + gés + 22 ; - 337 93,+ 3.5:7:3 1i .
2(32)°  3-2(32)°  4-3-2(32)

= (.01145) {01.516} = .01735

50 S (0 S 5o M

3., (
1L+ &)+ 479 T 4.9.16 T °

2 (4ed)

1 + 64 + 1024 + 7283 + 29,130 + 74,600 + 132,700 + 173,200
+ 173,200 + 137,000 + 87,600 + 46,330 + 20,600 -+ 7800 + 2546

+ 575 + 181 + 40

893,874

:E;(a-a-aj

3 3,2 3,3 3,4
5:;__'_ 4) ) + @) + @) * esee
(4-3) (5-4-3)(3:2) (6:5:4:3)(4-3-2) .

1+

1+ 21 + 171 + 733 + 1942 + 3550 + 4740 + 4810 + 3850

+ 2490 + 1330 + 594 + 226 + 74 + 21 + 5

24,558

C-17



> 43)2 @wH* 433 ¥
L (Gbeb) = 1 +§ + £ + + :
6 5) (7-6:5)(3-2) (8:7-6:5)(4-3-2)

1+ 13 +68 + 208 + 416 + 444 + 369 + 246 + 134 + 61

+24 +8 +2

1,99

4)(4) = 4.143 x 1078 Es 939 x 10} {1 113 x 10720 + 64) 2.456 x_»104}
{1245x102}+(341) 1994x10}ﬁ735x10 ... J

=4.142 x 1078 [ 9.94 x 10> + 19.55 x 10> + 11.80 x 103 + . . | ]
= 4.143 x 1078 [.4.129x104+. .. J
>1.71 x 1072

Similarly for other values of 49(z).

Product of two_equal arbitrarily distributed variables

Given the variables in C.3., then if z = (x)(y)

{i)(i) = 3.61

C-18



by the proportion (former MBPM) method,
P14 z<4) = .36 +(2E2)(.24) (2) = 0.60
P4 <z <9) = .16 + g—:—g-)(.za) (2) = 0.40
z =4.10
by the straight-line (revised MBPM) method
RS 2 <4) = .36 + (1) (253 (24)(2) = 0.68

PG <2 < 9) = .16 + (1)('—3—1)(.24)(2) = 0.32

z = 3,78

9. Product of two unequal arbitrarily distributed variables

Given the variables in C.4., then if z = (x)(y)

x)(F) = (2.3)(1.9) = 4.37

\\\ [ ™
\ ,‘_\ \\ ‘\6512
r\\\ Hk'r, )
2 - : NS
\ \ ~ o8
N ~]
e ~ 2
.
1 N -

N
L e*] ?§2

-by the proportion method,

P(l <z« 6) = .48 +(—6—i (.32) +(—6—'—- (.12) = 0.735

9-2
9-6 -
< = AN N 2.2 . =
P(6 <z <12) = .08 + (9_2) (.32) + (8_3 (.12) = 0.265

(=38

z = 4,96

c-19



by the straight-line method,

10.

N

P(l12z<6)= .48+ (1)(2—) (.32) + (1) (%) -(.12) = 0,81

P(6 < z < 12) = .08 + (1)(%—) (.32) + (1) ( f) (.12) = 0.19

z = 4.55

End point adjustment

Given that

P(1 €£x« 3)=.5

PB3<x<4)=.5
P(l Sy<2)=.,4
P(1<y<3)=.6

X =2.75, y = 2.1

" for z = x + vy,

37"\ . .075

N » .15 e§>
.07X\' 15 15
2 e
.05 .1 5
.1
.05 1
1
N N 3N\ 4
Q\’ N < 2}

on an area Vvs.z diagram

.3 \\\\‘
.15
.2
1
.15
o b, .
0 6 7
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Considering 2 € z < 3 and 6 = z < 7 as the end points, the lower

end point may be represented by the following distributions having the

same area, center of gravity and range comnstraints:

11.

The dotted line represents the mean, or c.g.

(a) 4is accurate presentation; c.g. = 2.67; not a histogram
(b) 1is histogram; c.g. = 2.67; lower limit raised

(c) 1is histogram; c.g. = 2.5; lower limit raised; upper limit

gives break before next bump

Skewing to correct mean

From the z-area diagram in C. 10,

Interval Area C.G Moment
2<3 .05 2.67 .1335
3<4 .175 3.57 .62525
4<5 .3 4.53 1.3585
5<6 .325 5.49 1.78325
6 <7 .15 6.33 . 9495

21



Reducing to two-bump,

Zf Moments = 2,12
z=2

;iﬁ Moments = 2.73

z=5
Using the proportional method

i=[2+2n+in] e+ Es +3 () +3 (.2>] 6.0
= 1,75 + 3.00 = 4.75

Using the stfaight-line method

z = [.z + % (.3) + % <‘2i] (3.5) + [is + % (.3) + % .2 6.0)
= 1,8375 + 2.85 = 4.69

Using the straight-line method with end-point adjustment

7 = [.2 +% (.3) +-;—_ (.29(2;2%_1‘_5_).,_ [_3 +21Z ¢.3) +_;_ (.23<5 +26.67>

= j:.525] (3.67) + [.475 | (5.83) = 1.93 - 2.77 = 4.70
In practice, the end-point adjustment is done on the reduced
number of bumps, but is shown as above to illustrate the effect on means.

The correction factor, F, required to correct the z is

(34§§§i;§§)<.525) + <§E—§L§491 (.475) = 4.85

0.613 + 1.313F + 1.188F + 1.5833 = 4.85

_4.85 - 2,196 _ 2.654
2.5 2.5

F = 1.06

P(2.33 €z« 5.3) = .525

P(5.3 <z <£6.67) = 475

z = 4.85

Cn22



12. Determination of normal distribution of input variszbles

On the following pages the following variables are plotted on
(normal) probability paper:

(1) Logarithm of average microbial lifetime (Log v)

(2) Logarithm of burden on hands (Log bt)

(3) Work surface retention factor (Sl)

(4) lLogarithm of work surface retention factor (Log Sl)

(5) Tool surface retention factor (Sz)

6) Logarithm of tool surface retention factor (Log SZ)

vy C-23
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13. Other Approaches

(a) Area calculation by integration

Given the situation of C.6., i.e., z = (x)(y), x and y uniform

and equal distributions

4 \
3
y \\\\\\\\
»ne
2
1
AN
D, ? 3 4
X
P(1<x<2, 1 2y<2 [ 1 €2 <4)=0.11111
z_4&
/x y 3
3
y
dy
2 |
1 dx 2\\‘z=4

) - 2
PA<x<2, 25y<3| z<4) = (1)(§)+f4
3

(;‘:— - 2) dxy (.11111) =

W

c-30

A2N

4
f dy dx% (.11111)

2

2

+ [; It x - ZX:J (.11111)

&
3



Lo J s

+ fmn 2-1nd) -20- %}} (.11111)

3 +[4(.6931 - .2877) - 2(%2\]}(.11111)

3 +[1,6216 - 193333]} (.11111) = [.6216? (.11111) = 0.06907

[

i
-

A 4
P(léx<2,35y44)z<4)= 3[" dydx} (.11111)
1 3

=Y4 In x - Bxi] (.11111) = [4(.2877) - 3(%)] (.11111)

= 0.01676

W |

P(L< z<4)

L]

.11111 + (.06907)(2) + (.01676)(2) = 0.28277

. e |
6(.11111) + 2(.11111) (Z) (1) + dy dx.
o J3
4

- 1 - 9, _ _ 3
= .66667 + .222?_2{4 + [9 (In 3 - 1n3) - 33 4)]}

= ,66667 + .22222{—1- + .339% = .,66667 + .13095 = 0,79762

P(1< z <9)

4

Pt < z<9)

]

.79762 - .28277 = 0.51485

P(9 < z <« 16) = 1.00000 -~ .79762 = 0,20238

z = 6.58, which is not as close to (x) (;) = 6.25 as the straight-

line method where z = 6.48
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(b) Logarithmically-based input histograms

For z = (x)(y) where x and y are expressed on a logarithmic base

4 - S
\ \\\\
‘\ N é\
™, N <
3 N N &
N N
y . \
N\
2 é§9
\\
5 \
"
., 3 \
1\ ’
1™ 2 3 4
e
c‘\{ X %

which apparently gives easgily calculated areas, but due to non-linearity,

probability is no longer proportional to area, and a method (e.g., inte-

gration) of calculating probability from the non-linear area must be used.
(¢) Integrating with respect to z

An attempt was made to evaluate P?(z) as z varies
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x
j 3 Z1
P(Zl) = {;‘ - y1> dx
x
1
X,
)
P(zz) = (;{— - y1> dx
x
1
x, Xq
f Z, [ z
P(Az) = P(zz) = P(z;) = (-x— - yy) dx - (% - yl) dx
x x
1 1
= zz(ln X, - 1n xl) -y (x4 - xl) - zl(ln Xy - in xl) + Yy (x3
=z, lnx4 -z lnx3 - (zz-zl) 1nx1 -y (x4-x3)
~since z, - z = A z, then Yy X, "V ¥ = Az
Az
and X, = X, Ax v,

P(Az) = z, 1n (x3 +Ax) - z, ln(x3) - Az ln X, =7 Ax

z
+ —) -z

= (zl + AZ) in (x3 yl 1

1n (x3) -Azlnxl- A =z
z z
= (z, +Az) In l+_A__z_ -z ln—-l--Azlnx -4z
1 — y 1 y 1
Y1 1 1
Since this did not seem to be leading to a workable integral, another

approach was tried

Y2 \
)
y Yo
y -Ay A
z
z
yl )1 <
X X x +tAx X9



A= (A0)(A =)

A

A0 = T an?+ (ay)?

z=xy= (x+Ax)(y-Ay)=xy+yAdx- xAy-AxAy

S, yAx - xdy - dxAy =0
limit
Ax,Ayeo

xAy = yAx

Ay=i'Ax=£2Ax
T\
Ad = '}[(A::)ZME An? = Ax 7/:13
2 | %
X X
[y
1=x 1+;Z dx
1

which is not readily integrated.
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