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## ABSTRAC*

This technical note reviews and consolidates material pertaining to one-step and multistep numerical methods with the objective of developing a tractable method for evaluating the error resulting from the use of difference equations to approximate ordinary differential equations.

A tractable approximate relation is developed between the error due to finite sampling rates and parameters describing numerical methods. The results are valid for small values of the product of the sampling period, $h$, and natural frequencies, $\lambda$, of the analog system.

The approach used approximates the analog system by isolated modes and the digital algorithm for each mode by its order, $p$, and certain constants $C, A_{0}, \ldots, A_{p}$. The results show that approximating an analog system by a digital algorithm results in a shift of each root and an error corresponding to each forcing function. The root shift is given by $-\operatorname{Ch}^{\mathrm{p}} \lambda^{\mathrm{p}}$, while the error caused by each forcing function, $y e^{\omega t}$, is given by $-\operatorname{Ch}^{p} \sum_{i=0}^{p} A_{i} \lambda^{i} \omega^{p-i}$.

The results of the study are applied to a nontrivial numerical analysis problem, a digital filter problem and to an elucidation of the problem of "stiff" equations.

## DIFFERENCE EQUATIONS TO APPROXIMATE ORDINARY <br> DIFFERENTTAL EQUATIONS

## I. INTRODUCTION

The interest in digital simulation using large scale computers and the development of digital filtering techniques has led in recent years to extensive use of digital systems described by difference equations as a means of either solving differential equations or replacing analog systems described by differential equations.

The underlying mathematical problem of approximating the solution of a differential equation by the solution of a difference equation has received considerable attention over a number of years in the area of numerical analysis and more recently, for linear equations, in the area of digital filter theory. Results in the former area are typified by the detailed text of Henrici [1] and the summary articles of Benyon [2] and Giloi [3]. The latter area is discussed, for example, in the book by Gold and Rader [4]. References [1], [2], and [4] have extensive bibliographies.

Applications in general simulation and digital filters are not such as to make possible a single unique answer to the question of what difference equation to use in approximating a given differential equation. Thus, the literature contains a number of methods for obtaining difference equations which in some sense approximate differential equations. The plurality of methods leads to the necessity of defining measures of the quality of approximation and also to an analysis problem in evaluating particular methods.

The purpose of the present paper is to present a new and tractable method for studying the accuracy of stable difference equation approximations to the
solution of differential equations. Background for the new method is developed through a tutorial summary giving: (1) a unified discussion of the common methods used in numerical analysis for approximating differential equations with difference equations and (2) a discussion of the important parameters and central theorems necessary in evaluating the approximations.

The work is intended to be useful in the design and analysis of digital filters and digital simulations. For such applications errors arise from two sources, namely: (1) in approximating a differential equation by a difference equation and (2) in solving the resulting difference equation. This paper gives a detailed analysis of the former source of error but does not consider the latter. Thus, the results of this paper give a complete answer for accuracy if errors (primarily due to round off) in colving the required difference equation are negligible. In general, errors due to round off and related sources must be determined through additional analysis.

## 2. METHODS FOR OBTAINING DIFFERENCE EQUATIONS TO

APPROXIMATE DIFFERENTIAL EQUATIONS

In this section some of the more conmon classes of methods for obtaining difference equations to approximate differential equations will be developed using direct procedures for approximating continuous variables with discrete variables. With this motivation, a much more general class of difference equations is then presented for analysis in later sections of the paper.

Attention will be restricted to the class of differential equations which can be expressed as

$$
\begin{equation*}
y(t)=f(y, t) \tag{1}
\end{equation*}
$$

where $y$ and $f$ are vectors and $f$ is suitably restricted so that a unique solution exists. Commonly assumed restrictions on $f$ are given, for example, by Henrici [1]. If (1) models a physical system any input is included implicitly in $f$. This work is concerned with obtaining difference equations whose solutions in some sense approximate the solution, $y(t)$, of (1).

Equation (1) can be integrated to yield

$$
\begin{equation*}
y(T+t)-y(T)=\int_{T}^{T+t} f[y(r), \tau] d T \tag{2}
\end{equation*}
$$

which can be used as a basis for obtaining many of the desired difference equations. Let $T$ and $t$ be integer multiples of a basic step size $h$ so that $T=n h$ and $t=k h$. Using the notation $y(m h)=y_{m}$, (2) can be written as

$$
\begin{equation*}
y_{n+k}-y_{n}=\int_{n h}^{(n+k) h} f[y(\tau), \tau] d \tau \tag{3}
\end{equation*}
$$

A difference equation approximating (1) results when any one of several discrete approximations are used for the right-hand side of (3).

In the special case of a linear equation with constant coefficients, (1) becomes

$$
\begin{equation*}
\dot{y}(t)=A y(t)+B u(t) \tag{4}
\end{equation*}
$$

where the inputs, $u(t)$, are now shown explicitly. The equation corresponding to (3) for the linear constant coefficient case is

$$
\begin{equation*}
y_{n+k}-y_{n}=\int_{n h}^{(n+k) h}[A y(\tau)+B u(\tau)] d \tau \tag{5}
\end{equation*}
$$

In this case, however, use can be made of the closed form solution of (4) to obtain the equation

$$
\begin{equation*}
y_{n+k}=\Phi_{k} y_{n}+\int_{n h}^{(n+k) h}{ }_{\Phi}[(n+k) h-\tau] \operatorname{Bu}(\tau) d \tau \tag{6}
\end{equation*}
$$

where $\Phi(t)$ is the transition matrix of (4). Note in (6) that for $u(t)=0$ the equation

$$
\begin{equation*}
y[n+k) h]=\Phi(k h) y(n h) \tag{7}
\end{equation*}
$$

gives $y$ for $t=(n+k) h$ exactly for any value of $k$. This fact makes (6) much more accurate than (5) in most applications where (6) is valid. If $u(t)$ in (6) is not zero, however, it is necessary in obtaining a difference equation from (6) to use a discrete approximation for the integral in the same manner as in the general case.

Conmon methods for obtaining a discrete approximation for the rioht-hand side of (3) are classified as one step methods and multistep methods. Direct intuitive procedures resulting in subsets of these two classes will be presented below followed by a general formulation.

## 2-1 One Step Methods

For one step methods, $k$ is set equal to one ard (3) becomes

$$
\begin{equation*}
y_{n+1}-y_{n}=\int_{n h}^{(n+1) h} f[y(\tau), \tau] d \tau \tag{7}
\end{equation*}
$$

The integrand can be expanded in a Taylor series about $t=n h$ to obtain

$$
\begin{equation*}
f[y(\tau), \tau]=f_{n}+(\tau-n h) \dot{f}_{n}+\frac{(\tau-n h)}{2}^{2} \ddot{f}_{n}+\ldots \tag{8}
\end{equation*}
$$

where

$$
f_{n}=f[y(n h), n h]=\text { and } \quad{\underset{f}{n}}^{(i)}=\frac{d^{i} f[y(t), t]}{d t^{i}}
$$

$$
t=n h
$$

Introducing (8) into (7) then yields
$y_{n+1}-y_{n}=h f_{n}+\frac{h^{2}}{2} \dot{f}_{n}+\frac{h^{3}}{6} \ddot{f}_{n}+\ldots+\frac{h^{p}(p-1)}{p!} f_{n}+\ldots$

Truncation of the infinite series of (9) after $p$ terms yields

$$
\begin{equation*}
y_{n+1}-y_{n}=h\left[f_{n}+\frac{h}{2} \dot{f}_{n}+\ldots+\frac{h^{p-1}}{p!}\left(\frac{p-1)}{f_{n}}\right],\right. \tag{10}
\end{equation*}
$$

a class of difference equations referred to as the Taylor expansion algorithms. The special case of $p=1$ is called Euler's method. Note that $p$ is the only parameter of this method.

In practical work, it is seldom desirable to generate derivatives of $f$ because of the noise producing nature of the derivative operation. Thus, the algorithms of (10) with $p>1$ have limited use.

The class of Runge-Kutta formulas make use of the fact that derivatives of $f$ can be approximated in terms of $f$ itself. The particular approximation identified with this name is given by

$$
\begin{equation*}
\int_{n h}^{(n+1) h} f\left[(y(\tau), \tau] d \tau \simeq h \sum_{i=0}^{N} \omega_{i} f\left[\mu_{i}, \eta_{i}\right]\right. \tag{느}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mu_{0}=n h, \mu_{i}=\mu_{0}+\alpha_{i} h, \alpha_{i} \leq 1 ; i=1,2, \ldots \mathbb{N} \\
& \eta_{0}=y_{n}, \eta_{i}=\eta_{0}+h \sum_{k=0}^{i-1} \beta_{i k} f\left(\mu_{k}, \eta_{k}\right) ; i=1,2, \ldots \mathbb{N} .
\end{aligned}
$$

As can be noted in (11), the Runge-Kutta class of difference equations has the following parameters: $N$, $\mathbb{N + I}$ values $\omega_{i}, N$ values of $\alpha_{i}$ and $\frac{N}{2}(\mathbb{N}+1)$ values of $\beta_{i k}$. These parameters are evaluated by expanding

$$
\int_{n h}^{(n+1) h} \pm[y(\tau), \tau] d \tau \text { and } h \sum_{i=0}^{N} \omega_{i} f\left[\mu_{i}, \eta_{i}\right]
$$

both in Paylur series and choosing the parameters so that the coefficients of $h^{r}$ are equal for $r=1,2, \ldots, M$. The tedious expansion operation is discussed, for example, by Henrici [1] and Ralston [5].

The results of a study of Runge-Kutta methods can be summarized as follows. A matching of coefficients can be carried only as far as $M=\mathbb{N}+1$. Fractical Runge-Kutta methods employ $\mathbb{N}=1,2,3$, and sometimes 4. For any value of $\mathbb{N}$, the matching of coefficients of $h^{r}$ will fix most of the parameters but at least one always remains free so that a class of algorithms exists for each value of $N$. For example, for $N=1$ there is one independent degree of freedom and for $N=3$ there are two independent degrees of freedom.

The Taylor series and Runge-Kutta methods are the more important one step methods, and attention is now given to multistep methods.

## 2-2 Multistep Methods

Many of the common multistep methods can be developed from (3) in the following manner. The function $f[y(t), t]$ in (3) is approximated by an interpolating polynomial and the necessary integration is then carried out to obtain a difference equation.

Given a function $z(t)$, an interpolating polynomial $P(t)$ of degree less than or equal to $p$ can be found such that

$$
P\left(t_{i}\right)=z\left(t_{i}\right) \quad ; \quad i=0,1, \ldots, p
$$

This polynomial can be expressed in terms of backward differences a.s ${ }^{1}$

[^0]\[

$$
\begin{equation*}
P(t)=\sum_{m=0}^{p}(-1)^{m}\binom{t_{n}-t}{\frac{n}{m}} \nabla^{m} z_{n} \tag{12}
\end{equation*}
$$

\]

where $\nabla^{m} z_{n}$ is the $m$ th backward difference of $z(t)$ at $t_{n}$ given by

$$
\begin{align*}
& \nabla^{0} z_{n}=z_{n} \\
& \nabla_{z_{n}}^{I}=z_{n}-z_{n-1} \\
& \cdot \\
& \cdot  \tag{13}\\
& \nabla^{j} z_{n}=\sum_{i=0}^{j}(-1)^{i}\binom{j}{i} z_{n-i},
\end{align*}
$$

and $\binom{u}{v}$ are the binomial coefficients given by

$$
\begin{equation*}
\binom{u}{0}=1, \quad\binom{u}{v}=\frac{u(u-1) \cdot \cdot \cdot(u-v+1)}{1 . \dot{2} \cdot \cdot \cdot v} \tag{14}
\end{equation*}
$$

Note that, as in the case of (12), $u$ in the binomial coefficient does not have to be a natural number. It is also useful to observe in (13) that $\nabla^{j} z_{n}$ depends exclusively on the set of discrete values of $z$ given by
$\left\{z_{n}, z_{n-1}, \ldots, z_{n-j}\right\}$.
The polynomial $P(t)$ can be introduced in (3) to approximate $f[y(t), t]$. Equation (3) then becomes

$$
\begin{equation*}
y_{n+k}-y_{n}=\int_{n h}^{(n+k) h} \sum_{m=0}^{p}(-1)^{m}\left(\frac{t_{n+r^{-\tau}}}{h}\right) \nabla_{m}^{m_{f+r}} d \tau \tag{1.5}
\end{equation*}
$$

Note that since the left-hand side of (15) involves discrete values of $y$ at the times $n h$ and $(n+k) h$, backward differences of $f$ can reasonably be taken for any time between $n h$ and $(n+k) h$ so that $r$ can range between 0 and $k$. Since only the binomial coefficients depend on $\tau$, (15) can be expressed as

$$
\begin{equation*}
y_{n+k}-y_{n}=h \sum_{m=0}^{p} \quad \gamma_{m, k, r} \quad \nabla^{m} f_{n+r} \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{m, k, r}=\frac{(-1)^{m}}{h} \int_{n h}^{(n+k) h}\left(\frac{t_{n+r^{-T}}}{h}\right) d \tau \tag{17}
\end{equation*}
$$

It can be shown that since $\nabla^{m} f_{n+r}$ depends exciusively on $f_{n+r}, \ldots, f_{n+r-m}$, (16) can also be expressed as

$$
\begin{equation*}
y_{n+k}-y_{n}=h \sum_{m=0}^{p} \beta_{m, k, r, p} f_{n+r-m} \tag{18}
\end{equation*}
$$

Either (16) or (18) defines a general class of difference equations depending on the parameters $p, k$, and $r$ so that particular values of $p$, $k$, and $r$ result in fixed values of the $\gamma_{m, k, r}$ and $\beta_{m, k, r, p}$. The $\gamma_{m, k, r}$ are given explicitly by (17) and similar relations can be derived for the $\beta_{m, k, r, p}$.

The general class of difference equations given by (18) has two major subdivisions determed by whether or not $r$ is chosen equal to $k$ so that values of $f_{n+k}=f\left[y_{n+k}, t_{n+k}\right]$ are required in the algorithm. If $r=k,(16)$, or (18) then has $y_{n+k}$ on the left-hand side and also on the right-hand side in $f_{n+k}$. Such formulas are called implicit or closed formulas since in general they cannot be solved directly for $y_{n+k}$. If $r \neq k$, the resulting formulas can be solved directly and are called open or explicit formulas.

Closed formulas can be solved iteratively by the following procedure: (0)
(1)
(a) estimate $y_{n+k}$ for use in $f_{n+k}$, (b) solve (16) or (18) for $y_{n+k}$, (c) use (1)
$y_{n+k}$ in $f_{n+k}$ to obtain $y_{n+k}$ from (16) or (18), and (d) repeating the process. Typically, the first estimation is accomplished with an open formula called a predictor. The closed formula is then referred to as a corrector and the complete calculation as a predictor-corrector algorithm.

Examination of (18) shows that to compute $y_{n+k}$ requires $y_{n}$ and values of $f_{i}$ from $i=n+r$ to $i=n+r-p$. Since $p$ is in general greater than $r$, values of f prior to $t_{n}$ are typically required. This causes a problem in starting multistep methods since (18) cannot be applied unless all required past values of $f_{i}$ are given. The starting problem can be solved by computing the required values with some type of one step method since these methods are self-starting.

## 2-3 A. General Difference Formula

A general difference formula which includes all of the formulas above as special cases is given by

$$
\begin{equation*}
\sum_{i=0}^{k} \alpha_{i} y_{n+i}=h F\left\{h, n, y_{n-p}, \cdots, \cdot, y_{n+k} ; f\right\} \tag{19}
\end{equation*}
$$

where $k$ and $p$ are fixed and $n=p, p+1, \ldots$ Equation (19) has parameters $k$, $p$, the $\alpha_{i}$ and the function $F$.

For the common multistep algorithms $F$ is given by

$$
\begin{equation*}
F=\sum_{i=0}^{k} \beta_{i} f_{n+i} \tag{20}
\end{equation*}
$$

so that (19) becomes

$$
\begin{equation*}
\sum_{i=0}^{k} \alpha_{i} y_{n+i}=h \sum_{i=0}^{k} \beta_{i} f_{n+i} . \tag{21}
\end{equation*}
$$

Note that (21) has parameters $k$, the $\alpha_{i}$, and the $\beta_{i}$. Table I gives the parameter values for a number of common open multistep methods. For such methods $\beta_{k}$ is always zero. Table II gives the parameters for common closed multistep methods. Both tables give truncation error for the algorithms, a parameter which will be defined and discussed below.

For one step methods, $\alpha_{0}=-1, \alpha_{1}=1$ and a.11 other $\alpha_{k}$ in (19) are zero. For the Ruige-Kutta algorithms, which are the most practical one step methods, $F$ is the function defined in (11). Thus, (19) reduces to

$$
\begin{equation*}
y_{n+1}-y_{n}=h \sum_{i=0}^{N} \omega_{i} f\left[\mu_{i}, \eta_{i}\right] \tag{22}
\end{equation*}
$$

where

$$
\begin{gathered}
\mu_{0}=n h ; \mu_{i}=\mu_{0}+\theta_{i} h, i=1,2, \ldots, \mathbb{N} \\
\theta_{i} \leq 1 \\
\eta_{0}=y_{n} ; \eta_{i}=\eta_{0}+h \sum_{k=0}^{i-1} \beta_{i k} f\left(\mu_{k}, \eta_{k}\right) .
\end{gathered}
$$

Typical values for the parameters $\mathbb{N}, \omega_{i}, \theta_{i}$, and $\beta_{i k}$ of the Runge-Kutta algorithm are given in Table III.

The formulas preceeding (19) were derived so as to insure that their solutions approximate that of (1) in some sense. Equation (19), on the other hand, is much more general and in order for it to have any utility in approximating the solutions of (I), restrictions on its parameters must be developed. The next section discusses such restrictions through defining measures of quality for the required approximations.

|  | k | $\alpha_{0}$ | $\alpha_{\text {I }}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{4}$ | $\beta_{0}$ | $\beta_{\text {I }}$ | $\beta_{2}$ | $\beta_{3}$ | Truncation Error |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Euler | 1 | -1 | 1 |  |  |  | 1 |  |  |  | $\frac{1}{2 h} 2^{(2)}{ }^{\text {y }}$ |
| Nystrom | 2 | -1 |  | 1 |  | weakly <br> stable |  | 2 |  |  | $7_{3} \mathrm{~h}^{(3)}{ }^{(3)}$ |
| A-B 2 Step | 2 |  | -I | 1 |  |  | - | $\frac{3}{2}$ |  |  | $\frac{5}{12^{-}} 3^{(3)}$ |
| A-B 3 Step | 3 |  |  | -1 | 1 |  | $\frac{5}{12}$ | $\frac{16}{12}$ | $\frac{23}{12}$ |  | $\frac{3}{8} \mathrm{~h}^{4}{ }^{(4)} \mathrm{y}$ |
| A-B 4 Step | 4 |  |  |  | -1 | 1 | $-\frac{9}{24}$ | $\frac{37}{24}$ | $-\frac{59}{24}$ | $\frac{55}{24}$ | $\frac{251}{720} 5^{(5)}$ |
| Milne- <br> Hamming | 4 | -1 |  |  |  | 1 |  | $\frac{8}{3}$ | $-\frac{4}{3}$ | $\frac{8}{3}$ | $\frac{14}{45} h^{(5)}$ |
| Hamming | 5 | 1 | -1 |  |  | -1 |  | $-\frac{8}{3}$ | 4 | -4 | $-\frac{11}{72} 5^{(5)}$ |

TABLE II: CIOSED MUITISTEP METHODS

|  |  | $\alpha_{0}$ | ${ }^{\alpha_{1}}$ | $\alpha_{2}$ | ${ }_{3}$ | $\alpha_{4}$ | $\alpha_{5}$ | B, | $\beta_{1}$ |  | $\beta_{2}$ | $\beta_{3}$ | $\beta_{4}$ | $B_{5}$ | funcation |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| wooriried |  |  |  |  |  |  |  | $\underline{1}$ | $\frac{1}{2}$ |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  | $\frac{1}{12}$ | $\frac{8}{12}$ |  | 5 |  |  |  | ${ }_{2,4}^{4} 4^{(4)}$ |
|  |  |  |  | 1 |  |  |  | 走 | - |  | 19 | ${ }^{2}$ |  |  | 13, ${ }^{(5)}$ |
| -x 3 step |  |  |  | - |  |  |  | ${ }^{24}$ | $-\frac{24}{24}$ |  |  | ${ }^{24}$ |  |  |  |
| filue |  |  | -1 |  |  |  |  |  | ${ }^{\frac{1}{3}}$ |  | ${ }_{3}^{4}$ | $\frac{1}{3}$ |  |  | ${ }^{-\frac{1}{9} 0^{(5)}{ }^{(5)}}$ |
|  |  | $\frac{1}{8}$ |  | - 9 | 1 |  |  |  | $\frac{3}{8}$ |  | $\frac{6}{8}$ | $\frac{3}{8}$ |  |  |  |
|  |  |  |  |  |  | 1 |  | -19 | ${ }^{106}$ | - $\frac{26}{26}$ | 264 | $\frac{616}{120}$ | $\frac{251}{20}$ |  |  |
| Haming |  | $\frac{9}{29}$ | $\frac{14}{121}$ |  | $\frac{126}{121}$ |  |  |  | $\frac{24}{121}$ |  |  | $\frac{108}{121}$ | $\frac{42}{121}$ |  |  |

TABLE III: RUNGE-KUTTA ONE STEP METHODS


## 3. MEAGURES OF QUALITY OF APPROXIMATION

Attention is given in this section to the problem of restricting the parameters of (19) in such a way as to insure that its solution, $y_{n}$, for $n=p$, $\mathrm{p}+1, \ldots$, approximates in some sense the solution, $\mathrm{y}(\mathrm{t})$, of (I) at $\mathrm{t}=\mathrm{nh}$ for the same values of $n$. To avoid confusion, in the remainder of the paper the solution of (1) will be denoted as $Y(t)$.

Two a priori restrictions are placed on $F$, namely: (I) Fis restricted so that small changes in its parameters result in small changes in $F$, a. condition similar to that required of $f$, and (2) $F$ is restricted so that $F\{h, n$, $\left.y_{n-p}, \ldots, y_{n+k} ; 0\right\}=0$.

Equation (19) is an algorithm for determining $y_{n+1}$ given $y_{n}$ and other required data. Thus, much of the evaluation of (19) can be based on a consideration of the typical step in the iterative calculation of $y_{n}$. To consider the effect of a single step in the calculation, $y_{n}$ and other required data are assumed to be exact at the beginning of the typical step and (19) is used to calculate $\mathrm{y}_{\mathrm{n}+1}$. The quantity $\mathrm{y}_{\mathrm{n}+1}$. Assuming the errors occurring in only one step, is denoted ${ }^{2} \hat{y}_{n+1}$.
A. quantity of central importance in studying (19) is local truncation error, $T_{n+1}$, defined by

$$
\begin{equation*}
T_{n+1}=\hat{y}_{n+1}-Y[(n+1) h] \tag{23}
\end{equation*}
$$

${ }^{2}$ Note that in computing $y_{n+1}$, true values are assumed for aill $y_{n}, i=0,1, \ldots$, ,
$k-1$ and also for any $y_{n+k}$ required as an argument of $F$.

Equations (19) and (23) can be used to express $T_{n+k}$ as

$$
\begin{equation*}
T_{n+k}=h F\{h, n, Y[(n-p) h], \ldots, Y[(n+k) h ; f]\}-\sum_{i=0}^{k} \alpha_{i} Y[(n+i) h] \tag{24}
\end{equation*}
$$

where the subscript $n+k$ is used because the general algorithm evaluates $y_{n+k}$ using past data.

For a given algorithm $T_{n+k}$ is conveniently computed by expanding $\sum_{i=0}^{k} \alpha_{i} Y(t)$ and $h F\{h, n, Y[(n-p) h], \ldots, Y[(n+k) h] ; f\}$ in Taylor series about a convenient point such as $t=n h$ and subtracting the series term by term to obtain

$$
\begin{equation*}
T_{n+k}=\phi_{0}+h \phi_{1}+\frac{h^{2}}{2} \phi_{Q}+\frac{h^{3}}{6} \phi_{3}+\ldots \tag{25}
\end{equation*}
$$

where the $\phi_{i}$ depend on both $F$ and $Y(t)$. In any particular case the first $p+1$ functions $\phi_{i}$, $i=0,1,2, \ldots, p$ will be zero and the method is termed to be of order $p$.

It will be useful below to note that for many methods $T_{n+k}$ can be expressed as

$$
\begin{equation*}
T_{n+k}=h^{p+1} \phi(\mu, Y)+o\left(h^{p+2}\right) \tag{26}
\end{equation*}
$$

where $\mu$ is a point "near" $(n+k-I) h$ and $O\left(h^{p+2}\right)$ indicates a group of terms, which approach zero as $h$ approaches zero at least as rapidly as $h^{p+2}$.

The function $\phi(u, y)$ is called the princple error function by Henrici [1] in discussions of one step methods. For many such methods $\varnothing$ (u,Y) for a scalar problem equation is given by

$$
\begin{equation*}
\phi(u, Y)=a_{p+1}(u, Y) \stackrel{(p+1)}{Y(u)+a_{p}(u, Y)} \stackrel{p}{Y}(u)+\ldots+a_{2}(u, Y) \stackrel{Y}{Y}(u) \tag{27}
\end{equation*}
$$

where $p$ is the order of the method and the $a_{i}$ are in general functions of $u$ and $Y$ which depended on the given problem equation. The principle error functions for several Runge-Kutta Algorithms applied to scalar problem equations are given in Table III.

For most multistep methods

$$
\begin{equation*}
\phi(u, Y)=C^{(p+1)}(u) \tag{28}
\end{equation*}
$$

Thus, for such methods $\phi(u, Y)$ can be obtajned by dividing the truncation error (as given for several methods in Tables $I$ and II') by $h^{p+1}$.

If a method is of at least first order, it is said to be consistent. Note that for a consistent method the local truncation error is at least $O\left(h^{2}\right)$.

The cumulative effect of truncation exror in 0.11 of the steps from $n=p$ to $n=j$ is a total pointwise error, $e_{j}$, at $t=j h$. This quantity, given by

$$
\begin{equation*}
e_{j}=y_{j}-Y(j h), \tag{29}
\end{equation*}
$$

differs from $\mathbb{T}_{j}$ in that $e_{j}$ includes the total effect of errors in many steps, rather than in a single step.

Using pointwise error it is possible to define convergence of $y_{n}$ to $Y(n h)$ for a given method as follows.

If for any $f(y, t)$

$$
\max _{n}\left|e_{n}\right| \rightarrow 0 \text { as } h \rightarrow 0
$$

then the method is convergent.
Using (19) to express $y_{n}$ and (23) and (24) to express $Y(n h)$, a difference equation can be obtained for en from (29) as

$$
\begin{align*}
\sum_{j=0}^{k} \alpha e_{n+j} & =h\left[F\left\{h, n, y_{n-p}, \ldots, y_{n+k} ; f\right\}-F\{h, n, Y[(n-p) h, \ldots, Y[(n+k) h] ; f\}\right. \\
& +\mathbb{T}_{n+k} . \tag{30}
\end{align*}
$$

Several types of stability can be discussed for algorithms in the class (19). A type which is tractable for the general case can be termed limiting stability in the sense that it is applied for either $h$ or $f$ assumed to be identically zero. With this assumption, (19) becomes

$$
\sum_{j=0}^{k} \alpha_{j} y_{n-j}=0
$$

The solution to this difference equations has the form $\sum_{i=1}^{k} \alpha_{i} \beta_{i}^{n}$ where the $\beta_{i}$ are the roots of the polynomiail

$$
\begin{equation*}
P(\beta)=\sum_{j=0}^{k} \alpha_{j} \beta^{j}=0 \tag{32}
\end{equation*}
$$

Thus, (31) is stable if and only if the $\beta_{i}$ satisfy the conditions

$$
\begin{equation*}
\left|\beta_{j}\right| \leq 1 \tag{33}
\end{equation*}
$$

with the additional requirement that if $\left|\beta_{j}\right|=1$ then $\beta_{j}$ must be a simple root. This condition is referred to as the root condition. The root condition, which guarantees limiting stability is necessary but not sufficient for more general types of stability.

The following theorem which relates the root condition to convergence of $y_{n}$ to $Y(n h)$ can be proved: ${ }^{3}$ If (19) is consistent, then it is convergent if and only if the root condition is satisfied. Thus, if the root condition is satisfied and (19) is consistent, some smalj enough $h$ can always be found so that $y_{n}$ is a good approximation to $Y(n h)$. The stability and pointwise error of (19) for fixed nonzero values of $h$ will be investigated below but much more restrictive conditions will have to be assumed.

## 4. POINTWISE ERROR

The purpose of thits section is to derive a tractable differential equation for pointwise error starting from the difference equation (30) assuming that the method is stable and that $T_{n+k}$ can be approximated by $h^{p+1} \phi(u, Y)$, (see (26)). Consider the function $F\{h, n, Y[(n-p) h], \ldots Y[(n+k) h] ; f\}$. Using (29), the true value $Y(n h)$ can be expressed as

$$
\begin{equation*}
Y(n h)=y_{n}-e_{n}, \tag{34}
\end{equation*}
$$

and $F$ can then be expanded in a Taylor series about the points $y_{n}$. Assuming that $e_{n}$ is small it is reasonable to truncate the Taylor series to two terms and the result is

$$
\begin{align*}
& F\{h, n, Y[(n-p) h], \ldots, Y[(n+k) h] ; f\}=  \tag{35}\\
& F\left\{h, n, y_{n-p}, \ldots, y_{n+k} ; f\right\}-\left[\frac{\partial F}{\partial y_{n-p}} e_{n-p}+\ldots+\frac{\partial F}{\partial y_{n+k}} e_{n+k}\right]
\end{align*}
$$

Using (35) in (30) then gives the difference equation

$$
\begin{equation*}
\sum_{j=0}^{k} \alpha_{j} e_{n+j}=h\left[\frac{\partial F}{\partial y_{n-p}} e_{n-p}+\frac{\partial F}{\partial y_{n+k}} e_{n+1}\right]+T_{n+k}, \tag{36}
\end{equation*}
$$

3 see for example Isaacson and Keller [6]
which applies for ageneral $F$.
The approach in approximating the solution $e_{n}$ of (36) by the solution of a differential equation is to find, to a given order of accuracy, a differential equation which results in the difference equation (36) through application of the algorithm of the method being investigated. The procedure will be sarried out for the two special cases of one-step and multistep methods.

For one-step methods (19) becomes

$$
\begin{equation*}
y_{n+1}-y_{r_{1}}=\operatorname{hr}\left\{h, n, y_{n} ; f\right\} \tag{37}
\end{equation*}
$$

and the equation analogous to (36) for the specific $F$ of (37) becomes

$$
\begin{equation*}
e_{n+l}-e_{n}=h\left[\frac{\partial F}{\partial y_{n}} e_{n}+h^{p} \phi(\mu, Y)\right] \tag{38}
\end{equation*}
$$

With nh $\leq \mu \leq(n+1) h$.
Now by derining

$$
\begin{equation*}
\bar{e}_{n}=e_{n} n^{-p} \tag{39}
\end{equation*}
$$

(39) becomes

$$
\begin{equation*}
\bar{e}_{n+1}-\bar{e}_{n}=n\left[\frac{\partial F}{\partial y_{n}} e_{n}+\phi(\mu, Y)\right] \tag{40}
\end{equation*}
$$

But Euler's method applied to $z=g(z ; t)$ yields the difference equation
$z_{n+1}-z_{n}=h g\left(z_{n}, n h\right)$. Thus, it can be asserted by choosing

$$
\begin{equation*}
g\left(z_{n}, n h\right)=\frac{\partial F}{\partial y_{n}} \bar{e}_{\square}+\phi(\mu, Y) \tag{4I}
\end{equation*}
$$

that the differential equation

$$
\begin{equation*}
\dot{\bar{e}}(t)=\frac{\partial f}{\partial Y} \bar{e}+\phi(\mu, Y) \tag{42}
\end{equation*}
$$

has a solution $\bar{e}(t)$ which approximates $\bar{e}_{n}$ to within an error $O(h)$. In obtaining (42) use is made of the fact that $F$ approximates $f$ within errors which are $O(h)$. Equation (42) written in terms of $e(t)$ rather $\bar{e}(t)$ becomes

$$
\begin{equation*}
\dot{e}(t)=\frac{\partial I}{\partial Y} e(t)+h^{\mathrm{p}} \phi(\mu, Y) \tag{43}
\end{equation*}
$$

and the errors are now $O\left(n^{P+1}\right)$.
A similar line of reasoning is used to give the result for multistep
methods. For such methods

$$
\begin{equation*}
F=\sum_{j=0}^{k} \beta_{j} f_{n+j} \tag{44}
\end{equation*}
$$

and

$$
\frac{\partial F}{\partial y_{n+j}}=\beta_{j} \frac{\partial f_{n+j}}{\partial y_{n+j}}
$$

Thus, the equation corresponding to (36) becomes

$$
\begin{equation*}
\sum_{j=0}^{h} \alpha_{j} e_{n+j}=h\left[\sum_{j=0}^{k} \beta_{j} \frac{\partial f_{n+j}}{\partial y_{n+j}} e_{n+j}+h^{p} \phi(\mu, Y)\right] \text {, } \tag{45}
\end{equation*}
$$

A multistep algorithm using (44) can be expressed as

$$
\begin{equation*}
z_{n+1}-z_{n}=h \sum_{j=0}^{k} \beta_{j} z_{n+j} \tag{46}
\end{equation*}
$$

where $\dot{z}=f(z, t)$ has been assumed, Equation (46) shows that within an error which is $O(h)$ the following equation holds

$$
\begin{equation*}
\frac{z_{n+1}^{-z} n}{h} \simeq \dot{z}_{n}=\sum_{j=0}^{k} \beta_{j} \dot{z}_{n+j} \tag{47}
\end{equation*}
$$

If $\phi(\mu, Y)$ is identified with $\dot{z}(t)$ in (47), it follows that within an error which is $O(h), \phi(\mu, Y)$ can be expressed as

$$
\begin{equation*}
\phi(\mu, Y)=\sum_{j=0}^{k} \beta_{j} \phi(\mu+i h, Y) . \tag{48}
\end{equation*}
$$

Hence (49) can be written as

$$
\begin{equation*}
\sum_{j=0}^{h} \alpha_{j} \bar{e}_{n+j}=h \sum_{j=0}^{k} \beta_{j}\left[\frac{\partial f_{n+j}}{\partial y_{n+j}} \bar{e}_{n+j}+\phi(\mu+j h, Y)\right] \tag{49}
\end{equation*}
$$

where $\bar{e}_{n}$ is defined ass in (39). But the differential equation

$$
\begin{equation*}
\dot{\bar{e}}(t)=\frac{\partial f}{\partial Y} \overline{\mathrm{e}}(t)+\phi(\mu, Y) \tag{50}
\end{equation*}
$$

results in the difference equation (49) using the multistep methods. Thus, when (50) is transformed to use $e(t)$ instead of $\bar{e}(t)$, an equation identical to (43) results.

If a method with pointwise error $e_{n}$ has an order $p$, then $e(n h)$ given by (43) satisfies

$$
\begin{equation*}
e_{n}=e(n h)+o\left(h^{p+1}\right) \tag{51}
\end{equation*}
$$

ard the error in approximating $e_{n}$ by $e(n h)$ is of an order in $h$ one higher than the order of the method.

Since (51) apnroximates pointwise error at all time, t, it is reasonable to consider a variable $y^{*}(t)$, defined so that $y^{*}(n h)=y_{n}$, which represents the solution of the approximating difference equation at all times. In analogy to (32), $Y(t), y^{*}(t)$, and $e(t)$ are related by

$$
\begin{equation*}
Y(t)=y^{*}(t)-e(t) . \tag{52}
\end{equation*}
$$

It is useful to note that the function $\phi(\mu, Y)$ of (43) can be expanded in a. Taylor series about a point $\left(t, y^{*}\right)$ to obtain

$$
\begin{equation*}
\phi(\mu, Y)=\phi\left(t, Y^{*}\right)-e \frac{\partial \phi}{\partial Y}+(\mu-t) \frac{\partial \phi}{\partial \mu}+\ldots . \tag{53}
\end{equation*}
$$

If $\frac{\partial \phi}{\partial Y}$ and $\frac{\partial \phi}{\partial \mu}$ are bounded, as is usually the case, then for e at least $O(h)$ and $\mu-t \leq h$

$$
\begin{equation*}
\phi(\mu, Y)=\phi\left(t, Y^{*}\right)+O(h) \tag{54}
\end{equation*}
$$

Thus, to the accuracy being used, (43) can be expressed as

$$
\begin{equation*}
\dot{e}(t)=\frac{\partial f}{\partial Y} e(t)+h^{p} \phi\left(t, y^{*}\right) \tag{55}
\end{equation*}
$$

Using (55), (52) and the equation resulting from differentiating both sides of (52), it is a simple matter to obtain the equation

$$
\begin{equation*}
\dot{y}^{*}(t)=\frac{\partial f}{\partial Y} y^{*}+\dot{Y}(t)-\frac{\partial f}{\partial Y} Y(t)+h^{p} \phi\left(t, y^{*}\right) \tag{56}
\end{equation*}
$$

the solution of which closely approximates the solution of a difference equation obtained by the one step or multistep methods. For the test problem to be discussed in the next section, (56) gives a tractable expression for
evaluating accuracy.

## 5. EVALUATION OF APPROXIMATIONS WITH TEST PROBLEMS

The discussion up to this point pertains to the general class of differential equations given by (1). To proceed further with the development of a tractable procedure for evaluating difference equation approximations to differential equations, it is necessary to make simplifying assumptions. The approach which has been chosen is that of using a tractable linear constant coefficient test oroblem to replace the given differential equation in the evaluation of difference equation approximations. Such an approach, which is not uncommon in engineering analysis, can be justified in several ways. For example, the linear constant coefficient equation can be chosen to represent the incremental behavior of a general system described by (I) about some average tracjectory。

Lomax [7] gives an extended discussion justifying the linear test problem approach. In addition, he shows that errors associated with each natural frequency of a coupled system of linear constant coefficient equations and with each forcing function can be treated separately so that it is sufficient for the test problem to contain only a single (possibly complex) eigenvalue and a single forcing function. Thus, an adequa, te test problem is given by

$$
\begin{equation*}
\dot{y}(t)=\lambda y(t)+\gamma e^{\omega t} \tag{57}
\end{equation*}
$$

where $y(t)$ is a scalar and $\lambda$ and $\omega$ can be either real or complex.
When using (57) to study a difference equation approximation for a specified problem, $\lambda$ and $\omega$ are chosen to correspond to extreme or "worst case"
natural frequencies or forcing function components in a manner which will be illustrated below.

Two considerations, namely stability and accuracy are necessary in evaluating an approximation and these will now be treated separately using the test problem.

## 5-1 Stability

Limiting stability as defined above can be studied without recourse to a test problem and it can be noted that all one step methods axe stable in this sense. In practical work, however, the question of stability for non zero values of $h$ must be faced and one approach is to study such a situation using the test problem of (57). When studying stability a forcing function is not required and thus' can be set equal to zero.

Generally speaking, stability can be studied by formulating the difference equation resulting from a particular algorithm applied to the test problem of (57) with $\gamma=0$. Due to the nature of the test problem, the difference equation thus obtained is linear with constant coefficients. Since the test problem has a single root, one step methods produce a difference equation with a single root. Multistep methods on the other hand produce extraneous roots. In any case, the solution of the difference equation is the sum of terms of the form $\left(r_{i}\right)^{n}$, where the $r_{i}$ are the roots of the difference equation. It follows that the condition $\left|r_{i}\right| \leq 1$, (with all roots for which $r_{i}=1$ simple), insures stability. Note that the $r_{i}$ depend on $\lambda$ and $h$ so that boundaries on $h \lambda$, which insure that $\left|r_{i}\right| \leq 1$, can be obtained. One way to present these boundaries is to plot the real versus the
imaginary part of $h \lambda$ for the condition that $\left|r_{\max }\right|=1$. Curves of stability boundaries for a number of methods are given by Benyon. ${ }^{4}$

## 5-2 Accuracy

The test problem given by (57) can also be used to investigate the accuracy of a given algorithm. After the algorithm has been shown to be stable, the differential equation (56) applies and gives a good approximation to the solution that is obtained by solving the difference equations corresponding to the algorithm being investigated. Thus, to study accuracy, (56) is formulated for the test problem by evaluating $\frac{\partial f}{\partial Y}$ and $\phi\left(t, y^{*}\right)$ for this equation and algorithm being investigated. The quantity $\frac{\partial Y}{}$ is obtained easily as

$$
\begin{equation*}
\frac{\partial f}{\partial Y}=\lambda . \tag{58}
\end{equation*}
$$

The principle error function $\phi\left(t, y^{*}\right)$ is obtained as follows. For one step methods applied to the test problem, the $a_{i}(\mu, Y)$ in (27) are found to be independent of $\mu$ and $Y$ and $\phi(t, Y)$ can be expressed as

$$
\begin{equation*}
\phi(t, Y)=-\left[C_{1} \lambda^{p+1} Y(t)+C_{2} \gamma e^{\omega t} \sum_{i=0}^{p} a_{i} \lambda^{i} \omega^{p-i}\right] \tag{59}
\end{equation*}
$$

where for one step methods $C_{1}=C_{2}=C$
For example in considering the Runge-Kutta methods for $N=1$ and 3 as given in Table III, the only nonzero partial derivative of $f=\lambda Y+y e^{\omega t}$ is $\frac{\partial f}{\partial Y}$ which is equal to $\lambda$. Thus, for $N=3$ the $\boldsymbol{a}_{\boldsymbol{i}}$ of (27) become $a_{5}=\frac{1}{2880}, a_{4}=\frac{-\lambda}{576}, a_{3}=\frac{\lambda^{2}}{288}$ and $a_{2}=\frac{-2 \lambda^{3}}{192}$. For $N=1$

[^1]the values are $a_{3}=\frac{1}{8 \alpha}-\frac{1}{6}, a_{2}=\frac{-\lambda}{8 \alpha}$. In each case
\[

$$
\begin{align*}
& C_{2}=\sum_{i=2}^{p+1} a_{i} \\
& A_{i}=\frac{1}{C_{2}} \sum_{p+1-i}^{p+1} a_{i} ; i=0,1, \ldots, p-1 \\
& A_{p}=1 \tag{60}
\end{align*}
$$
\]

For the multistep methods, $\varphi(\mathrm{t}, \mathrm{Y})$ as given by (28), becomes equal to the expression of (59) with $C_{1}=C_{2}=C$ and the $A_{i}=1, i=0,1, \ldots p$. There are methods with digital filter equations being the prime example, for which $C_{1}$ and $C_{2}$ are not equal. In fact, for the digital filter case $C_{1}=0$. For all the algorithms investigated, however, $\varphi(t, Y)$ can be evaluated and expressed in the form of (59).

When (58) and (59), with y * replacing Y , are introduced in (56) the equation becomes

$$
\begin{equation*}
\dot{y}^{*}(t)=\left[\lambda-c_{1} h^{p} \lambda^{p+1}\right] y^{*}(t)+\gamma e^{\omega t}-c_{2} h^{p} \gamma e^{\omega t} \sum_{i=0}^{p} A_{i} \lambda^{i} p-i \tag{61}
\end{equation*}
$$

Note that the solution of (61) approximates the solution of a difference equation for the test problem obtained using an algorithm described by an order $p$, constants $C_{1}$ and $C_{2}$ and $A_{i}=0,1, \ldots, p$.

If (61) is compared to (57), it can be seen that using a difference equation to approximate a differential equation has produced two types of error, namely:
(1) The root $\lambda$ has been shifted to the new position $\lambda-\mathrm{c}_{1} \mathrm{~h}^{\mathrm{p}} \lambda^{\mathrm{p}+1}$
and
(2) The forcing function has been perturbed from $\gamma \mathrm{e}^{\text {©t }}$ to

$$
\gamma e^{\text {ut }}\left[1-o_{2} h^{p} \sum_{i=0}^{p} A_{i} \lambda^{i} \quad p-i\right]
$$

These effects will be considered separately by obtaining the "root shift" with no forcing function and the "forced error" assuming no root shift.

5-2.1 Root Shift: If fractional root shift, $E_{r}$, is defined in an obvious fashion there results

$$
\begin{equation*}
E_{r}=\frac{\left(\lambda-c_{1} h^{p} \lambda^{p^{+1}}\right)-\lambda}{\lambda}=-C_{1} h^{p} \lambda^{p} \tag{62}
\end{equation*}
$$

where it should be recalled that both $E_{r}$ and $\lambda$ can be complex. This equation can be expressed in the following equivalent and useful ways:

$$
\begin{align*}
h \lambda & =\left(\frac{\left|E_{r}\right|}{\left|C_{1}\right|}\right)^{1 / p}  \tag{63}\\
\frac{1}{h|\lambda|} & =\left(\frac{\left|C_{1}\right|}{\left|E_{r}\right|}\right) 1 / p  \tag{64}\\
\ln \left|E_{r}\right| & =p \ln h|\lambda|+\ln \left|C_{1}\right| \tag{65}
\end{align*}
$$

Note that the units of $\frac{1}{h|\lambda|}$ are steps/radian.
Equation (68) shows that $\left|E_{r}\right|$ increases with $h$. Therefore, if $\left|E_{r}\right|$ is regarded as maximum permissible root shift, $h|\lambda|$ must satisfy

$$
\begin{equation*}
h|\lambda| \leq\left(\left|\frac{E_{r}}{C_{1}}\right|\right)^{1 / p} \tag{66}
\end{equation*}
$$

and similar expressions can be obtained to correspond to (64) and (65). Equation (65) plots on $\log -\log$ paper as a straight line with slope $p$ intercepting $h|\lambda|=1$ at a point equal to $\left|C_{1}\right|$ The normalized quantity $\left|E_{r}\right| / C_{1}$ is plotted versus $h|\lambda|$ and $2 \pi / h^{\prime}|\lambda|$ for various values of $p$ in Figure 1.

5-2.2 Forced Error: A fractional forced error, $E_{f}$, is defined as

$$
\begin{equation*}
E_{f}=\frac{Y^{*}(t)-Y(t)}{Y(t)} \tag{67}
\end{equation*}
$$

Since (57), and (61), whose solutions are $Y(t)$ and $y^{*}(t)$, are linear, it follows that

$$
\begin{equation*}
y^{*}(t)=\left[1-c_{2} h^{p} \sum_{i=0}^{p} A_{i} \lambda^{i} \omega^{p-i}\right] Y(t) \tag{68}
\end{equation*}
$$

(Recall that root shift is being ignored in considering forced error so that the homogeneous parts of (57) and (61) become identical.) Substituting (68) into (67) yields

$$
\begin{equation*}
E_{f}=-c_{2} h^{p} \sum_{i=0}^{p} A_{i} \lambda_{\omega}^{i} p-i \tag{69}
\end{equation*}
$$

Note that $E_{f}$ is independent of time since $y^{*}(t)$ is a constant times $Y(t)$.
It is reasonable to consider three cases which result in the following tractable approximations:

$$
\text { Case 1: } \quad|\lambda| \ll|0|
$$

$$
\begin{equation*}
\mathrm{E}_{\mathrm{f}} \simeq-\mathrm{A}_{\mathrm{o}} \mathrm{C}_{2} \mathrm{~h}^{\mathrm{P}}{ }^{\mathrm{P}} \tag{70}
\end{equation*}
$$



Figure 1. Normalized error versus $h|\lambda|$ and $2 \pi / h|\lambda|$ for various values of $p$.

$$
\begin{align*}
& E_{f} \simeq-A_{p} C_{2} h^{p} \lambda^{p}  \tag{71.}\\
& \\
& \frac{\text { Case } 3: \quad|\lambda| \simeq|\omega|}{E_{f} \simeq-C_{2} h^{p} \lambda^{p} \sum_{i=0}^{p} A_{i}} \tag{72}
\end{align*}
$$

In all three cases, $\mathrm{E}_{\mathrm{f}}$ has the same form as $\mathrm{E}_{\mathrm{r}}$ given by (62). In cases 2 and $3 \mathrm{E}_{\mathrm{f}}$ is proportional to $\mathrm{h}^{\mathrm{p}} \lambda^{\mathrm{P}}$ just as is $\mathrm{E}_{\mathrm{r}}$ but with different constants in the two cases.

In case $1, E_{f}$ is proportional to $h^{p} \omega^{p}$ which has the same form as $E_{r}$ with $\omega$ replacing $\lambda$. Thus the expressions and curves for $E_{r}$ can also be used for $E_{f}$ with appropriate changes in the constants and with $\lambda$ replaced by $\omega$ for case 1 .

Applications of the accuracy equations in studying difference equation approximations will be given in the next section.

## 6. EXAMPLES

## 6-1 General Example:

To illustrate the techniques presented above, consider the problem of choosing a numerical algorithm for digital simulation of an aerospace vehicle using the simplified model discussed by Ryan et al [8]. This model can be represented as a forth order linear differential equation with a ime varying coefficient which is proportional to vehicle attitude. The differential equation has a random forcing function (caused by wind perturbation) whose power spectral band width is also proportional to attitude.

In order to study various algorithms, the problem can be regarded as quasi-stationary with roots whose position depends on the time varying altitud.

The ranges of these roots and of the power spectral band width of the forcing function are tabulated in Table IV.

Table IV. Frequencies associated with the Space Vehicle Problem.

|  | Range of Root Location or Maximum <br> Bandwidth |
| :--- | :---: |
| Real Roots | $\lambda_{1}=0 ;-0.05 \leq \lambda_{2} \leq 0$ |

In considering various algorithms, it is clear that stability is required for successful approximation. For purposes of illustration let it also be required that fractional root shift, $E_{r}$, and fractional forced error $E_{f}$ be limited in magnitude to $1 \%$.

Use is now made of the normalized curves of Figure 1 and Benyon's [2] results on stability to obtain limits on the step size for stable and accurate operation using representative algorithms. Limits on $h|\lambda|$ for stability are tabulated for a test problem with a real root and a root location along the 127 degree line, in the complex plane for five representative methods in Table $V$. The table also gives the limit on $h|\lambda|$ for $\left|E_{r}\right| \leq 1 \%$ and the value of $h \Omega$ for $\left|E_{f}\right|=1 \%$ under the three assumptions $|\lambda| \ll \Omega,|\lambda| \simeq \Omega$ and $|\lambda| \gg \Omega$ where $\Omega$ is the single forcing frequency and $\lambda$ is the single natural frequency of a test problem.

It can be noted from Table $V$ that for the one-step methods, (Euler, RK-2, RK-4), the limits on $h|\lambda|$ (or $h \Omega$ ) for stability tend to be significantly

larger than the limits imposed by $E_{r}$ or $E_{f}$. On the other hand for the multistep methods, ( $\mathrm{AB}-4, \mathrm{AM}-4$ ), the limits imposed by stability tend to be approximately the same as those imposed by $\mathrm{E}_{\mathrm{r}}$ and $\mathrm{E}_{\mathrm{f}}$.

For the space vehicle problem, the complex roots will be the limiting factor due to the relative sizes of the four roots.

The forcing function for the problem covers a range of frequencies such that the results for the single test frequence, $\Omega$, approximately equal to the magnitude of the complex root would seem to be the best guide to accuracy of the forced problem. Thus setting $\Omega=B$ and $|\lambda|=\omega_{c}$ yields the numbers given in Table VIwhich lists bounds on $h$ caused by $\omega_{c}$ and by the forcing function. The table also gives final bounds on $h$ assuming the two conditions $\omega_{c}=2$, $B=6$, and $\omega_{c}=B=2$. The table shows that the RK-4 algorithm has the largest limiting step size for both of the conditions cited.

## 6-2 Digital Filter

A recursive digital filter is an algorithm, usually implemented in real time, which can be expressed as a difference equation. One important digital filter design technis? involves tailoring the difference equation defining the digital filter so that its response closely approximates the solution of a differential equation defining the response of an analog filter, (see for example Rader and Gold [9]). Using this point of view, the general results of this paper apply and will give, for example, the accuracy with which the digital filter response approximates the analog filter response in the region of excitation for which the product of step size and frequency is small. The latter point should be noted since digital filter responses are
Table VI. Limits on $h$ for Various Conditions.

| Algorithm |  | Limit resulting <br> from $\omega_{c}$ |  | Limit resulting from forcing function | Final Limit |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | limit on h | Cause |  | $\begin{aligned} \omega_{c} & =2 \\ B & =6 \end{aligned}$ | $\begin{aligned} \omega_{c} & =2 \\ B & =2 \end{aligned}$ |
| Euler |  | $\frac{.02}{\omega_{c}}$ | $\mathrm{E}_{\mathrm{r}}$ | $\frac{.01}{\mathrm{~B}}$ | . 002 | . 005 |
| AB-4 |  | $\frac{.3}{\omega_{c}}$ | 3tability | $\frac{.3}{B}$ | . 05 | . 15 |
| AM-4 |  | $\frac{.9}{\omega_{c}}$ | Stability or $E_{r}$ | $\frac{.6}{B}$ | . 1 | . 3 |
| RK-2 | $\alpha=1 / 2$ | $\frac{.2}{\omega_{c}}$ | $\mathrm{E}_{\mathrm{r}}$ | $\frac{.15}{\text { B }}$ | . 02 | . 07 |
|  | $\alpha=1$ | $\frac{.2}{\omega_{c}}$ | $\mathrm{E}_{\mathrm{r}}$ | $\frac{.15}{3}$ | . 02 | . 07 |
|  | $\alpha=3 / 4$ | $\frac{.2}{\omega_{c}}$ | $\mathrm{E}_{\mathrm{r}}$ | $\frac{.15}{B}$ | . 02 | . 07 |
| RK-4 |  | $\frac{1.05}{\omega_{c}}$ | $\mathrm{E}_{\mathrm{r}}$ | $\frac{.9}{B}$ | . 15 | . 45 |

sometimes examined in the frequency region where this restriction does not.apply.

The considerations involved in obtaining accuracy for digital filters can be adequately illustrated by considering the realization of a single complex pole pair. An impulse invariant digital filter corresponding to an analog filter satisfying the differential equation

$$
\begin{equation*}
\ddot{y}+2 a \dot{y}+\left(a^{2}+b^{2}\right) y=a x(t)+\dot{x}(t) \tag{73}
\end{equation*}
$$

satisfies the difference equation ${ }^{5}$ [9]
$y_{n+2}=2 e^{-a h} \cos b h y_{n+1}-e^{-2 a h} y_{n}+h\left[x_{n+2}-e^{-a t} \cos b h x_{n+1}\right]$.

Equation (73) corresponds to the transfer function

$$
T(s)=\frac{s+a}{(s+a)^{2}+b^{2}}
$$

which has a pair of complex poles

$$
\lambda_{1,2}=-a \pm_{j b}
$$

It is convenient in using the results of section 5 to consider a first order equation with $y(t)$ complex, instead of (73) in which $y(t)$ is real. It is straight forward to show that the first order equation

[^2]\[

$$
\begin{equation*}
y^{*}(t)=\lambda y(t)+x(t), \tag{75}
\end{equation*}
$$

\]

with

$$
y(t) \text { and } x(t) \text { complex and } \lambda=-a+j b
$$

has the property that $R_{e} y(t)$ in (75) satisfies (73) if the excitation is $R_{e}$ $x(t)$. The difference equation corresponding to (74) can similarly be shown to be

$$
\begin{equation*}
y_{n}=k y_{n-1}+h x_{n} \tag{76}
\end{equation*}
$$

where $y_{n}$ is complex and $K=e^{\lambda h}$.

The techniques of section 5 will now be used to determine the accuracy of the solution of (76) as an approximation to the solution of (75). Equation (75) can be identified as being identical to the test problem of (57) if the excitation is chosen to be $\gamma e^{\omega t}$. Hence, the equations for $\mathrm{E}_{\mathrm{r}}$ and $\mathrm{E}_{\mathrm{f}}$ given in (62) - (72) can be used for accuracy by identifying $C_{1}, C_{2}$, and $p$ for the algorithm of (76).

The principle error function $\varphi(t, Y)$, which is given by (59) for differential equations in the form of (7.5) or (57), gives implicitly the required constants $C_{1}, C_{2}$ and p .

The principle error function for (76) is evaluated as follows. The chain of approximations

$$
\begin{equation*}
\phi(t, Y) \simeq \varphi(\mu, Y) \simeq-h^{-(p+1)} T_{n+1}, \tag{77}
\end{equation*}
$$

where $(n+1) h \geq \mu \geq n h$, has been established and discussed above. Thus, what is required is $T_{n+1}$ given by

$$
\begin{equation*}
T_{n+1}=\hat{y}_{n+1}-Y[(n+1) n] \tag{78}
\end{equation*}
$$

where $\hat{y}_{n+1}$ and $Y[(n+1) h]$ are defined with (23) above.

From (78), $\hat{y}_{n+1}$ is expressed us

$$
\begin{equation*}
\hat{y}_{n+1}=e^{-(a-j b) h} Y(n h)+h x[(n+1) h] . \tag{79}
\end{equation*}
$$

The true solution of (79) at $(n+1) h, Y[(n+1) h]$, can be expressed in terms of the soultion at nh using the well known anslytic solution for linear constant coefficient equations. The result is

$$
\begin{equation*}
Y[(n+1) h]=e^{-(a-j b) h} Y(n h)+\int_{n h}^{(n+1) h} e^{-(a+j b)[(n+1) h-v]} x(v) d v . \tag{80}
\end{equation*}
$$

Using (79) and (80), (78) becomes

$$
\begin{equation*}
T_{n+1}=h \times[(n+1) h]-\int_{n h}^{(n+1) h} e^{-(a-j b)[(n+1) h-v]} x(v) d v \tag{81}
\end{equation*}
$$

The integrand of the integral appearing in (81) can be expanded in a Taylor series and the integration carried out term by term to obtain

$$
\begin{equation*}
\left.T_{n+1}=\frac{-1}{2} h^{2}\{(a-j b) x[n+1) h]+\dot{x}[(n+1) h]\right\}+ \text { higher order terms } \tag{82}
\end{equation*}
$$

The fact that $T_{n+1}$ is $O\left(h^{2}\right)$, shows that the algorithm of (76) is first order so that $\mathrm{p}=1$. Thus using (77),

$$
\begin{equation*}
\phi(t, Y) \simeq+\frac{1}{2}[(a-j b) x(t)+\dot{x}(t)] \tag{83}
\end{equation*}
$$

Note that with $\chi(t)=\gamma e^{\omega t}, \phi(t, Y)$ becomes

$$
\begin{equation*}
\phi(t, Y) \simeq+\frac{1}{2}[\omega-\lambda] v e^{\omega t} \tag{84}
\end{equation*}
$$

which is in the form of (59) with $C_{1}=0$ and $C_{2}=\frac{1}{2}$.
It is interesting to note that since $C_{1}=C, \phi(t, Y)$ is independent of $Y$, there is no root shift and $E_{r}=0$. This of course results from making use of the analytic solution of the differential equation in obtaining the homogeneous part of the difference equation in the digital filter design.

The forced error $E_{f}$ is not zero and, in fact, in this example is that of a first order method. Equation (69) gives $\mathrm{E}_{\mathrm{f}}$ for this example as

$$
\begin{equation*}
E_{f}=\frac{1}{2} h(\lambda-w) . \tag{85}
\end{equation*}
$$

and the approximation of (70) through (72) become

$$
\begin{align*}
& \left|E_{f}\right| \simeq \frac{1}{2} h|\omega|,|\lambda| \ll|\omega|  \tag{86}\\
& \left|E_{f}\right| \simeq h|\lambda|,|\lambda| \simeq|\omega|  \tag{87}\\
& \left|E_{f}\right| \simeq \frac{1}{2} h|\lambda|, \quad|\lambda| \gg|\omega| . \tag{88}
\end{align*}
$$

Among other conclusions that can be drawn from these expressions is the fact that for a fractional forced error of less than $1 \%, \mathrm{~h}|\omega|<.01$, or 628 samples must be made per cycle of the highest forcing frequency.

## 6-3 Stiff Equations

In numerical analysis, equations with widely separated eigenvalues are referred to as "stiff" equations. Difference algorithms corresponding to stiff differential equations usually require a considerable computing time for solution. The reason for this fact can be illustrated by considering algorithms
for solving an equation whose solution is giver by

$$
\begin{equation*}
y(t)=A_{1} e^{-\lambda_{1} t}+A_{2} e^{-\lambda_{2} t} \tag{89}
\end{equation*}
$$

where $\lambda_{1}$ and $\lambda_{2}$ will be assumed to be real with $\lambda_{2}=\alpha \lambda_{1}$ and $\alpha$ large,
In solving mosit problems, a solution over at least one time constant of the lowest frequency is typically required. Thus the solution time $\mathbb{T}$ must satisfy an equation of the form

$$
\begin{equation*}
T=I / \lambda_{1} \tag{90}
\end{equation*}
$$

At the same time the solution must be both stable and accurate in the sense defined above and this imposes an upper limit on $h \lambda$ for all eigenvalues. The latter requirement can be expressed for this example by the equation

$$
\begin{equation*}
h \lambda_{2}=\alpha h \lambda_{1} \leq \beta \tag{91}
\end{equation*}
$$

where $\beta$ is determined by a particular algorithm.
A, relation for the number of steps, $\mathbb{N}$, required to obtain a solution under the condition gtated results from combining (90) and (91) to obtain,

$$
\begin{equation*}
\mathbb{N} \geq \frac{\alpha}{\beta} \tag{92}
\end{equation*}
$$

Values for $\beta$ can be obtained from Table $V$ which shows limits on real roots for stability and reasonable root shift for typical algorithms. The values range from 1.05 for the RK-4 to . 02 for the Euler method. If $\alpha$ is assumed to be $10^{3}$ the required $N$ becomes 1050 for the $R K-4$ and 43,500 for the Euler method.
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[^0]:    $I_{\text {See, for example, Henrici [1]. }}$.

[^1]:    ${ }^{4}$ Op. cit.[2] p. 227.

[^2]:    ${ }^{5}$ Digital filter designs are typically normalized to $h=1$. This does not seem approximate here and an $h$ multiplying the braketed term in (74) is added to Rader and Gold's equation.

