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## ABSTRACT

## STABILITY OF THE SOLUTIONS OF ELLIPTIC PARTIAL

DIFFERENTIAL EQUATIONS WITH GENERAL BOUNDARY CONDITIONS

Eugene Reiser, Ph.D.
University of Pittsburgh, 1970
The object of this dissertation is to establish sufficient conditions to ensure the existence, uniqueness, stability and asymptotic stability of the solution to the following initial-boundary value problem

$$
\frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=f(u) \quad x \varepsilon \Omega, t \geq 0
$$

with general boundary conditions

$$
B_{j}(x, D) u(x, t)=0 \quad x \varepsilon \partial \Omega, t \geq 0 \quad(0 \leq j \leq m-1)
$$

and initial condition

$$
u(x, 0)=u_{o}(x)
$$

where $A(x, D)$ is a strongly elliptic partial differential operator in $\Omega \in \mathbb{R}^{n}$, $n \geq 1$, and $\left\{B_{j}\right\}_{j=0}^{m-1}$ satisfies very general boundary conditions which include the Dirichlet boundary conditions as a subclass, and f is, in general, a nonlinear function defined on the appropriate function space. By setting $u(t)=u(\cdot, t)$ the above equation with the boundary conditions and initial condition are reduced to an abstract (nonlinear) operator differential equation

$$
\begin{align*}
\frac{d u(t)}{d t}+A u(t) & =f(u) \\
u(0) & =u_{0}
\end{align*}
$$

where $A$ is an (unbounded) linear operator with domain and range both contained in the same real Hilbert space $H$, and $f$ is a nonlinear function mapping all of $H$ into $H$. With the proper definition of the base Hilbert space, $H$, $A$ becomes an extension of the operator $A(x, D)$. With additional
assumptions on $A$ and the nonlinear function $f(u)$ the existence, uniqueness, stability or asymptotic stability of the initial-boundary value problem is ensured from the results obtained for the abstract operator equation.

The investigation of stability criteria is extended to the study of the following initial-boundary value problem

$$
\frac{\partial^{2} u(x, t)}{\partial t^{2}}+a \frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=f(u)
$$

with general boundary conditions. By setting $u_{1}=u, u_{2}=\frac{\partial u}{\partial t}$ this equation is reduced to a system of equations of the form
where

$$
\frac{\partial \underline{u}}{\partial t}+\left[\begin{array}{lr}
0 & -1 \\
A(x, D) & a
\end{array}\right] \underline{u}=\underline{f}(\underline{u})
$$

$$
\underline{u}=\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right], \quad \underline{f}(\underline{u})=\left[\begin{array}{l}
0 \\
f\left(x, u_{1}, u_{2}\right)
\end{array}\right] .
$$

By a suitable choice of function space, we obtain the abstract operator equation of the form

$$
\begin{aligned}
\frac{d \underline{u}(t)}{d t}+\underline{A u}(t) & =\underline{f}(\underline{u}) \quad(t \geq 0) \\
u(0) & =u_{0}
\end{aligned}
$$

where $A$ is an abstract linear operator extension of $A(x, D)$ mapping some function space into itself. With certain restrictions on the system ( $\left.A(x, D),\left\{B_{j}\right\}, \Omega\right)$, and on the nonlinear function $f(u)$, stability criteria is established for the general boundary value problem from the results obtained for the abstract operational differential equation. The linear probiem, $f(u) \equiv 0$, and the nonlinear problem are considered for $\Omega \in \mathbb{R}^{n}$; where the cases $n \geq 2$ and $n=1$ are considered separately, since the boundary
conditions differ for the two cases. Applications are given which show how the theory can be applied to a large class of physical and engineering problems.

### 1.0. INTRODUCTION

A.M. Lyapunov in [19]* developed his so-called "second method" o. "direct method" which years later was used in answering the question of stability of differential equations from the given form of the equations together with the boundary conditions without explicit knowledge of the solutions. In the study of ordinary differential equations, the main idea of Lyapunov's direct method is the construction of a "Lyapunov functional," $v(u)$ with $u$ in some finite dimensional space and having the properties that $v(u)$ is positive and the derivative of $v(u)$ along solutions of the given equation is negative. Since many physical problems must be described by partial differential equations it was natural to extend Lyapunov's direct method to study the case for partial differential equations by the construction of a Lyapunov functional in infinite dimensional spaces, and by the use of function spaces on which a topology was defined. Zubov in [36] considered equations of the form

$$
\frac{\partial u(x, t)}{\partial t}=f\left(x, u, \frac{\partial u}{\partial x}\right)
$$

and established a stability theory for the special case of $f$ linear in $\frac{\partial u}{\partial x}$. In more recent years a growing number of results have been discovered as can be seen in a survey of the literature by Wang [34]. However, each one was only concerned with specific partial differential operators and considered only small classes of problems. No rigorous mathematical approach covering a large class of systems was used and often the existence of the solution was assumed. There were some authors who studied the stability problem Eor operational differential equations, for example, Taam in [31]

[^0]studied the stability properties of the equation
$$
\frac{d u(t)}{d t}+A u(t)=f(t, u, \lambda)
$$
where A was either a bounded linear operator or the infinitesimal generator of a semi-group and sufficient conditions were given for the existence and asymptotic stability of a periodic solution.

### 1.1. Recent Results for the Dirichlet Problem

One of the problems of extending the Lyapunov stability theory from ordinary differential equations to partial differential equations is that the existence of the solution must first be established, since the derivative of the Lyapunov functional is taken along solutions of the given equation. Buis in [7] was the first to rigorously use the results for operational differential equations to solve the stability problem for a large class of initial - boundary value problems by considering a linear partial differential equation

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=0 \tag{1-1}
\end{equation*}
$$

with Dirichlet boundary conditions and a given initial function, where $A(x, D)$ is a linear partial differential operator and $u(x, t)$ is in some prescribed function space. An operator differential equation is formed as follows, with the abstract equation

$$
\begin{equation*}
\frac{d u(t)}{d t}+A u(t)=0 \quad(t \geq 0) \tag{1-2}
\end{equation*}
$$

where $u(t)$ is a vector valued function with values in the real Hilbert space
$H$ and $A$ is a linear unbounded operator with domain and range in $H$, and $A$ can be considered as the extension of the partial differential operator $A(x, D)$ in (1-1) in the sense that for any $u$ in the domain of $A, A u$ is the function defined by

$$
(A u)(x)=A(x, D) u(x)
$$

where the domain, $D(A)$, and base Hilbert space, $H$, are complete function spaces and the domain of $A$ is characterized by the Dirichlet boundary conditions. This shows that the operator equation (1-2) can be considered as an abstract extension of (1-1). The stability problem of (1-2) is then studied. By using semi-group theory, the solution of (1-2) can be represented by a semi-group in the sense that if a solution of (1-2) with initial value at $t=t_{0}$ of $u_{0} \varepsilon D(A)$ is denoted by $u\left(t ; u_{0}, t_{0}\right)$, then under suitable conditions the operator $A$ is the infinitesimal generator of a semi-group $\left\{T_{t} \mid t \geq 0\right\}$ of bounded linear operators such that the solution of (1-2) exists and is given by

$$
u\left(t ; u_{0}, t_{0}\right)=T_{t} u_{0}
$$

Thus, the stability properties of the solution of (1-2) are related to the properties of the semi-group generated by A. Buis established sufficient conditions for A to generate a semi-group (of class $C_{0}$ ) so that a solution of (1-2) exists and is stable. Then from the semi-group properties and the definition of $D(A)$, this gave sufficient conditions for the solutions of (1-1) to exist, satisfy the initial condition, verify the Dirichlet boundary conditions and also be asymptotically stable or stable. Buis developed his stability criteria for the operator equation solving only the class of linear partial differential equations satisfying the Dirichlet boundary conditions.

Pao in [23] examined the non-linear operational differential equation or evolution equation

$$
\begin{equation*}
\frac{d u(t)}{d t}+A u(t)=0 \quad(t \geq 0) \tag{1-3}
\end{equation*}
$$

where A, is in general an unbounded, non-iinear operator with domain and range both contained in the same real (or complex) Hilbert space $H$. In [23], necessary and sufficient conditions were given so that A would generate a non-1inear semi-group $\left\{T_{t} \mid t \geq 0\right\}$ of bounded operators in a Hilbert space which ensures the existence and uniqueness of the solution of (1-3), while the properties of the semi-group establish the stability of the solution to (1-3). As a subclass of the evolution equation (1-3), Pao in [23] also considered the operator equation of the form:

$$
\frac{d u(t)}{d t}+A u(t)=f(u)
$$

in which A is a linear, unbounded operator with domain and range both contained in a real Hilbert space $H$, and $f$ is a non-linear function from $H$ into $H$. A has the property of being the infinitesimal generator of a linear semi-group of bounded operators in a Hilbert space and conditions were given on f to ensure the existence, uniqueness, asymptotic stability or stability of the solution of (1-4). Pao only applied these results to the relatively small class of partial differential equations which satisfy Dirichlet boundary conditions, since it can be related to the evolution equation (1-3) or (1-4) readily, Because of the difficulty of defining the abstract operator A, its domain $D(A)$, and the base Hilbert space $H$ so it would satisfy the conditions imposed by Pao in [23] and also relate the equation (1-4) to the non-linear partial differential equation (1-5) with general boundary conditions work has not been done to solve the more general boundary value problem

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=f(u) \tag{1-5}
\end{equation*}
$$

### 1.2. Recent Developments in General Boundary Value Problems

In studying the stability problem for more general initial-boundary value problems for partial differential equations one needs to ensure the existence and uniqueness as well as the stability of the solution. Schechter in [28] and [29], Lions and Magenes [18] considered the partial differential equation with more general boundary conditions in which they were interested in establishing criteria for the existence of the solution to the general boundary value problem. Necessary and sufficient conditions were established by placing certain restrictions on the system ( $\left.A(x, D),\left\{B_{j}\right\}, \Omega\right)$ to ensure the existence and uniqueness of the solution to the elliptic partial differential equation

$$
\begin{array}{llr}
A(x, D) u=f & \text { in } \Omega & (1-6)  \tag{1-6}\\
B_{j}(x, D) u=0 & \text { on } \partial \Omega & (0 \leq j \leq m-1)
\end{array}
$$

where $A(x, D)$ is an elliptic partial differential operator, $B_{j}(x, D)$ are $m$ - linear partial differential operators, and $\Omega$ is a subset of the Euclidean $n$ - space $R^{n}, n \geq 2$, with boundary, $\partial \Omega$. Certain restrictions are placed on $\left\{B_{j}(x, D)\right\}_{j=0}^{m-1}$, that of being a 'normal set' and satisfying the 'complementary condition', to assure that the boundary value problem is well-posed. It should be noted that these conditions include the Dirichlet conditions as a subclass. Also $A(x, D)$ is a 'properly elliptic' partial differential operator, and $\Omega$ is sufficiently smooth. With these conditions on ${ }^{\prime}\left(A(x, D),\left\{B_{j}\right\}, \Omega\right)$ the solution to (1-6) is found to exist and be unique, The functions, $u_{\text {, }}$ in (1-6) are in some prescribed function space satisfying
certain differentiability conditions in $\Omega$ and near the boundary. Agmon, Douglis and Nirenberg [2], Agmon [1], Browder [6] and Friedman [11] studied the problem of differentiability of the solution to the general boundaryvalue problem (1-6) in $\Omega$ and near the boundary, $\partial \Omega$. The function space in which the solutions are found are complete Hilbert spaces and are characterized by the boundary conditions given. A discussion of this characterization is found in Grebb [12] and Friedman [11]. In solving the general boundary value problem (1-6), these authors did not consider the stability problem.

### 1.3. Area for Extension

In [23], utilizing the theory developed for operator differential equations, sufficient conditions were given to ensure the existence, uniqueness, asymptotic stability and stability for the solution of the nonlinear partial differential equation

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=f(u) \tag{1-7}
\end{equation*}
$$

with Dirichlet boundary conditions, where $f(u) \equiv 0$ gives us the linear equation. Since many physical and engineering problems are in the form of (1-7) with more general boundary conditions, for instance, the mixed problem, it is necessary to consider the stability problem for the partial differential equation (1-7) with general boundary conditions. Also since many physical problems are in the form

$$
\begin{equation*}
\frac{\partial^{2} u(x, t)}{\partial t^{2}}+\frac{a u(x, t)}{\partial t}+A(x, D) u(x, t)=f(u) \tag{1-8}
\end{equation*}
$$

with general boundary conditions, such as the wave equation and the bending
plate problem, this stability problem must also be considered. In order to study the stability problem one must ensure the existence and uniqueness of the solution as well as the stability of the solution. The work done in [23] on operator differential equations and the work in [18], [28], and [29] on the existence and uniqueness of solutions to more general boundary value problems, allows us to consider the stability problem for a large class of partial differential equations, i.e., (1-7) and (1-8), with general boundary conditions.

### 2.0. STATEMENT OF THE PROBLEM

Many physical or engineering problems can be placed in the following form

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=f(u) \quad x \varepsilon \Omega, t \geq 0 \tag{2-1}
\end{equation*}
$$

or in the form

$$
\begin{equation*}
\frac{\partial^{2} u(x, t)}{\partial t^{2}}+a \frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=f(u) \quad x \varepsilon \Omega, t \geq 0 \tag{2-2}
\end{equation*}
$$

where $u(x, t)$ is a function defined on $\Omega x[0, \infty)$, and where $\Omega$ is a bounded domain in the $n$ - dimensional Euclidean space $R^{n}$, and $A(x, D)$ is a linear formal partial differential operator whose coefficients are infinitely differentiable functions defined on $\Omega$ and are time independent. $f(u)$ is, in general, a non-linear function defined on a function space, such that if $f(u) \equiv 0$ then $(2-1)$ and $(2-2)$ are linear and if $f(u) \neq 0$ we have a nonm linear, or semi-linear, partial differential equation. To specify the solution of $(2-1)$ or $(2-2)$ a system of boundary conditions is given by

$$
B_{j}(x ; D) u(x ; t)=0 \quad x^{3} \varepsilon \quad \partial \Omega, t \geq 0 \quad(0 \leq j \leq m-1) \quad(2-3)
$$

where the $B_{j}(x, D)$ are $m$ - linear partial differential operators defined on the boundary, $\partial \Omega$, and are independent of time. The coefficients are infinitely differentiable functions defined on $\partial \Omega$. Also, an initial condition is given by

$$
\begin{equation*}
u(x, 0)=u_{0}(x) \tag{c-4}
\end{equation*}
$$

where $u_{0}(x)$ is a given space dependent function. Since $A(x, D)$ is a linear differential operator then (2-1) and $(2-3)$ or $(2-2)$ and $(2-3)$ can be reduced
to the following form

$$
\begin{equation*}
\frac{d u(t)}{d t}+A u(t)=f(u) \tag{2-5}
\end{equation*}
$$

where $u(t)$ is a vector valued function defined on $[0, \infty)$ to a suitable Hilbert space $H$, and $A$, in general, is an unbounded linear operator whose domain and range are both contained in $H$, and $f$ is a non-linear operator defined on $H$ into $H$. In the case (2-2) and (2-3), the Hilbert space $H$ is a product of Hilbert spaces, $H=H_{1} \times H_{2}$, with $u(t)$ a 2 - dimensional vector valued function, $A$ a $2 \times 2$ matrix whose elements are linear partial differential operators and $f(u)$ a 2 - dimensional vector in $H_{1} \times H_{2}$. In all cases, the operator equation (2-5) can be considered as an abstract extension of the initial-boundary value problem $(2-1)$ and $(2-3)$, or $(2-2)$ and (2-3), examples of which are the heat equation and the wave equation with mixed boundary conditions. The object of this investigation is to establish sufficient conditions on the system $\left(A(x, D),\left\{B_{j}\right\}, \Omega\right)$ to ensure the existence, uniqueness and asymptotic stability or stability of the solution of (2-1), $(2-3)$, and $(2-4)$ or of $(2-2),(2-3)$ and $(2-4)$. This is done by defining the appropriate abstract operator in $a$ base Hilbert space, $H$, and defining the correct domain, $D(A)$, characterized by the boundary conditions (2-3) and forming the correct abstract opezator equation. Utilizing the stability criteria in [23] which solve the stability problem for (2-5), the behavior of the corresponding partial differential equations can be deduced. Sections 2.1 and 2.2 introduce the types of partial differential equations to be studied and section 2.3 summarizes the results obtained in this investigation.
2.1. The Partial Differential

Equation: $\quad \frac{\partial u}{\partial t}+A(x, D) u=f(u)$

Pao in [23] considered the abstract operator equation of the form

$$
\frac{d u(t)}{d t}+A u(t)=f(u)
$$

where $u(t)$ is a vector-valued function in a Hilbert space $H$, $A$ is an unbounded linear operator mapping part of $H$ into $H$, and $f$ is a nonlinear function on $H$ into $H$. Sufficient conditions were established to ensure the existence, uniqueness and stability of a solution of (2-6). These results were applied to the Dirichlet boundary value problem in which (2-6) is an abstract extension of the partial differential equation (2-1) with Dirichlet boundary conditions, where (2-6) is formed by defining the appropriate domain, $D(A)$, characterized by the Dirichlet boundary conditions, and the appropriate base Hilbert space, H. The solving of the stability problem for (2-6) guarantees the existence and uniqueness of the solution of (2-1) which, satisfies the Dirichlet boundary conditions. Furthermore, the stability of the solution is guaranteed. Since for boundary conditions more general than the Dirichlet problem the definition of the exact domain of the operator, the base Hilbert space and the abstract operator equation which satisfies the conditions found in [23] and which would relate the abstract operator equation to the general boundary value problem becomes much more difficult, more general boundary value problems have not been discussed.

To overcome this problem certain restrictions must be placed on the partial differential operator $A(x, D)$, the boundary operators $B_{j}\left(x_{s} D\right)$ and $\Omega$ 。 With these restrictions placed on the system ( $\left.A(x, D),\left\{B_{j}\right\}, \Omega\right)$, as discussed in Schechter [28] and [29], the proper abstract operator, exact domain, base Hilbert space and abstract operator equation are defined so that the existancs, uniqueness and stability is guaranteed for the newly formed operational equation. These results are related to the partial differential equation
with general boundary conditions and from the proper definition of the domain of $A$ and the properties of the solution of ( $2-6$ ), the existence, uniqueness and stability of the general boundary value problem is ensured.

In this investigation the first case studied is the linear partial differential equation of the form

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=0 \quad X \in \Omega, t \geq 0 \tag{2-7}
\end{equation*}
$$

with general boundary conditions

$$
B_{j}\left(x^{\prime}, D\right) u(x ; t)=0 \quad x^{\prime} \varepsilon \partial \Omega, t \geq 0 \quad(0 \leq j \leq m-1)
$$

and initial condition

$$
u(x, 0)=u_{0}(x)
$$

where $A(x, D)$ is a linear formal partial differential operator, $u(x, t)$ is a function defined on the subset $\Omega$ of the Euclidean $n-$ space $R^{n}$, and $B_{j}(x, D)$ are $m$ - linear partial differential operators defined on the boundary, $\partial \Omega$, and are independent of time. Since the general boundary conditions for the case $n \geq 2$ differ from the boundary conditions for the case $n=1$, the two cases are studied separately. Be defining the appropriate abstract operator equation (2-6) with the correct base Hilbert space, abstract operator and domain, $D(A)$, and utilizing the results in [23] a stability theory is developed in which the existence, uniqueness as well as the stability of the solution to the general boundary value problem given in (2-7) is ensured. The cases $\mathrm{n} \geq 2$ and $\mathrm{n}=1$ are solved in a similar manner.

The next step is to consider the nonlinear problem

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=f(u) \quad x \varepsilon \Omega, t \geq 0 \tag{2-8}
\end{equation*}
$$

where $A(x, D)$, the general boundary conditions, and initial function are defined as in the linear case, and $f(u)$ is a nonlinear function defined on the appropriate function space. By utilizing the results for the linear case the existence, uniqueness and stability of the solution to (2-8) is ensured by additional assumptions on $f(u)$. As in the linear problem, the cases $n \geq 2$ and $n=1$ are treated separately. It is then shown that the Dirichlet problem studied by Buis [7] is just a special case of the theory developed for the general boundary value problem since the restrictions imposed on $B_{j}(x, D)$ include the Dirichlet conditions as a subclass. Some applications of the general boundary value problems of (2-7) and (2-8) are considered which shows how the stability theory can be applied to physical problems.

### 2.2. The Partial Differential Equation:

$$
\frac{\partial^{2} u}{\partial t^{2}}+a \frac{\partial u}{\partial t}+A(x, D) u=f(u)
$$

The next problem studied is the linear partial differential equation

$$
\begin{equation*}
\frac{\partial^{2} u(x, t)}{\partial t^{2}}+a \frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=0 \quad x \varepsilon \Omega, \frac{t \geq 0}{(2-9} \tag{2-9}
\end{equation*}
$$

with constant a $\geq 0$, and with general boundary conditions

$$
B_{j}(x ; D) u\left(x^{\prime} ; t\right)=0 \quad x^{\prime} \varepsilon \partial \Omega, t \geq 0 \quad(0 \leq j \leq m-1)
$$

and initial function

$$
u(x, 0)=u_{0}(x)
$$

where $A(x, D)$ is a linear formal partial differentid operator. Here $\Omega$,
the function $u(x, t)$, the linear boundary operators $\left\{B_{j}(x, D)\right\}_{j=0}^{m-1}$ are defined as in the cases (2-7) and (2-8). By defining the appropriate base Hilbert space as a product space, $\mathrm{H}_{1} \times \mathrm{H}_{2}$, and abstract operator A , a $2 \times 2$ matrix with linear partial differential operator elements, with the correct domain, $D(A)$, an operator equation is formed and a stability criterion is deduced which ensures the existence, uniqueness and stability of the solution to (2-9).

The next case considered is the nonlinear general boundary value problem of the following form

$$
\begin{equation*}
\frac{\partial^{2} u(x, t)}{\partial t^{2}}+a \frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=\hat{r}(u) \quad x \in \Omega, t \geq 0 \tag{2-10}
\end{equation*}
$$

with general boundary conditions. $A(x, D), B_{j}(x, D)$ and the initial value function are defined as in the linear case and $f(u)$ is a nonlinear function defined on a function space. Stability results can be found by imposing additional conditions on $f(u)$ and the existence, uniqueness and stability of the solution of ( $2-10$ ) is guaranteed. The Dirichlet problem for an equation of the form (2-10) as worked out by Pao [24] is shown to be a special case of the problem (2-10) with general boundary conditions. Specific examples are worked out to show how the theory can be applied to various physical problems.

### 2.3. Summary of Results and Contributions to the Problem

The object of this study is to establish a stability theory so that the solution to a given partial differential equation with general boundary conditions not only exists and is unique but is also asymptotically stable or stable. The contribution of this dissertation is the establishment of criteria
for the existence, uniqueness and stability of the solutions to a.large class of partial differential equations with general boundary conditions and a given initial value function. This contribution can be stated in two separate stages in Chapters 6 and 7, and the results in these chapters are summarized as follows:
(i) In Chapter 6, the object is to find sufficient conditions on the system ( $A(x, D),\left\{B_{j}\right\}, \Omega$ ) to ensure the existence, uniqueness, asymptotic stability and stability of the solution to the initial-general boundary value problem for the nonlinear partial differential equation

$$
\begin{array}{ll}
\frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=f(u) & x \in \Omega, t \geq 0 \\
B_{j}(x, D) u(x, t)=0 & x^{\prime} \varepsilon \partial \Omega, t \geq 0 \quad(0 \leq j \leq m-1) \\
u(x, 0)=u_{0}(x) &
\end{array}
$$

where $f(u) \equiv 0$ gives the linear equation. First, for the linear case, sufficient conditions are found to guarantee the existence and uniqueness of the solution as well as the stability of the solution. These results are given in theorems 6.2.1 and 6.3.1. Secondly, stability criteria are established for the nonlinear case which extend the results of the linear case by placing additional conditions on the nonlinear function $f(u)$ and guaxantees the existence, uniqueness and stability of the solution to the nonlinear problem. These results are given in theorems $6.41: 2$ and 6.42 .1 . In section 6.5 , the main idea is to show that if the general boundary conditions are restricted to Dirichlet boundary conditions, then the existence, uniqueness and stability of the solution is ensured if $A(x, D)$ satisfies an integral inequality. This shows that the Dirichlet problem is a special case of the theory developed in Chapter 6. These results are found in theorems 6.5.1 and 6.5.2. Finally,
specific examples are considered which show that a large class of initialboundary value problems fits into the theory developed in Chapter 6. Those examples are seen to satisfy the conditions placed on ( $\left.A(x, D),\left\{B_{j}\right\}, \Omega\right)$.
(ii) In Chapter 7, the main object is to find sufficient conditions on the system ( $\left.A(x, D),\left\{B_{j}\right\}, \Omega\right)$ to ensure the existence, uniqueness, asymptotic stability and stability of the solution to the following initial-boundary value problem,

$$
\begin{array}{ll}
\frac{\partial^{2} u(x, t)}{\partial t^{2}}+a \frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=f(u) & x \varepsilon \Omega, t \geq 0 \\
B_{j}\left(x^{\prime}, D\right) u\left(x_{j}^{\prime}, t\right)=0 & \\
u(x, 0)=u_{0}(x) &
\end{array}
$$

where $f(u) \equiv 0$ gives the linear case. First the linear problem is considered and by forming the correct base Hilbert space, a product space, and an abstract operator A, a $2 \times 2$ matrix with linear operator elements and an abstract operator equation, sufficient conditions are found on the system ( $A\left(x, D\right.$ ), $\left\{B_{j}\right\}, \Omega$ ) to ensure the existence, uniqueness and stability of the solution to the linear equation. This result is found in theorem 7.1.1. Secondly, the nonlinear problem is considered and stability criteria are formed by placing additional assumptions on the nonlinear function $f(u)$. This result is in theorem 7.2.1. In section 7.31, a Dirichlet problem for a partial differential equation is considered and shown to be a special case of the theory worked out in Chapter 7. Examples are considered to show that the theory developed in Chapter 7 can be applied to a large class of physical problens. These are found in examples 7.32 .1 and 7.32 .2 .

### 3.0. FUNCTIONAL ANALYSIS

Fundamental to the study of the stability theory for Partial Dif. $r-$ ential Equations is a knowledge of Functional Analysis. In this chapter we will give a brief discussion on the basic definitions and properties needed in the remainder of this work. There are many references which will give a more complete discussion of the subject, among these are in [8], [9], [10] and [35].

### 3.1. Normed Spaces

A set $X$ is a linear space over a field $K$ if for any two elements $x, y \in X$, the $s u m x+y$ is defined as an element of $X$, and similarly for any $\lambda \varepsilon K$, the scalar product $\lambda x$ is defined and is an element of $X$. The operations satisfy the following conditions: for any $x, y \varepsilon X$, and any $\lambda, \mu \varepsilon K$
(i) $(x+y)+z=x+(y+z)$;
(ii) $x+y=y+x$;
(iii) there exists an element $\underline{0}$ in $X$ such that for any $x \in X, 0, x=0$;
(iv) $(\lambda+\mu) x=\lambda x+\mu x$;
(v) $\lambda(x+y)=\lambda x+\lambda y$;
(vi) $\quad(\lambda \mu) \quad x=\lambda(\mu x)$;
(vii) $I \cdot x=x$.

Let $X$ be a linear space over the field of real or complex numbers. The elements $x_{1}, x_{2}, \ldots, x_{n}$ of $X$ are said to be linearly independent when the following relation is satisfied

$$
\lambda_{1} x_{1}+\lambda_{2} x_{2}+\ldots+\lambda_{n} x_{n}=0
$$

iff and only if $\lambda_{1}=\lambda_{2}=\ldots=\lambda_{n}=\dot{0}$. otherwise, the elenents $x_{1}, x_{2}$, ..os $x_{n}$ are linearly dependent.

A linear space X is called a normed linear space if every element $\varepsilon \mathrm{X}$. has associated wjeth it a real number, denoted $\|x\|$, called the norin of $x$, satisfying the following conditions: for any $x, y \in X$, and any $\lambda \varepsilon K$,
(i) $\|x\| \geq 0,\|x\|=0$ if and only if $x=0$;
(ii.) $\|\lambda \times\|=|\lambda|\|x\|$;
(iii) $\|x+y\| \leq\|x\|+\|y\|$.

The normed linear space is then denoted by $(X,\|\cdot\|)$ or simply by $X$. $A$ sequence $\left\{x_{n}\right\}$ in a normed linear space $X$ is said to be a Cauchy sequence if for any $\varepsilon>0$, there exists an integer, $N(\varepsilon)$, such that for any $n, m \geq N(\varepsilon)$, $\left\|x_{m}-x_{n}\right\|<\varepsilon$. If every Cauchy sequence in $X$ converges to an element $x \in X$, then X is called a complete normed linear space or a Banach space. This convergence is strong convergence and will be denoted by $\lim _{n \rightarrow \infty} x_{n 1}=x$, or more simply by

$$
\mathrm{x}_{\mathrm{n}} \hat{\mathrm{X}}_{\mathrm{x}} \quad \text { as } \mathfrak{n} \rightarrow \infty \text {. }
$$

$X$ is a real or complex Banach space depending on whether $K$ is a real or complex field. A set $\{x\}$ in a normed linear space $X$ is said to be bounded if there exists an $M \geq 0$ such that for any element of the set, we have $\|x\| \leq M$.

A complex linear space $X$ is called a complex inner product space (or a pre-Hilbert space) if there is defined on $\mathrm{X} \times \mathrm{X}$ a complex valued function, denoted by ( $x, y$ ), called the inner product of $x$ and $y$, satisfying the following properties: for any $x, y, z \varepsilon X$ and any $\lambda_{2} \mu \varepsilon K$
(i) $(\lambda x+\mu y, z)=\lambda(x, z)+\mu(y, z)$;
(i.j) $(x, y)=\overline{(y, x})$; (the bar denotes the complex congugate)
(iii) $(x, x) \geq 0$ and $(x, x)=0$ if and only if $x=0$.

A real linear space is called a real inner product space if the properties (i), (ii)' (iii) are satisfied, where (ii)' replaces (ii) above

$$
(i i)^{8} \quad(x, y)=(y, x) .
$$

An inner product space becomes a normed linear space by defining $\|x\|=$ $(x, x)^{1 / 2}$ and the norm is said to be induced by the inner product (.,.). Every normed linear space is not an inner product space. However, in a normed linear space $X$ (complex or real), if the norm $\|$.$\| satisfies the parallelogram$ law: for any $\mathrm{x}, \mathrm{y} \in \mathrm{X}$

$$
\|x+y\|^{2}+\|x-y\|^{2}=2\left(\|x\|^{2}+\|y\|^{2}\right)
$$

than an inner product can be defined so that X is an inner product space. If an inner product space $H$ (complex or real) is complete with respect to the norm induced by the inner product ( 0,0 ), it is called a Hilbert space and denoted by ( $\mathrm{H},(., 0)$ ) or more simply by $H$. $H$ is a real or complex Hilbert space according to whether $K$ is real or complex. A Hilbert space satisfies the following two important properties;
(i) The inner product is sesquilinear if $H$ is a complex Hilbert space and is bilinear if $H$ is a real Hilbert space. By sesquilinearity we mean: for any $x, y, z \varepsilon H$, and any $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2} \varepsilon K$

$$
\begin{aligned}
& \left(\alpha_{1} x+\alpha_{2} y, z\right)=\alpha_{1}(x, z)+\alpha_{2}(y, z) \\
& \left(x_{3} \beta_{1} y+\beta_{2} z\right)=\bar{\beta}_{1}(x, y)+\bar{\beta}_{2}(x, z),
\end{aligned}
$$

If $\bar{\beta}_{1}$ and $\bar{\beta}_{2}$ are replaced by $\beta_{1}$ and $\beta_{2}$ respectively then the inner product is said to be bilinear.
(ii) The inner product is continuous, in the sense that if

$$
x_{\mathrm{n}} \overrightarrow{\mathrm{H}} \mathrm{x} \text {, and } \mathrm{y}_{\mathrm{n}} \vec{H} \mathrm{y} \quad \text { as } \mathrm{n} \rightarrow \infty
$$

then we have

$$
\left(x_{n}, y_{n}\right) \vec{K}(x, y) \quad \text { as } n \rightarrow \infty
$$

Let us consider the example $L^{\dot{p}}(\Omega),(1 \leq p<\infty)$. The set of all realvalued (or complex-valued) measurable functions $f(x)$ defined a.e. (almost everywhere) on $\Omega$, where $\Omega$ is an open subset of $R^{n}$, such that $|f(x)|^{p}$ is Lebesque integrable over $\Omega$ constitutes a nomed linear space $L^{p}(\Omega)$. It is a Inear space from the definition of sum and scalar product: Let $f, g \varepsilon L^{p}(\Omega)$, $\lambda \varepsilon K$,

$$
(f+g)(x)=f(x)+g(x) \quad \text { and }(\lambda f)(x)=\lambda f(x)
$$

and the norm is defined by

$$
\|x\|_{L^{p}(\Omega)}=\left[f_{\Omega}|f(x)|^{\left.p_{d x}\right]^{1 / p}} \quad\left(d x=\cdot d x_{1} \ldots d_{n}\right)\right.
$$

$\mathbf{L}^{\mathrm{P}}(\Omega)$ is a Banach space whose elements are equivalence classes of $\mathrm{p}^{\text {th }}$ power integrable functions, where two functions $f$ and $g$ are said to be equivalent if $f(x)=g(x)$ a.e. on $\Omega$. In particular, if $p=2, L^{2}(\Omega)$ is a Hilbert space with the inner product and norm denoted by

$$
(f, g)_{0}=\delta_{\Omega} f(x) \frac{1}{g(x)} d x \quad ; \quad\|f\|_{0}=(f, f)_{0}^{1 / 2}
$$

Definition 3.1.1. Let $x_{1}=\left(x,\|\cdot\|_{1}\right)$ and $x_{2}=\left(x,\|\cdot\| \|_{2}\right)$, where $x$ is a linear space. The two norms are said to be equivalent if there exists real numbers $\alpha, \beta$ with $0<\alpha \leq \beta<\infty$ such that for nay $\times x \in$
$a\|\times\|_{2} \leq\|\times\|_{1} \leq \beta\|\times\|_{2}$.

Definition 3.1.2. If $H_{1}=\left(H,(0,0)_{1}\right)$ and $\left.H_{2}=(H,(0,0))_{2}\right)$ are two Inner product spaces then the inner products are equivalent if the norms they Induce are equivalent norms.

Let $X$ be a normed linear space. An element $x \in X$ is said to be a limit point of a set DCX if there exists a sequence of distinct elements $\left\{x_{n}\right\} \subset D$ such that

$$
x_{n} \vec{X}^{x} \quad \text { as } n \rightarrow \infty
$$

The closure of a set $D$ in $X$, denoted by $\bar{D}$, is the set comprising $D$ and all of the limit points of $D$ in $X$. A set $D$ is said to be closed if $D=\bar{D}$ and is dense in $X$ if $\bar{D}=X$. If $X$ is complete then the closure of a set $D$ in $X$ is a complete normed linear space, and we will say $\bar{D}$ is the completion of $D$ with respect to the norm on $X$.

### 3.2. Linear and Nonlinear Operators

Let $X$ and $Y$ be linear spaces over the same field of scalars $K$. Let A be an operator (or function) which maps part of $X$ into $Y$. The domain of $A$, denoted by $D(A)$, is the set of all $x \varepsilon X$ such that there exists a $y \in Y$ where $A x=y$. The range of $A$, denoted by $R(A)$, is the set $\{A x \mid x \in D(A)\}$. The null space (or Kernel) of $A, \operatorname{Ker}(A)=\{x \varepsilon X \mid A x=0\} . A_{2}$ is called an extension of $A_{1}$ if $D\left(A_{1}\right) C D\left(A_{2}\right)$ and $A_{1} x=A_{2} x$, for all $x \in D\left(A_{1}\right)$. If $D\left(A_{1}\right)=D\left(A_{2}\right)$ and $A_{1} x=A_{2} x$, for all $x \in D\left(A_{1}\right)$, then $A_{1}=A_{2}$. If the operator $A$ is one-to-one, then $A$ is said to have an inverse and is denoted by $A^{-1}$ and defined by $D\left(A^{-1}\right)=$ $R(A)$, and

$$
A^{-1}(y)=x \quad \text { where } y \in D\left(A^{-1}\right) \text { and } A x=y
$$

An operator $A$ with domain, $D(A)$, a lineax subspace of $X$, and range, $R(A)$, In $Y$ is called inear if for any $x, y \in D(A)$ and any $\alpha, \beta \in K$

$$
A(\alpha x+\beta y)=\alpha A(x)+\beta A(y)
$$

and is called nonlinear if it is not linear.
If $X$ and $Y$ are normed linear spaces and $T$ is a Iinear operator with $D(T) \in X$ and $R(T) \in Y$, the following statements are equivalent:
(i) $T$ is continuous on $D(T)$;
(ii) $T$ is bounded on $D(T)$, i.e., there exists a real number $M>0$, such that for any $x \in D(T)$
$\|T \times\|_{Y} \leq M\|x\|_{X}$

If $T$ is bounded, the norm of $T$ is defined by

$$
\|T\|=\sup \left\{| | T x\left\|_{Y} \mid\right\| x \|_{X} \leq 1, x \in D(T)\right\}
$$

With this norm, the space of all bounded linear operators with domain $X$ and range in $Y$, denoted by $L(X, Y)$, is a normed linear space if we define addition of operators and scalar multiplication in the usual way. If in addition $Y$ is a Banach space so is $L(X, Y), T^{-1}$ exists and is continuous if and only if there exists an $m>0$, such that for any $\operatorname{meD}(T)\|T x\|_{Y} \geq m\|x\|_{X}$

Let $X, Y$ be normed linear spaces on the same scalar field. Then the product space $X \times Y$ is a normed linear space defined as the set of all ordered pairs $\{x, y\}$, such that $x \varepsilon X, y \varepsilon Y$ with addition and scalar multiplication defined by

$$
\left\{x_{1}, y_{1}\right\}+\left\{x_{2}, y_{2}\right\}=\left\{x_{1}+x_{2}, y_{1}+y_{2}\right\}, \alpha\left\{x_{9} y\right\}=\left\{a x_{,} a y\right\}
$$

and with the norm given by

$$
\|\{x, y\}\|=\left(\|x\|_{\mathrm{X}}^{2}+\|\mathrm{y}\|_{\mathrm{Y}}^{2}\right)^{1 / 2}
$$

If $X$ and $Y$ are Banach spaces then so is $X \times Y$. If $T$ is a inear operator with $D(T) \subset X$ and $R(T) \subset Y$, the graph of $T, G(T)$, is the set of all ordered pairs $\{x, T x\}$, such that $x \in D(T)$. Since $T$ is linear, $G(T)$ is a linear subspace of $X \times Y$. A linear operator $T$ is said to be cloaed in $X$ if the graph, $G(T)$, of $T$ is closed in $X \times Y$. An equivalent definition is the following: A linear operator $T$ is closed if and only if $x_{n} \varepsilon D(T), x_{n} \vec{X}^{x}, T x_{n} \vec{Y} y$ (as $n \rightarrow \infty$ ) imply $x \in D(T)$ and $T x=y$. If $T$ is closed then the inverse, $T^{-1}$, if it exists, is closed. A bounded linear operator need not be closed and a closed operator need not be bounded. However, we have the following well known theorem, the Banach Closed Graph Theorem.

Theorem 3.2.1. A closed linear operator $T$ defined on a Banach space $X$ into a Banach space $Y$ is continuous.

A linear operator $T$ is said to be closable if there exists a linear extension of $T$ which is closed in $X$. If $T$ is closable, there is a closed operator $\bar{T}$ with $G(\bar{T})=\overline{G(T)}, \bar{T}$ is called the closure of $T$ and is the smallest closed extension of $T$, in the sense that any closed extension of is also an extension of $\bar{T}$. A linear operator $T$ is closable if and only if $x_{n} \in D(T)$, $x_{n} \vec{X} 0$, and $T x_{n} \vec{Y}^{y}$ (as $n \rightarrow \infty$ ) imply that $y=0$. In this case, the closure $\bar{T}$ of $T$ can be defined as follows: $x \in D(\bar{T})$ if and only if there exists a sequence $\left\{x_{n}\right\} \subset D(T)$ such that $x_{n} \vec{X}^{x}$ and $\lim _{n+\infty} T x_{n}=y$ exists; and we define $T x y$. It can be proved that $y$ is unique and $\bar{T}$ is closed.

Definition 3.2.1. Let $H=(H,(0,0))$ be a Hilbert space and $T$ be an operator with dense domain in $H$ and range $R(T) E H$. The adjoint operator if

S, denoted by $S^{*}$, is defined as follows:

$$
\begin{aligned}
& \quad D\left(S^{*}\right)=\left\{y \in H \mid \text { there exists a } y^{*} \varepsilon H, \text { such that, for any } x \in D(S),\right. \\
& (S x, y)=(x, y *)\} \\
& S^{*}(y)=y^{*} \quad y \in D(S *) .
\end{aligned}
$$

$S^{*}$ exists if and only if $D(S)$ is dense in $H_{3}$ and $S^{*}$ is a closed inear operator. $S$ is symmetric if SES*, that is, $S^{*}$ is an extension of $S$, and is self-adjoint if $S=S *$. Hence, a self-adjoint operator is closed.

Definition 3.2.2. Let $X$ and $Y$ be normed linear spaces. Suppose $T$ is a linear operator with domain in $X$ and range in $Y$. $T$ is completely continuous (or compact) if for every bounded sequence $\left\{x_{n}\right\}$ in $X$, the sequence \{Tx $\mathrm{n}_{\mathrm{n}}$ \} contains a subsequence converging to some limit in $Y$.

Definition 3.2.3. Let $H_{1}=\left(H,(0, \ldots)_{1}\right)$ be a Hilbert space, and $T$ a linear operator with domain and range in $H_{1} . T$ is said to be dissipative with respect to the inner product of $H_{1}$ if for every $x \in D(T)$

$$
\operatorname{Re}(T x, x)_{1} \leq 0
$$

$T$ is said to be strictly dissipative with respect to the inner product on $H$ if there exists a $\beta>0$, such that for every $x \in D(T)$

$$
\operatorname{Re}\left(T x_{3} x\right)_{1} \leq-\beta\|x\|_{1}^{2}
$$

(The supremum of all $\beta$ satisfying the inequality is called the dissipativity constant.)

Let $\mathrm{X}_{2} \mathrm{Y}$ be normed linear spaces on the same scalar field of real or complex numbers and let $L(X, Y)$ be the class of all bounded linear operators on $X$ to $Y$. If $Y$ is the real or complex number field tonologized in the usual
way, $L(X, Y)$ is called the conjugate space (or dual space) of $X$ and is denoted by $X *$. An element of $X^{*}$ is called a functional. Thus $X *$ is the set of all continuous linear functionals on $X$. The pairing between any elements x of X and $f$ of $X^{*}$ is denoted by $f(x)$ or by $\langle f, x\rangle$. If we define the norm of $f \varepsilon X^{*}$ by

$$
\|f\|_{X_{*}}=\sup |f(x)| \quad \text { for }\|x\|_{X} \leq 1
$$

then $X^{*}$ is a Banach space.
If $X$ is a Hilbert space, $X^{*}$ can be identified with $X$ as can be seen from the Riesz representation theorem (the identification is with $H$ as an abstract set).

Theorem 3.2.2. For any linear functional $f$ on a Hilbert space $H=(H,(0,)$.$) , there exists an element y_{f} \varepsilon H$, uniquely determined by the functional $f$, such that

$$
f(x)=\left(x, y_{f}\right) \quad \text { for every } x \varepsilon H
$$

Moreover, $\|f\|=\left\|y_{f}\right\|$.

Corollary 3.2.1. Let H be a Hilbert space. Then the totality of all bounded linear functionals $H^{*}$ on $H$ constitutes also a Hilbert space, and there is a norm preserving, one-to-one correspondence $f \leftrightarrow y_{f}$ between $H^{*}$ and $H$.

We have introduced the concept of equivalent inner product which is useful in the development of the stability theory in Chapter 4. The following theorem which was formulated by P. Lax and A. N. Milgram plays an important role in the construction of an equivalent inner product. A proof can be found in [35].

Theorem 3.2.3. (Lax-Milgram). Let $H$ be a Hilbert space. Let $V(x, y)$
be a complex-valued functional defined on the product space $\mathrm{H} \times \mathrm{H}$ which satisfies the conditions:
(i) Sesquilinearity, i.e.,

$$
V\left(\alpha_{1} x_{1}+\alpha_{2} x_{2}, y\right)=\alpha_{1} V\left(x_{1}, y\right)+\alpha_{2} V\left(x_{2}, y\right) \text { and }
$$

$$
V\left(x, \beta_{1} y_{1}+\beta_{2} y_{2}\right)=\bar{\beta}_{1} V\left(x, y_{1}\right)+\bar{\beta}_{2} V\left(x, y_{2}\right) ;
$$

(ii) Boundedness, i.e., there exists a positive constant $\gamma$ such that

$$
|v(x, y)| \leq r\|x\|_{H} \cdot\|y\|_{H} ;
$$

(iii) Positivity, i.e., there exists a positive constant $\delta$ such that

$$
V(x, x) \geq \delta\|x\|_{H}^{2}
$$

Then there exists a uniquely determined bounded linear operator $S$ with a bounded linear inverse $\mathrm{S}^{-1}$ such that

$$
V(x, y)=(x, S y)_{H} \quad \text { whenever } x, y \in H
$$

and $\|s\| \leq \gamma,\left\|s^{-1}\right\| \leq \delta^{-1}$.

Definition 3.2.4. A sequence $\left\{x_{n}\right\}$ in a normed linear space $X$ is said to converge weakly to an element $x \in X$ if $\frac{1 i f m}{} f\left(x_{n}\right)=f(x)$, for every fex*. This is denoted by $w-\frac{1}{n} \rightarrow \mathrm{~m}_{\mathrm{n}} \mathrm{X}_{\mathrm{n}}=\mathrm{x}$. It can be shown in this case that $x$ is uniquely determined. It should be noted that if $x_{n}$ converges strongly to $x$ then $x_{n}$ converges weakly to $x$. However, the converse is not true. We know that if $H$ is a Hilbert space, and the sequence $\left\{x_{n}\right\}$ of $H$ converges weakly to $x \in H$ and $\underset{n \rightarrow \infty}{\operatorname{lfm}}\left\|x_{n}\right\|_{H}=\|x\|_{H}$, then $\left\{x_{n}\right\}$ converges strongly to $x$.

We will now define vector valued functions, weak continuity and weak differentiability.

Definition 3.2.5. Let $u(t)$ be a vector valued function on $[0, \infty)$ to X. $u(t)$ is said to be weakly continuous in $t$ if $\langle f, u(t)\rangle$ is continuous for each $f \varepsilon X^{*} . \quad u(t)$ is said to be weakly differentiable in $t$ if $\langle f, u(t)\rangle$ is differentiable for each $f \in X$. If the derivative of $\langle\mathrm{f}, \mathrm{u}(\mathrm{t})\rangle$ has the form $\langle f, v(t)\rangle$, for each $f \in X^{*}, v(t)$ is the weak derivative of $u(t)$ and we write $\frac{d u(t)}{d t}=v(t)$ weakly.

### 3.3. Spectral Theory and Semi-Groups

Let $T$ be a linear operator with domain $D(T)$ and range $R(T)$ both contained in a normed linear space $X$. The set of complex numbers $\lambda$ for which the linear operator ( $\lambda I-T$ ) has an inverse and the properties of this inverse, if it exists, are called the spectral theory for the operator $T$.

Definition 3.3.1. The complex number $\lambda_{o}$ is in the resolvent set, $\rho(T)$, of $T$ if $R\left(\lambda_{o} I-T\right)$ is dense in $X$ and $\lambda_{o} I-T$ has a continuous inverse, $\left(\lambda_{0} I-T\right)^{-1}$. The inverse $\left(\lambda_{0} I-T\right)^{-1}$ is denoted by $R\left(\lambda_{0} ; T\right)$ and is called the resolvent of $T$ at $\lambda_{0}$. The spectrum of $T, \sigma(T)$, is the set of all complex numbers $\lambda$ not in $\rho(T)$.

Theorem 3.3.1. Let X be a Banach space and T a closed linear operator with $D(T)$ and $R(T)$ both in $X$. Then for any $\lambda \varepsilon \rho(T)$; the resolvent $R(\lambda ; T)$ is an everywhere defined continuous linear operator. The resolvent set, $\rho(T)$, of $T$ is an open set of the complex plane.

This theorem tells us that for any $\lambda \varepsilon \rho(T), R(\lambda I-T)=D(R \lambda ; T))=X$, and the spectrum, $\sigma(T)$, of $T$ is a closed set of the complex plane. For a more detailed discussion of spectral theory see [14] and [35].

In the study of stability theory for operational differential equations found in Pao [23], much use was made of the Semi-group theory of Yosida and Hille-Phillips in [35] and [14], respectively. The basic definitions and properties will be defined here. Look in the above books for a more detailed duscussion.

Definition 3.3.2. For each $t \varepsilon[0, \infty)$, let $T_{t} \varepsilon L(X, X)$. The family $\left\{T_{t} \mid t \geq 0\right\} E L(X, X)$ is called a strongly continuous semi-group of class $C_{o}$ (or a semi-group of class $C_{o}$ ) if the following conditions hold:
(i) $T_{s} T_{t}=T_{s}+t \quad$ for $s, t \geq 0$;
(ii) $T_{0}=I \quad$ ( $I$ is the identity operator);


If $\left\{T_{t} \mid t \geq 0\right\}$ is a semi-group, its norm satisfies:
there exists an $M \geq 1$ and a $\beta<\infty$, such that for any $t \geq 0$

$$
\left\|T_{t}\right\| \leq M e^{B t}
$$

If $\beta$ can be taken to be zero, then $\left\{T_{t} \mid t \geq 0\right\}$ is said to be an equibounded semigroup of class $C_{0}$; if in addition $M=1$, it is called a contraction semi-group of class $C_{0}$. If $\beta$ can be taken as $\beta<0,\left\{T_{t} \mid t \geq 0\right\}$ is a negative semi-group of class $C_{0}$ and if, in addition, $M=1$, it is called a negative contraction semi-group of class $\mathrm{C}_{\mathrm{o}}$.

Definition 3.3.3. The infinitesimal generator, A, of the semi-group $\left\{T_{t} \mid t \geq 0\right\}$ is defined by

$$
A x=\frac{1+m}{h f_{0}} \frac{T_{h} x-x}{h}
$$

for all $x \in X$ such that the limit exists.

The infinitesinal generator, $A$, of a seni-group of class $C_{0}$ has the following properties;
(i) A is a closed linear operator with domain, $D(A)$, dense in $X$ and the zero vector $\underline{D} \varepsilon D(A)$.
(ii) If $\operatorname{x\varepsilon D}(A)$, then for any $t \geq 0, T_{t} x \in D(A)$ and

$$
\frac{d}{d t}\left(T_{t} x\right)=A T_{t} x=T_{t} A x
$$

where $\frac{d}{d t}\left(T_{t} x\right)$ is defined

$$
\frac{d}{d t}\left(T_{t} x\right)=\lim _{h \downarrow 0}\left[\frac{\left.T_{t}+h^{x-T_{t}}{ }^{X}\right]}{h}\right]
$$

for $x \in X$, if the limit exists.
(iii) If $\left\|T_{t}\right\| \leq M e^{6 t}$, then all $\lambda$ with $\operatorname{Re}(\lambda)>\beta$ is in the resolvent set, $\rho(A)$, of $A$.

The following result known as the ilille-Yosida theorem gives necessary and sufficient conditions for a closed linear operator to be the infinitesimal generator of a scmi-group.

Theorem 3.3.2. Let $A$ be a closed linear operator with donain, $D(A)$, dense in $X$ and range, $R(A)$, in $X$. Then $A$ is the infinitesimal generator of a semi-group $\left\{T_{t} \mid t \geq 0\right\}$ satisfying the condition

$$
\left\|T_{t}\right\| \leq M e^{\beta t} \quad \text { with } M \geq 1 \text { and } \beta<\infty
$$

If and only if there exists real numbers $M$ and $\dot{\beta}$ as above such that for every integer $n>\beta, \operatorname{ncp}(\Lambda)$ and

$$
\left\|k(n ; A)^{m}\right\| \equiv\left\|(n T-A)^{-m}\right\| \leq n \frac{1}{(n-n)} m(n=1,2, \ldots) .
$$

We have already introduced the concept of dissipative operator which gives a more aesthetic and useful result in the study of the stability theory of the abstract operator equation

$$
\frac{d u(t)}{d t}+A u(t)=0
$$

The result is due to Phillips [27]
Theorem 3.3.3. Let $A$ be a linear operator with domain, $D(A)$, dense in $H$ and range, $R(A)$, in $H$. Then-A is the infinitesimal generator of a contraction semi-group of class $C_{0}$ in $H$ if and only if $A$ is dissipative with respect to the inner product on $H$ and $R(I+A)=H$; and $-A$ is the infinitesimal generator of a negative contraction semi-group of class $C_{0}$ in $H$ if and only if - A is strictly dissipative with respect to the inner product on $H$ and $R((1-\beta) I+A)=H$, where $\beta$ is the constant in definition 3.2.3.

### 3.4. Distributions and Function Spaces

In the study of stability theory for Partial Differential Equations, we need to examine the function spaces which define the domain of an infinitesimal generator, $A$, of a contraction semi-group satisfying the operator equation

$$
\frac{d u(t)}{d t}+A u(t)=0
$$

To do this, we must first introduce the concept of Distributions and Fourier Transformations. Next, we will discuss the Sobolev spaces $H^{m}(\Omega)$, and the boundary spaces $H^{S}(\partial S)$. This will lead to the 'trace theorems' or what we mean by the restrictions of functions on the boundary, $\partial \Omega$. Finally, we will discuss the function space $H_{B}^{2 m}(\Omega)$ which is needed for the definition of the
domain of the operator $A$.

### 3.41. Distributions

In this section we will define and give some basic properties of distributions. For a more complete discussion see Horvath [15], Treves [32] and Edwards [10]. First, we will use the following notations: $x=\left(x_{1}, x_{2}\right.$, $\left.\ldots, x_{n}\right) \varepsilon R^{n}$, the Euclidean $n$-space, $\Omega$ is an open subset of $R^{n}$. $\bar{\Omega}$ denotes the closure of $\Omega i_{n} k^{n}$, and $d x=d x_{1} \ldots d x_{n}$, the usual Lebesque neasure.

$$
D^{\alpha}=\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha} 1\left(\frac{\partial}{\partial x_{2}}\right)^{\alpha} 2 \ldots\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha} n
$$

where $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right) \varepsilon R^{n}$ with non-negative integer components and

$$
|\alpha|=\alpha_{1}+\alpha_{2}+\ldots+\alpha_{n}
$$

Definition 3.41.1. A real-valued function, $q(x)$, defined on a linear space $X$ is called a semi-norm on $X$, if the following conditions are satisfied:
(i) $q(x+y) \leq q(x)+q(y)$;
(ii) $q(\alpha x)=|\alpha| q(x)$.

We can see directly that $q(x) \geq 0$ and $q(0)=0$.
Let $f(x)$ be a complex-valued (or real-valued) function defined on $\Omega$. The support of f, denoted by supp(f), is the smallest closed set containing the set $\left\{x \in \Omega \left\lvert\, f(x) \frac{f}{f} 0\right.\right\}$ (or equivaleatly, the smallest closed subset of $\Omega$ outside of which $f$ vanishes identically).

Definition 3.41.2. By $C^{m}(\Omega), 0 \leq m \leq \infty$, we mean the set of all complex-valuad (or real-valued) functions defined in $\Omega$ which have continuous partial derivatives of orden up to and including $m$ (of order < $\infty$ if $n=\infty$ ). $C_{0}^{m}(\Omega)$ is the set of all functions of $C^{m}(\Omega)$ with compact support, that iss
those functions of $C^{m}(\Omega)$ whose supports are compact subsets of $\Omega$ (a subset of $R^{n}$ is compact if and only if it is closed and bounded). If $0 \leq m \leq \infty$, the set $C^{\mathrm{m}}(\Omega)$ or $\mathrm{C}_{0}^{\mathrm{m}}(\Omega)$ is a linear space defined by

$$
\left(f_{1}+f_{2}\right)(x)=f_{1}(x)+f_{2}(x), \quad(\alpha f)(x)=\alpha f(x)
$$

$C^{k}(\bar{\Omega}), 0 \leq k \leq \infty$, is the set of all functions (complex or real-valued), such that for any $x \in \Omega$, and for any $\alpha,|\alpha| \leq k(|\alpha|<k$ if $k=\infty) D^{\alpha} f(x)$ exists and $D^{\alpha} £$ has a continuous extension to $\bar{\Omega}$.

We will now define a topology on $C_{0}^{\infty}(\Omega)$. Using the notation of Treves, we let $K$ be any compact subset of $s$. Then $C_{0}^{\infty}(K)$ is defined by

$$
C_{o}^{\infty}(K)=\left\{\phi \varepsilon C_{0}^{\infty}(\Omega) \mid \operatorname{supp} \phi \subset K\right\}
$$

We define on $C_{0}^{\infty}(K)$ a family of semi-norms

$$
q_{p}(\phi)=\sup _{|\alpha| \leq p, x \in K}\left|D^{\alpha} \phi(x)\right|
$$

This makes $C_{0}^{\infty}(K)$ a Frechet space (metrizable and complete). Then, if we let $K_{n}$ be an increasing sequence of compact sets such that $K_{n} c \Omega$, and $U_{n} K_{n}=\Omega$, this defines the inductive limit topology on $C_{0}^{\infty}(\Omega)$, where a set 0 is open in this topology if and only if 0 OC $C_{o}^{\infty}(K)$ is an open set, for all $K, 1 \leq K<\infty$, Topologized in this way, $C_{0}^{\infty}(\Omega)$ is a locally convex linear topological space. The convergence $\lim _{n \rightarrow \infty} \phi_{n}=\phi$ in $C_{o}^{\infty}(\Omega)$ means that the following two conditions are satisfied:
(1) There exists a compact subset $K \in \Omega$ such that $\operatorname{supp}\left(\phi_{n}\right) C K(n=1,2, \ldots)$.
(ii) For any differential operator $D^{\alpha}$, the sequence $D^{\alpha_{\phi_{n}}}(x)$ converges to $D^{\alpha} \phi(x)$ uniformly on $K$.

Definition 3.41.3. A linear functional defined and continuous on
$C_{0}^{\infty}(\Omega)$ is called a distribution or a generalized function in $\Omega$. We denote by $D^{\prime}(\Omega)$ the set of all distributions in $\Omega . D^{\prime \prime}(\Omega)$ is the dual space (or conjugate space) of $C_{0}^{\infty}(\Omega)$, where $C_{0}^{\infty}(\Omega)$ is called the space of testing functions. For any distribution $f \varepsilon D^{\prime}(\Omega)$, and any testing function $\phi \varepsilon C_{0}^{\infty}(\Omega)$, we denote by $\langle f, \phi\rangle$ the value of $f$ on $\phi . D^{\prime}(\Omega)$ is a linear space by

$$
\langle f+g, \phi\rangle=\langle f, \phi\rangle+\langle g, \phi\rangle, \text { and }\langle\alpha f, \phi\rangle=\alpha\langle f, \phi\rangle
$$

We have two theorems concerning the criteria for a linear functional to be a distribution.

Theorem 3.41.1. A linear functional $f$ defined on $C_{0}^{\infty}(\Omega)$ is a distrit bution in $\Omega$ if and only if $f$ is bounded on every bounded set of $C_{0}^{\infty}(\Omega)$ (in the inductive limit topology of $C_{0}^{\infty}(\Omega)$ ).

Theorem 3.41.2. A linear functional $f$ defined on $C_{0}^{\infty}(\Omega)$ is a disiribution in $\Omega$ if and only if fesatisfies the condition: to every compact subset $K$ of $\Omega$, there corresponds a positive constant $C$ and a positive integer $m$ such that for any $\phi \varepsilon C_{0}^{\infty}(\Omega)$,

$$
|\langle f, \phi\rangle| \leq C \sup _{|\alpha| \leq m, x \in K}\left|D^{\alpha} \phi(x)\right|
$$

Definition 3.41.4. The derivative of a distribution $f$ is defined to be the element of $D^{\prime}(\Omega)$, denoted by $\frac{\partial f}{\partial x_{i}}$, satisfying for any $\phi \varepsilon C_{o}^{\infty}(\Omega)$

$$
\left\langle\frac{\partial f}{\partial x_{i}}, \phi\right\rangle=-\left\langle f, \frac{\partial \phi}{\partial x_{i}}\right\rangle
$$

Thus, a distribution in $\Omega$ is infinitely differentiable and $D^{\alpha} f$ the element in $D^{\prime}(\Omega)$ defined by: for any $\phi \varepsilon C_{0}^{\infty}(\Omega)$

$$
\left.\left\langle D^{\alpha} E, \phi\right\rangle=(-1)^{|\alpha|}<f, D^{\alpha} \phi\right\rangle
$$

We have the following properties of distributions:
(i) $C_{0}^{\infty}(\Omega) C L^{2}(\Omega) C D^{\prime}(\Omega) ;$ each space is dense in the following where for any $u \varepsilon C_{0}^{\infty}(\Omega), u$ is associated with the distribution $\left(\phi \rightarrow(u, \phi)_{0}\right)$, where $(0, .)_{o}$ is the $L^{2}$ - inner product.
(ii) For any $\phi \varepsilon C_{o}^{\infty}(\Omega)$ and $f \in D^{\prime}(\Omega)$, we define the product $\phi f$ by: for any $u \varepsilon C_{0}^{\infty}(\Omega)$
$\langle\phi f, u\rangle=\langle f, \phi u\rangle$.
3.42. Fourier Transform Space of Tempered Distributions

In this section, we will define the Fourier Transform on the space $y\left(R^{n}\right)$ and extend this to the space $L^{2}\left(R^{n}\right)$. Then we will define the Fourier Transform on the space of tempered distributions. We need this for the definition of the spaces $H^{s}\left(R^{n}\right)$ and $H^{s}(\partial \Omega)$. A more detailed discussion is found in Yosida [35] and Treves [32].

Definition 3.42.1. Let $\varphi\left(R^{n}\right)$ be the set of all functions $\phi \varepsilon C^{\infty}\left(R^{n}\right)$ such that for any $\alpha, \beta \in R^{n}$ with non-negative integer components

$$
\sup _{x \in \mathbb{R}^{n}}\left|x^{\beta} D^{\alpha} \phi(x)\right|<\infty
$$

where $x^{\beta}=x_{1}{ }_{1}{ }_{1}{ }^{\beta}{ }_{2}{ }_{2} \ldots x_{n}{ }^{n}$. The topology on $\zeta\left(R^{n}\right)$ is defined by
the family of semi-norms $q_{\alpha \beta}(\phi)=\sup \left|x^{\beta} D^{\alpha}{ }_{\phi}(x)\right|$. With this topology $y\left(R^{n}\right)$ $x \in \mathrm{R}^{\mathrm{n}}$
is a locally convex linear topological space whose elements are functions said to be rapidly decreasing at $\infty$.

Definition 3.42.2. The Fourier Transform of $u \varepsilon Y\left(\mathbb{R}^{n}\right)$ is the function
of $\xi \in R^{n}$,

$$
\frac{1}{(2 \pi)^{\frac{n}{2}}} \int_{R^{n}} e^{-i(x, \xi)} u(x) d x
$$

Where $(x, \xi)=x_{1} \xi_{1}+x_{2} \xi_{2}+\ldots+x_{n} \xi_{n}$. We denote it by $\hat{u}(\xi)$. The Fourier Transform, FT, is an isomorphism of $\varphi\left(R^{n}\right)$ onto $\zeta\left(R^{n}\right)$ with the given topology on $J\left(R^{n}\right)$, and the inverse mapping is given by

$$
\left.\overline{\text { FT }}: \quad \varphi\left(\mathbb{R}^{n}\right) 3 \mathrm{~g} \rightarrow \frac{1}{(2 \pi)^{\frac{\mathrm{n}}{2}}} \int_{\mathbb{R}^{\mathrm{n}}} \mathrm{e}^{i(\mathrm{x}, \xi}\right)(\xi) \mathrm{g} \xi
$$

An important property of the Fourier Transform is given by the following Plancheral-Parseval theorem, which shows that FT preserves the $L^{2}$ - inner product and norm on $\zeta\left(R^{n}\right)$.

Theorem 3.42.1. (Plancheral-Parseval) Let $\phi, \psi \in \zeta\left(R^{n}\right)$. Then

(ii) $\int_{R^{n}}|\phi(x)|^{2} d x=\quad \int_{R^{n}}|\hat{\phi}(\xi)|^{2} d \xi$.

Since $\mathscr{S}\left(\mathrm{R}^{\mathrm{n}}\right)$ is dense in $\mathrm{L}^{2}\left(\mathrm{R}^{\mathrm{n}}\right)$, the Fourier Transform can be extended by continuity to an isometry, denoted by $F T$, from $L^{2}\left(R^{n}\right)$ onto $L^{2}\left(R^{n}\right)$. We denote by $\overline{\mathrm{FT}}$ the inverse Fourier Transform. We can see this is an isometry by theorem 3.42.1. This gives us the following result,

Theorem 3.42.2. Let $u, v \in L^{2}\left(R^{n}\right)$. Then we have Parseval's formula, $(u, v)_{0}=\hat{(u, \hat{v})_{0}}$
and Plancheral's formula, $\|u\|_{0}=\|\hat{u}\|_{0}$. consider the following diagram


These natural injections are all continuous and each space is dense in the following space. Hence, we can regard $y^{\prime}\left(R^{n}\right)$, the dual space of $y\left(R^{n}\right)$, as a space of distributions. We say that $y^{\prime}\left(R^{n}\right)$ is the space of tempered distributions. A characterization of a tempered distribution is found in the following theorem.

Theorem 3.42.3. A distribution in $R^{n}$ is a tempered distribution if and only if it is a finite sum of derivatives of continuous functions, growing at $\infty$ slower than some polynomial.

Definition 3.42.3. The Fourier Transform on $Y^{\prime}\left(R^{n}\right)$, is the transpose of the continuous linear map, $F T$, which maps $u \in \mathcal{Y}\left(R^{n}\right)$ into the function of $\xi \varepsilon \mathrm{R}^{\mathrm{n}}$

$$
\frac{1}{(2 \pi)^{\frac{n}{2}}} \int_{R^{n}} e^{-i(x, \xi)} u(x) d x
$$

The transpose of $F T,{ }^{t}{ }_{F T}$, is the element of $\zeta^{\prime}\left(R^{n}\right)$ defined by the following: for any $u \varepsilon \mathscr{Y}^{\prime}\left(R^{n}\right)$ and any $\phi \varepsilon \zeta\left(R^{n}\right)$,

$$
\left\langle\mathrm{t}_{\mathrm{FT}}(\mathrm{u}), \phi\right\rangle=\langle u, \operatorname{FT}(\phi)\rangle .
$$

This defines the Fourier Transform on $\zeta^{\prime}\left(R^{n}\right)$, which we will denote by FT, which extends the Fourier Transform in the space of functions $L^{2}\left(R^{n}\right)$. We have the following theorem by Treves [32].

Theorem 3.42.4. The Fourier Transform is an isomorphism from the Iinear topological space $\xi^{\prime}\left(R^{n}\right)$ onto $\xi^{\prime}\left(R^{n}\right)$.
3.43. The Sobolev Spaces, $H^{m}(\Omega)$, minteger $\geq 0$

We will first consider $\Omega$ and place the following restrictions on $\Omega$ (which will hold except when otherwise stated, i.e., $\Omega=R^{n}$ ).
$\Omega$ is a bounded domain in $\mathrm{R}^{\mathrm{n}}$. The boundary, denoted by $\partial \Omega$, is an infinitely differentiable manifold of dimension ( $n-1$ ), $\Omega$ being locally on one side of $\partial \Omega, i . e .$, we consiaer $\bar{\Omega}$ a variety with boundary of class $\mathrm{C}^{\infty}$ and $\Omega$ locally on one side of $\partial \Omega$.

We denote by $d(\partial \Omega)$ the surface measure on $\partial \Omega$ induced by $x$. We will now give a brief discussion on what is meant by (3-1). Refer to Auslander [4] and Auslander, Mackensie [5] for a more thorough discussion of the subject.

Let $\Omega$ be an open subset of $R^{n}$. The $\partial \Omega$ is a surface which can be defined by a finite number of functions $f_{i}\left(x_{1}, x_{2}, \ldots, x_{n}\right)(1 \leq i \leq s)$, where for any $i, 1 \leq i \leq s, f_{i} \varepsilon C^{\infty}\left(R^{n}\right)$ and $\partial \Omega$ satisfies

$$
\partial \Omega=\left\{x \in \bar{\Omega} \mid f_{1}(x)=\ldots=f_{s}(x)=0\right\}
$$

On $\partial \Omega$ we assign the topology induced on it by the topology of $R^{n}$. Also, on $\partial \Omega$ we assume there are no singularities, i.e., for any $x \varepsilon \partial \Omega$, there exists a neighborhood, $N(x)$, such that for every $x \in N(x) \cap a \Omega$

$$
\operatorname{det}\left[\begin{array}{ccc}
\frac{\partial f_{1}}{\partial x_{1}} & \cdots & \frac{\partial f_{1}}{\partial x_{n}} \\
\frac{\partial f_{n}}{\partial x_{1}} & \cdots & \frac{\partial f_{n}}{\partial x_{n}}
\end{array}\right]=1
$$

We can state the following more aesthetic equivalent definition of (3-1), where for simplification we will define $C^{\infty}\left(A_{3} B\right)$ as the set $\left\{u_{\varepsilon} C^{\infty}(A) \mid D(u) \in A\right.$, $\mathrm{R}(\mathrm{u}) \mathrm{eB}$ ):
(i) For any $x \in \partial \Omega_{\text {, }}$ there exist an open subset $W \mathrm{R}^{\mathrm{nm}} \mathrm{I}$, and there exists an $\eta \varepsilon C^{\infty}\left(W, R^{n}\right), \eta$ is one-to-one, such that $x \in \eta(W)=U$, an open subset of $\partial \Omega$. Also, there exists an open subset $O C R^{n}$, and there exists a $\zeta \varepsilon C^{\infty}\left(0, R^{n^{-1}}\right)$, such that UCO and $\zeta \oplus$ is the identity on $W$ (see figure 3.1).
(ii) Each pair ( $n, W$ ) defines a coordinate neighborhood on $\partial \Omega$, at each point of $\partial \Omega$. We have the following compatability condition, if ( $\eta_{\alpha}, W_{\alpha}$ ) and $\left(\eta_{\beta}, W_{\beta}\right)$ are any two coordinate neighborhoods on $\partial \Omega$ such that $\eta_{\alpha}\left(W_{\alpha}\right) \Pi$ $\eta_{\beta}\left(W_{\beta}\right) \neq \phi$ then $\eta_{\alpha}^{-1} \cdot \eta_{\beta} \varepsilon C^{\infty}\left(\eta_{\beta}^{-1}\left(U_{1} \cap U_{2}\right), \eta_{\alpha}^{-1}\left(U_{1} \cap U_{2}\right)\right)$.


Figure 3.1


Figure 3.2

Essentially what we mean is that $\partial \Omega$ is an 'infinitely' smooth surface, and which locally looks like $\mathbb{R}^{\mathrm{nm}-1}$.
$\Omega$ is locally on one side of the boundary, $\partial \Omega$, means that for any $x \varepsilon \partial \Omega$, there exists a neighborhood of $x, N(x)$, such that $N(x) \bar{\Omega} \bar{\prime}$ lies entirely on one side of $\partial \Omega$, i.e., as we traverse $N(x) \cap \partial \Omega$ we see that $N(x) \cap \bar{\Omega}$ lies entirely to our left (or right). The figure below, figure 3.3, is an exmple of whet can not occur, that is $x$ has $\Omega$ on both sides of it.


Figure 3.3.

We are now ready to define the Sobolev spaces, $H^{m}(\Omega)$. See Lions, Magenes [18] and Yosida [35] for more discussion on the subject. Let $\Omega$ be an open subset of the Euclidean space $R^{n}$, and $m$ nonnegative integer, then

$$
\begin{equation*}
\mathrm{H}^{\mathrm{m}}(\Omega)=\left\{u \varepsilon D^{\prime}(\Omega) \mid \mathrm{D}^{\alpha} \mathrm{u}_{\mathrm{L}} \mathrm{~L}^{2}(\Omega), \text { for all } \alpha,|\alpha| \leq \mathrm{m}\right\} \tag{3-2}
\end{equation*}
$$

If we define for any $u, v \in H^{m}(\Omega)$

$$
(u, v)_{m}=\sum_{|\alpha| \leq m} \int_{\Omega}\left(D_{u}^{\alpha}\right)(x) \overline{\left(D^{\alpha} v\right)(x)} d x
$$

and $\quad\|u\|_{m}=(u, v)_{m}^{\frac{1}{2}}=\left(\sum_{\alpha \mid \leq m}\left\|D^{\alpha} u\right\|_{0}^{2}\right)^{\frac{1}{2}}$
then $\mathbb{H}^{m}(\Omega)$ becomes a Hilbert space. We note that convergence in $\mathbb{H}^{m}(\Omega)$, or

$$
{ }^{u_{n}} \vec{H}^{m}(\Omega) \quad \text { as } \mathrm{n} \rightarrow \infty
$$

is equivalent to the following: for any $\alpha,|\alpha| \leq m$,

$$
D^{\alpha} u_{n} \vec{L}^{2}{ }^{D^{\alpha} u} \quad \text { as } n \rightarrow \infty
$$

$H^{m}(\Omega)$ has the following properties, which can be found in Lions and Mag*aes [18].
(i) $H^{\circ}(\Omega)=L^{2}(\Omega)$, which motivates the denoting of the inner product in $\mathrm{L}^{2}(\Omega)$ as $(.,)_{0}{ }^{\circ}$
(ii) If $H_{1}>m_{2} \geq 0$, then $H^{m_{1}}(\Omega) \mathrm{m}^{\mathrm{m}} 2(\Omega)$, and the identity injection is completely continuous.
(11i) If $\Omega$ satisfies ( $3-1$ ), and $u H^{m}(\Omega)$, for some inceger man 0 and if $\alpha, R^{n}$, such thet $|\alpha|=k \leq m$ then $D^{\alpha} u \varepsilon H^{m-k}(\Omega)$.
(Iv) If $\Omega$ zatisfies $(3-1)$, then $C^{\infty}(\bar{\Omega})$ is dense in $\mathcal{H}^{\text {ma }}(\Omega)$.

It can be shown that $C_{0}^{\infty}(\Omega)$ is not dense in $H^{m}(\Omega)$ (except for $m=0$ ), but is proper subspace of $H^{\mathrm{m}}(\Omega)$, motivating the definition of $H_{o}^{m}(\Omega)$, as the closure of $C_{o}^{\infty}(\Omega)$ in the $H^{m}$ - norm.
3.44. The Boundary Spaces $H^{5}(\partial \Omega), s \geq 0$

In this section, we will define the boundary space $H^{s}(\partial \Omega)$ and give some of its properties. Lions and Magenes in [18], Schechter in [28] give a more complete discussion of $H^{s}(\partial \Omega)$. Before defining this space, we must define the space $H^{s}\left(R^{n}\right)$. Let $s$ be any nonnegative real number, then $H^{8}\left(R^{n}\right)$ is defined as foll wows:

$$
H^{s}\left(R^{n}\right)=\left\{u \varepsilon \zeta^{\prime}\left(R^{n}\right) \left\lvert\,\left(1+|\xi|^{2}\right)^{\frac{s}{2}} \hat{u}(\xi) \varepsilon L^{2}\left(R^{n}\right)\right.\right\}
$$

where $\mathscr{S}^{\prime}\left(\mathrm{R}^{\mathrm{n}}\right)$ is the space of tempered distributions and $\hat{u}(\xi)$ is the Fourier Transform of $u$. For any $u, \psi^{(H)}\left(R^{n}\right)$, if we define

$$
(u, v)_{H^{s}\left(R^{n}\right)}=\int_{R^{n}}\left(1+|\xi|^{2}\right)^{s} \hat{u}(\xi) \overline{\hat{v}(\xi) d}
$$

and $\quad\|u\|_{H^{s}\left(R^{n}\right)}=\left\|\left(1+|\xi|^{2}\right)^{\frac{s}{2}} \dot{u}(\xi)\right\| L_{L}{ }^{2}\left(R^{n}\right)$
then $H^{s}\left(R^{n}\right)$ becomes a Hilbert space. Convergence in $H^{s}\left(R^{n}\right)$ means that

$$
u_{n^{n}} \vec{H}^{\mathbf{s}}\left(\mathbb{R}^{n}\right) \quad \text { as } n \rightarrow \infty
$$

if and only if

$$
\left(1+|\xi|^{2}\right)^{\frac{s}{2}} \dot{u}_{n}(\xi) \vec{L}^{2}\left(R^{n}\right)\left(1+|\xi|^{2}\right)^{\frac{s}{2}} u(\xi) \quad \text { as } n \rightarrow \infty
$$

It is shown in Traves [32] that $C_{0}^{\infty}\left(R^{n}\right)$ is dense in $H^{s}\left(R^{n}\right)$.

We are now ready to define the boundary space $H^{S}(\partial \Omega)$. From our assumption on $\Omega$ of (3-1) we can find a finite family of bounded open subsets of $R^{n}, U_{1}(1 \leq 1 \leq N)$, covering the $\partial \Omega$ such that for every integer $1,1 \leq 1 \leq N$, there exists an infinitely differentiable mapping, $\theta_{i}$, which maps $U_{i}$ onto the sphere $\sigma=\left\{x^{n} \varepsilon R^{n}| | x^{\prime} \mid<1\right\}$, in such a way that

$$
\begin{aligned}
& \theta_{i}\left(U_{i} \cap \Omega\right)=\sigma_{+} \equiv\left\{x^{i} \varepsilon R^{n} \mid x^{\prime} \varepsilon \sigma, x_{n}^{i}>0\right\} \\
& \theta_{i}\left(U_{i} n \partial \Omega\right)=\partial_{1} \sigma_{+} \equiv\left\{x^{i} \varepsilon R^{n} \mid x^{\prime} \varepsilon \sigma, x_{n}^{\prime}=0\right\}
\end{aligned}
$$

See figure 3.4.

figure 3.4
We also note that $\theta_{i}$ is invertible, that is, if $\theta_{i}(x)=y$, then $\theta_{i}^{-1}(y)=x$, and $\theta_{i}^{-1}$ is also infinitely differentiable and maps $\sigma$ onto $U_{i}$, and $\partial_{1} \sigma+$ onto $U_{1} \cap \partial \Omega$. In addition, the following compatability relations are true: if $U_{i} n U_{j} \neq \phi$, then there exists a homeomorphism, $J_{i f}$, infinitely differentiable and with positive Jacobian (so we don't have any singulax points, also changing from positive to negative Jacobian changes the orientation of the local coordinate system). $J_{i j}$ satisfies the following property; $J_{i j}$ maps $\theta_{i}\left(U_{i} \cap U_{j}\right)$ onto $\theta_{j}\left(U_{i} \cap U_{j}\right)$ in such a way that for any $x \in U_{i} \cap U_{j}$

$$
\theta_{j}(x)=J_{i j}\left(\theta_{i}(x)\right)
$$

See figure 3.2.
Let $\alpha_{i}$ be a partition of unity on $\partial \Omega$ with respect to the covering
$\left\{U_{1} \cap \partial \Omega\right\}_{i=1}^{N}$. For complete discussion of partition of unity see Treves [32]. The family of functions, $\left\{\alpha_{1}\right\}$, satisfy the following properties,
(i) for any $i, 1 \leq i \leq N, \alpha_{i} \in C^{\infty}(\partial \Omega)$;
(ii) for any $i, 1 \leq i \leq N, \alpha_{i}$ has compact support in $U_{i} \cap \partial \Omega$;
(iii) for any $i, 1 \leq 1 \leq N$, and any $x \varepsilon \partial \Omega, \alpha_{i}(x) \geq 0$;
(iv) for any xeวภ, $\sum_{i=1}^{\text {m }} \alpha_{i}(x)=1$ 。

Note that $C^{\infty}(\partial \Omega)$ is the set of all infinitely differentiable functions defined on $\partial \Omega$.

Now if $u$ is a real or complex-valued function defined on $\partial \Omega$ (for instance $u \in L^{1}(\partial \Omega)$ then we can decompose $u$ (as a sum of $L^{1}$ functions),

$$
u=\sum_{i=1}^{\mathbb{N}}\left(\alpha_{i} u\right)
$$

(this means that for any $\left.x \in \partial \Omega, u(x)=\sum_{i} \alpha_{i}(x) u(x)\right)$. We note here that for any $i, 1 \leq 1 \leq N_{3} \alpha_{i}$ u has compact support in $U_{i} n \partial \Omega$. Now we can define mapping $\theta_{i}^{*}\left(\alpha_{1} u\right)$ from $\partial_{1} \sigma_{+}$into the scalar field $K$ of real or complex numbers, in the following manner: for any $\mathrm{y}^{\prime} \varepsilon \partial_{1} \sigma_{+}$

$$
\theta_{i}^{*}\left(\alpha_{i} u\right)\left(y^{\gamma}\right)=a_{i} u\left(\theta_{i}^{-1}\left(y^{\prime}\right)\right)=a_{i}\left(\theta_{i}^{-1}\left(y^{\gamma}\right)\right) u\left(\theta_{i}^{-1}\left(y^{\prime}\right)\right)
$$

It can be seen that $\theta_{i}^{*}\left(\alpha_{i} u\right)$ has compact support in $\partial_{1} \sigma_{i}$, and thus $\theta_{i}^{*}\left(\alpha_{i} u\right)$ can be considered as being defined in the Euclidean space $R^{n-1}$, as the extension by zero outside of $\partial_{1} \sigma_{+}$.

Definition 3.44.1. Let $y \in R^{n-1}$, then

$$
\theta_{1}^{*}\left(\alpha_{1} u\right)(y)=\left\{\begin{array}{cl}
\left(\alpha_{1} u\right)\left(\theta_{1}^{-1}(y)\right) & \text { for } y \varepsilon \partial_{1} \sigma_{+} \\
0 & \text { elsewhere }
\end{array}\right.
$$

The following inportant theorem is due to Lions, Magenes [18].

Theorem 3.44.1. The linear mapping $u \rightarrow \phi_{i}^{*}\left(\alpha_{i} u\right)$ is continuous from $L^{1}(\partial \Omega)$ into $L^{1}\left(R^{n-1}\right)$ and is also continuous from $C^{\infty}$ (as) into $C^{\infty}\left(R^{n-1}\right)$, and can be extended to a continuous linear mapping from $D^{\beta}(\partial \Omega)$ onto $D^{\beta}\left(R^{n-1}\right)$ (verified by duality).

We will now define the boundary space $H^{5}(\partial \Omega)$.
Definition 3.44.2. Let $s$ be any nonnegative real number.
Then

$$
H^{s}(\partial \Omega)=\left\{u \in D^{\prime}(\partial \Omega) \mid \phi_{i}^{*}\left(\alpha_{1} u\right) \varepsilon H^{s}\left(R^{n-1}\right), 1 \leq i \leq N\right\}
$$

This algebraic definition is independent of local coordinates $\left\{\left(\theta_{i}, U_{i}\right)\right\}_{i=1}^{N}$ and partition of unity $\left\{\alpha_{i}\right\}_{i=1}^{N} 1^{\circ}$
Let $u, v \varepsilon H^{s}(\partial \Omega)$. If we define

$$
(u, v)_{H^{s}(\partial \Omega)}=\sum_{i=1}^{N}\left(\theta_{i}^{*}\left(\alpha_{i} u\right), \theta_{i}^{*}\left(\alpha_{i} v\right)\right)_{H^{s}\left(R^{n-1}\right)}
$$

and

$$
\|u\|_{H^{s}(\partial \Omega)}=\langle u\rangle{ }_{H^{s}(\partial \Omega)}=\left[\sum_{i=1}^{N}\left\|\phi_{i}^{*}\left(\alpha_{i} u\right)\right\|_{H^{s}\left(R^{n-1}\right)}^{2}\right]^{\frac{1}{2}}
$$

$H^{5}(\partial \Omega)$ becomes a Hilbert space. We will denote the norm on $H^{8}(\partial \Omega)$ by $\langle\cdot\rangle_{s}{ }^{\circ}$ Also, it can be shown that the various norms which depend on $\left\{\theta_{i}, U_{i}, \alpha_{i}\right\}$ are all equivaleat. Convergence in $H^{3}(\partial \Omega)$ means that

$$
u_{\mathrm{n}} \underset{\mathrm{H}^{\mathbf{s}}(\partial \Omega)}{ } \quad \text { us } \mathrm{n} \rightarrow \infty
$$

if and only if for any $1,1 \leq 1 \leq N$,

$$
\theta_{1}^{*}\left(\alpha_{1} u_{n}\right) \quad \overrightarrow{H^{s}\left(R^{n^{-1}}\right)} \phi_{1}^{*}\left(\alpha_{i} u\right) \quad \text { as } n \rightarrow \infty_{0}
$$

$H^{s}(\partial \Omega)$ has the following properties, vexified in Lions and Magenes [18],
(1) $C^{\infty}(\partial \Omega)$ is dense in $H^{3}(\partial \Omega)$, for any nonnegative real number s.
(ii) If $\Omega$ satisfies (3-1), and if $s_{1}, s_{2}$ are real numbers such that $s_{1}>s_{2}>0$ then $H^{s_{1}}(\partial \Omega) \subset H^{s_{2}}(\partial \Omega)$ and the identity injection from $H^{s_{1}}(\partial \Omega)$ into $H^{8 / 2}(\partial \Omega)$ is completely continuous.
3.45. The Trace Theorems

In this section, we will briefly discuss the trace theorems and justify the definition of the trace of a function on the boundary and the function spaces in which they are defined. The methods we will use are more fully discussed in Peetre [26], Schechter [28] and Agmon-Douglis-Nirenberg [2]. For a different approach yielding the same results see Lions and Magenes [18]. Also, for a discussion of the trace of a function on the boundary see Volevich-Paneyakh [33].

The following two theorems which are the basic results for the trace theorems are proved in Peetre [26] and Schechter [28].

Theorem 3.45.1. Let $\Omega$ satisfy (3-1) and $m$ be any positive integer. If $u \in C^{\infty}(\bar{\Omega})$ and $\gamma_{0} u$ denotes the restriction of $u$ to the boundary, $\partial \Omega$, then we have the following inequality. There exists a constant, $K_{m}$, independent of $u$, such that,

$$
\left\langle\gamma_{0}^{u\rangle_{m-\frac{1}{2}}} \leq K_{m}\right||u|_{m}
$$

Thus, since $C^{\infty}(\bar{\Omega})$ is dense in $H^{m}(\Omega)$, and $C^{\infty}(\partial \Omega)$ is dense in $H^{2}(\partial \Omega)$, the mapping

$$
\left(u \rightarrow \gamma_{0} u\right): C^{\infty}(\bar{\Omega}) \rightarrow C^{\infty}(\partial \Omega)
$$

can be extended by continuity to a continuous Innear mapping which we denote by $\gamma_{0}$ such that,

$$
\left(u \rightarrow \gamma_{0} u\right): H^{m}(\Omega) \rightarrow H^{m-\frac{1}{2}}(\partial \Omega)
$$

This means that the trace of an element $u \in H^{m}(\Omega)$, denoted by $\gamma_{0} u_{\text {, }}$ can be considered as an element in $H^{m-\frac{1}{2}}(\partial \Omega)$. Conversely, for any $v^{0} H^{m-\frac{1}{2}}(\partial \Omega)$, there exists a $u H^{m}(\Omega)$ such that $v=\gamma_{0} u_{\text {, or }} v$ is the trace of $u$ in $H^{m-\frac{1}{2}}(\partial \Omega)$.

Remark 3.45.1. Another way to look at the trace of an element is as follows: if $u \in H^{m}(\Omega)$, then for any sequence $u_{n} \varepsilon C^{\infty}(\bar{\Omega})$, such that

$$
\mathrm{u}_{\mathrm{n}} \underset{\mathrm{H}^{\mathrm{m}}(\Omega)}{ } \mathrm{u} \quad \text { as } \mathrm{n}+\infty
$$

and if $\gamma_{0} u_{n}$ is the restriction of $u_{n}$ to the boundary, $\partial \Omega$, then

$$
\gamma_{0} u_{n} \underset{H}{-\overrightarrow{1}_{2}^{2}(\partial \Omega)} \quad \text { as } n \rightarrow \infty
$$

where $v$, denoted by $\gamma_{0} u$, is the trace of $u$ in $H^{m-\frac{1}{2}}(\partial \Omega)$.
We have just defined what we mean by the trace, $\gamma_{0} u_{s}$ of an element $u \varepsilon H^{m}(\Omega)$. Now we will consider the distributional derivative, $D^{\alpha} u$, and define what we mean by the trace of this function on the boundary.

Theorem 3.45.2. Let $\Omega$ satisfy (3-1) and m be any positive integer. If $u \in C^{\infty}(\bar{\Omega})$, and $D^{a} u$ is the distributional derivative of $u$ of order $|\alpha|=\alpha$ $k \leq m-1$ and $\gamma_{0}\left(D^{\alpha} u\right)$ denotes the restriction of $D^{\alpha} u$ to the boundary, $\partial \Omega$, then we have the following inequality. There exists a constant, $K_{m}$, independent of $u$, such that

$$
\left.\left\langle\gamma_{0}\left(D^{\alpha} u\right)\right\rangle_{m-k-\frac{1}{2}} \sum_{m}| | u \right\rvert\, \|_{m^{*}}
$$

Thus, since $C^{\infty}(\bar{\Omega})$ is dense in $H^{m}(\Omega)$ and $C^{\infty}(\partial \Omega)$ is dense in $H^{m-k-\frac{1}{2}}(\partial \Omega)$, the
mapping

$$
\left(u \rightarrow \gamma_{0}\left(D^{\alpha} u\right)\right): \quad C^{\infty}(\bar{\Omega}) \rightarrow C^{\infty}(\partial \Omega)
$$

can be extended by continuity to a continuous linear mapping which we denote by $\gamma_{0} D^{\alpha}$ such that

$$
\left(u \rightarrow \gamma_{0}\left(D^{\alpha} u\right)\right): H^{m}(\Omega) \rightarrow H^{m-k-\frac{1}{2}}(\partial \Omega) .
$$

This means that if $u \in H^{m}(\Omega)$, since $D^{\alpha} u \varepsilon H^{m-k}(\Omega)$, then the trace, $\gamma_{0}\left(D^{\alpha} u\right)$, of $D^{\alpha} u$ can be considered as an element in $H^{m-k-\frac{1}{2}}(\partial \Omega)$. Conversely, for any $m-k-1$ $v \varepsilon H \quad \frac{1}{2}(\partial \Omega)$, there exists a $u \varepsilon H^{m}(\Omega)$ such that $v=\gamma_{0}\left(D^{\alpha} u\right)$, or $v$ is the trace of $D^{\alpha} u$ in $H^{m-k-\frac{1}{2}}(\partial \Omega)$.

Remark 3.45.2. As in remark 3.45 .1 , we can consider the trace of $D^{\alpha} u$ in the following way: if $u \in H^{m}(\Omega)$, then for any sequence $u_{n} \varepsilon C^{\infty}(\bar{\Omega})$ such that

$$
{ }_{\mathrm{n}}^{\mathrm{u}_{\mathrm{H}}} \underset{\mathrm{H}^{\mathrm{m}}(\Omega)}{ } \mathrm{u} \quad \text { as } \mathrm{n} \rightarrow \infty
$$

and if $\gamma_{0}\left(D^{\alpha} u_{n}\right)$ is the restriction of $D^{\alpha_{n}} u_{n}$ to the boundary, $\partial \Omega$, then

$$
\gamma_{0}\left(D^{\alpha} u_{n}\right)_{H^{m-k-1}}^{\frac{1}{2}(\partial \Omega)} \quad \text { as } n \rightarrow \infty
$$

where $v$, denoted by $\gamma_{0}\left(D^{\alpha} u\right)$, is the trace of $D^{\alpha} u$ in $H^{m-k-\frac{1}{2}}(\partial \Omega)$.
In studying the Dirichlet problem we need to consider the normal derivatives to the boundary, $\left(\frac{\partial}{\partial n}\right)^{j}, 0 \leq j \leq m-1$, where $n$ is the normal to the boundary, interior to the surface. The following result by Lions and Magenes [18] shows how we define $\left(\frac{\partial}{\partial n}\right)^{j}$.

Theorem 3.45.3. Let $\Omega$ satisfy (3-1) and m be any positive integer.

Then the mapping

$$
\left(u \rightarrow\left\{\left(\frac{\partial}{\partial n}\right)^{0} u,\left(\frac{\partial}{\partial n}\right) u_{,} \ldots,\left(\frac{\partial}{\partial n}\right)^{m-1} u\right\}\right): \quad c^{\infty}(\bar{\Omega}) \rightarrow\left[C^{\infty}(\partial \Omega)\right]^{m}
$$

can be extended by continuity to a continuous linear mapping denoted by

$$
\left(u \rightarrow\left\{\left(\frac{\partial}{\partial n}\right)^{o} u,\left(\frac{\partial}{\partial n}\right) u, \ldots,\left(\frac{\partial}{\partial n}\right)^{m-1} u\right\}\right): H^{2 m}(\Omega) \rightarrow \prod_{j=0}^{m-1} H^{2 m-j-\frac{1}{2}(\partial \Omega)} .
$$

Conversely, there exists a continuous linear mapping denoted by

$$
\left(\left\{v_{0}, v_{1}, \ldots, v_{m-1}\right\} \rightarrow u\right): \prod_{j=0}^{m-1} H^{2 m-j-\frac{1}{2}(\partial \Omega)} \rightarrow H^{2 m}(\Omega)
$$

such that for any set of functions, $\left\{v_{j}\right\}_{j=0}^{m-1}$, where $v_{j} \varepsilon H^{2 m-j-\frac{1}{2}(\partial \Omega) \text {, there }}$ exists a $u \in H^{2 m}(\Omega)$, such that $\left(\frac{\partial}{\partial n}\right)^{j_{u}}=v_{j}, \quad 0 \leq j \leq m-1$.

Remark 3.45.3. If $u \varepsilon H^{2 m}(\Omega)$, and for any sequence $u_{n} \varepsilon C^{\infty}(\bar{\Omega})$, such that

$$
u_{n} H^{2 \vec{m}(\Omega)} \quad u \quad \text { as } n \rightarrow \infty
$$

where $\left(\frac{\partial}{\partial n}\right)^{j} u_{n} \varepsilon C^{\infty}(\partial \Omega)$ is the $j^{\text {th }}$ - normal derivative at the boundary, $\partial \Omega$, then

$$
\left(\frac{\partial}{\partial n}\right)^{j} u_{n} H^{2 m-j-\frac{1}{2}(\partial \Omega)} \quad v \quad \text { as } n \rightarrow \infty ;
$$

and if $v$ is denoted by $\left(\frac{\partial}{\partial n}\right)^{j_{u}}$, then the $j^{\text {th }}$ - nommal derivative is considered as an element of the boundary space $H^{2 m-j-\frac{1}{2}(\partial \Omega)}$.

Now let us consider, for uع $\mathrm{C}^{\infty}(\bar{\Omega})$, the linear formal partial
differential boundary operator

$$
B_{j}(x, D) u(x)=\sum_{|h| \leq m_{j}} b_{j h}(x) \gamma_{0}\left(D^{h} u(x)\right) \quad x \in \partial \Omega, \quad 0 \leq j \leq m-1
$$

where $h \varepsilon \mathcal{E}^{n}$ with nonnegative integer components, $b_{j h}(x) \varepsilon C^{\infty}(\partial \Omega), m_{j}$ is the order of $B_{j}, m_{j} \leq 2 m-1$ and $\gamma_{o}\left(D^{h} u\right)$ is the restriction of $D^{h} u$ on $\partial \Omega$. Unless otherwise stated the boundary operator, $B_{j}(x, D) u_{\text {, }}$ will be denoted by $B_{j} u_{\text {o }}$ We have the following theorem due to Gerd Grebb [12], which will explain what is meant by the trace of $B_{j} u$ on the boundary, $\partial \Omega$.

Theorem 3.45.4. Let $\Omega$ satisfy (3-1), u\&C $C^{\infty}(\bar{\Omega}), m$ any positive integer and $B_{j} u$ defined above. Then there exists a constant, $K_{m}$, independent of $u$ such that

$$
\left\langle\mathrm{B}_{\mathrm{j}} \mathrm{u}>_{2 \mathrm{~m}-\mathrm{m}_{j}-\frac{1}{2}} \leq \mathrm{K}_{\mathrm{m}}\right||\mathrm{u}|_{2 \mathrm{~m}} .
$$

Hence, the mapping

$$
\left(u \rightarrow B_{j} u\right): C^{\infty}(\bar{\Omega}) \rightarrow C^{\infty}(\partial \Omega)
$$

can be extended by continuity to a continuous linear mapping denoted by $B_{j}$, such that

$$
\left(u \rightarrow B_{j} u\right): H^{2 m}(\Omega) \rightarrow H^{2 m-m_{j}-\frac{1}{2}(\partial \Omega)}
$$

Remark 3.45.4. Another equivalent way to look at the trace of $B_{j} u$ on $\partial \Omega$ is the following: Let $u \varepsilon H^{2 m}(\Omega)$. If $u_{n} \varepsilon C^{\infty}(\bar{\Omega})$, such that

$$
u_{n}{ }_{H^{2}} \vec{m}_{(\Omega)} u \quad \text { as } n \rightarrow \infty
$$

and since $B_{j} u_{n} \in C^{\infty}(\partial \Omega)$, then

$$
B_{j} u_{n} H^{2 m-m_{j}} \overrightarrow{-\frac{1}{2}}(\partial \Omega)^{v_{j}} \quad \text { as } n \rightarrow \infty
$$

Where $v_{j}$ is denoted by $B_{j} u$ and is in $H \quad \begin{aligned} & \\ & \end{aligned}$ $B_{j} u$, of $u$ can be considered as an element of $H^{2 m-m_{j}-\frac{1}{2}}(\partial \Omega)$.

We have shown that for $u \varepsilon H^{2 m}(\Omega), B_{j} u(0 \leq j \leq m-1)$ can be considered
 ary conditions: for $\mathrm{u}_{\mathrm{H}}{ }^{2 \mathrm{~m}}(\Omega)$,

$$
\begin{equation*}
\mathrm{B}_{\mathrm{j}} \mathrm{u}=0 \quad \text { on } \partial \Omega(0 \leq j \leq m-1) \tag{3-3}
\end{equation*}
$$

The following result will explain it's meaning,
Theorem 3.45.5. Let $\Omega$ satisfy (3-1), u\&C $C^{\infty}(\bar{\Omega})$ and $B_{j}$ be the linear boundary operator defined above. For the mapping

$$
\mathrm{B}_{\mathrm{j}}: \mathrm{C}^{\infty}(\bar{\Omega}) 3 \mathrm{u} \rightarrow 0 \varepsilon \mathrm{C}^{\infty}(\partial \Omega)
$$

the extension is a continuous linear map denoted by

$$
B_{j}: H^{2 m}(\Omega) 3 u \rightarrow 0 \varepsilon H^{2 m-m_{j}-\frac{1}{2}(\partial \Omega)}
$$

This shows that for $u \in H^{2 m}(\Omega)$, the boundary condition (3-3) means that $B_{j} u$ is the zero element in $H^{2 m-m}{ }_{j}-\frac{1}{2}(\partial \Omega)$, which we will denote by

$$
\left\langle\mathrm{B}_{j} \mathrm{u}\right\rangle_{2 m-m}^{j-\frac{1}{2}} 1=0 \quad(0 \leq j \leq m-1)
$$

Note that the kernel of the map $B_{j}$ is defined as

$$
\operatorname{Ker} B_{j}=\left\{u \varepsilon H^{2 m}(\Omega)\left|<B_{j} u\right\rangle_{2 m-m_{j}-\frac{1}{2}}=0\right\}
$$

Remark 3.45.5. We restrict our discussion to the Dirichlet problem, defined by: for any $u \in C^{\infty}(\bar{\Omega})$, and any meas

$$
\left(\frac{\partial}{\partial n}\right)^{j} u(x)=0
$$

$$
(0 \leq j \leq m-1) .
$$

From the results above we see the generalized Dirichlet boundary conditions have the following form: for any $j(0 \leq j \leq m-1)$, the linear mapping

$$
\left(\frac{\partial}{\partial n}\right)^{j}: \quad C^{\infty}(\bar{\Omega}) 3 u \rightarrow 0 \varepsilon C^{\infty}(\partial \Omega)
$$

has an extension which we denote by $\left(\frac{\partial}{\partial n}\right)^{j}$, such that

$$
\left(\frac{\partial}{\partial n}\right)^{j}: \quad H^{2 m}(\Omega) 3 u \rightarrow 0 \varepsilon H^{2 m-j-\frac{1}{2}}(\partial \Omega) .
$$

Thus the generalized Dirichlet problem can be written

$$
\left.<\left(\frac{\partial}{\partial n}\right)^{j}\right\rangle_{2 m-j-\frac{1}{2}}=0
$$

where $\left(\frac{\partial}{\partial n}\right)^{j} u$ is the zero element in $H^{2 m-j-\frac{1}{2}(\partial \Omega) . ~ N o t e ~ t h e ~ K e r n e l ~ o f ~ t h e ~ m a p ~}$ $\left(u \rightarrow\left\{\left(\frac{\partial}{\partial n}\right)^{0} u_{, \ldots}\left(\frac{\partial}{\partial n}\right)^{m-1} u\right\}\right): H^{2 m}(\Omega) 3 u \rightarrow(0, \ldots, 0) \varepsilon \prod_{j=0}^{m-1} H^{2 m-j-\frac{1}{2}(\partial \Omega)}$
is defined by
$\operatorname{Ker}\left\{\left(\frac{\partial}{\partial n}\right)^{0}, \ldots,\left(\frac{\partial}{\partial n}\right)^{m-1}\right\}=\left\{u \varepsilon H^{2 m}(\Omega) \left\lvert\,<\left(\frac{\partial}{\partial n}\right)^{j} u>=0\right.,0 \leq j \leq m-1\right\}=H^{2 m}(\Omega) \cap H_{0}^{m}(\Omega)$.

This follows directly from a theorem found in Lions and Magenes [18] which characterizes $H_{0}^{m}(\Omega)$;

$$
H_{0}^{m}(\Omega)=\left\{u \varepsilon H^{m}(\Omega) \left\lvert\,<\left(\frac{\partial}{\partial n}\right)^{j}{ }_{u}>=\sum_{2 m-j-\frac{1}{2}}=0\right.,0 \leq j \leq m-1\right\}
$$

3.46. The Spaces $H_{B}^{2 m}(\Omega), H_{B}^{\mathrm{m}}(\Omega)$

In our study of the stability problem for the abstract operator

$$
\frac{d u(t)}{d t}+A u(t)=f(u)
$$

we need to define explicitly the domain of the operator $A$, so that it satisfies the conditions o being dense in the base Hilbert space, $H$, and it can be utilized in solving the partial differential equation

$$
\frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=f(u)
$$

In this section, we will define the spaces $H_{B}^{2 m}(\Omega)$ and $H_{B}^{m}(\Omega)$ which are vital to the definition of $D(A)$.

First, we must define the function spaces $C_{B}^{2 m}(\Omega)$ and $C_{B}^{\infty}(\Omega)$, where $B=\left\{B_{j}\right\}_{j=0}^{m-1}$ is the system of boundary operators defined in 3.45. Let $\Omega$ satisfy (3-1)。

$$
\begin{array}{ll}
C_{B}^{2 m}(\Omega)=\left\{\operatorname{uec}^{2 m}(\bar{\Omega}) \mid B_{j}(x, D) u=0\right. & \text { on } \partial \Omega,(0 \leq j \leq m-1)\} \\
C_{B}^{\infty}(\Omega)=\left\{u \in C^{\infty}(\bar{\Omega}) \mid B_{j}(x, D) u=0\right. & \text { on } \partial \Omega,(0 \leq j \leq m-1)\}
\end{array}
$$

The following definitions are equivalent:

$$
\begin{aligned}
& \text { (i) } H_{B}^{2 m}(\Omega)=\left\{u \in H^{2 m}(\Omega) \left\lvert\,<B_{j} u>{ }_{2 m-m_{j}-\frac{1}{2}}=0 \quad(0 \leq j \leq m-1)\right.\right\} ; \\
& \text { (ii) } \quad H_{B}^{2 m}(\Omega)=\operatorname{Ker}\left\{B_{0}, B_{1}, \ldots, B_{m-1}\right\}
\end{aligned}
$$

where
$\left\{B_{0}, B_{1}, \ldots, B_{m-1}\right\}: \quad H^{2 m}(\Omega) \rightarrow \prod_{j=0}^{m-1} H^{2 m-m_{j}-\frac{1}{2}(\partial \Omega) ;}$
(111) $H_{B}^{2 m}(\Omega)$ completion of $C_{B}^{\infty}(\Omega)$ in the $H^{2 m}$ - norm.

If we plece restrictiona on $\left(A\left(x_{,} D\right),\left\{B_{j}\right\}, \Omega\right)$ of $A(x, D)$ being properly fliptic' and $\left\{B_{j}\right\}$ being "normal system" and satisfying the complem mentary condition' found in section ( $5-21$ ), then (ili) is equivalent to (iv) below,
(iv) $H_{B}^{2 m}(\Omega)=$ completion of $C_{B}^{2 m}(\Omega)$ in the $H^{2 m}$ - norm.

Note that Lions and Magenes [18], use definitions (i), (ii), and (iii) and Agmon [1], Schechter [28] and Friedman [11] uses definition (iv). The equivilence of (i), (ii), and (iii) follows directly from the definition of $B_{j}$, theorem 3.45.4. and remarks 3.45 .4 and 3.45 .5 . The proof of the equivalence of (iii) and (iv) is left to the Appendix.

We will now define $H_{B}^{m}(\Omega)$, as the completion of $C_{B}^{\infty}(\Omega)$ in the $H^{m}-$ norm.

Remark 3.46.1. From [18] we can characterize the spaces $H_{B}^{m}(\Omega)$ with the following equivalent definition,

$$
H_{B}^{m}(\Omega)=\left\{u \in H^{m}(\Omega)\left|<B_{j} u\right\rangle_{m-m_{j} \frac{-1}{2}}=0 \text {, for all } B_{j} \text { such that } m_{j}<m\right\}
$$

where $\left\{B_{j}\right\}_{j=0}^{m-1}$ is the system of boundaxy operators defined in section 3.45 . Remark 3.46.2. If we restrict $\left\{B_{j}\right\}_{j=0}^{m-1}$ to be the Dirichlet boundary operators,

$$
B_{j}=\left(\frac{\partial}{\partial n}\right)^{j} \quad(0 \leq j \leq m-1)
$$

then we have the definition for the space $H_{B}^{2 m}(\Omega)$, which con be found in Friedman [11], and Dunford-Schwartz [9],

$$
\begin{aligned}
H_{B}^{2 m}(\Omega) & =\left\{u \varepsilon H^{2 m}(\Omega) \left\lvert\,<\left(\frac{\partial}{\partial n}\right)^{j}>{ }_{2 m-j-\frac{1}{2}}=0 \quad(0 \leq j \leq m-1)\right.\right\} \\
& =H^{2 m}(\Omega) n H_{0}^{m}(\Omega)
\end{aligned}
$$

and the space $H_{B}^{m}(\Omega)$, since the order of $B_{j}$ is $m_{j}=j<m$ for every $j, 0 \leq j \leq m m$,

$$
\begin{aligned}
H_{B}^{m}(\Omega) & =\left\{u \varepsilon H^{m}(\Omega)\left|<\left(\frac{\partial}{\partial n}\right)^{j_{u}}\right\rangle_{m-j-\frac{1}{2}}=0, \quad(0 \leq j \leq m-1)\right\} \\
& =H_{0}^{m}(\Omega)
\end{aligned}
$$

### 4.0. STABILITY THEORY FOR OPERATOR

dIFFERENTIAL EQUATIONS IN A REAL HILBERT SPACE

It was shown in Chapter 2 that certain linear partial differential equations can be placed in the form of an operator differential equation, see (4-1) below, and the problem of the existence, uniqueness and stability of the solution to the partial differential equation can be solved by considering the related stability problem for the operator equation (4-1). In this chapter we will consider the stability problem for the operator differential equation, where $A$ is, in general, an unbounded linear or nonlinear operator with domain and range both contained in the real Hilbert space, $H$.

### 4.1. Stability Theory of Linear Differential <br> Equations in a Real Hilbert Space

In this section we will be concerned with the existence, uniqueness and stability of a solution to the operator differential equation

$$
\begin{equation*}
\frac{d u(t)}{d t}+A u(t)=0 \quad(t \geq 0) \tag{4-1}
\end{equation*}
$$

where $A$ is, in general, an unbounded linear operator with domain, $D(A)$, and range, $R(A)$, both contained in a real Hilbert space $H$, and the unknown function, $u(t)$, is a vector valued function defined on $[0, \infty)$ to $H$.

We note that $A$ can be considered as the extension of a linear partial differential operator.

We desire to study the stability of solution of (4-1) without actually finding the solution. This can be done by considering the properties of a semi-group, because if $A$ is the infinitesimal generator of
the semi-group $\left\{T_{t} \mid t \geq 0\right\}$ of bounded linear operators on a Hilbert space $H$, then a solution to (4-1) with the inftial value $u\left(t_{0}\right)=u_{0} \varepsilon D(A)$ is given by $u\left(t ; u_{0}, t_{0}\right)=T_{t} u_{0}$ for all $t \geq t_{0}$, with $u\left(t_{0} ; u_{0}, t_{0}\right)=u_{0}$. Hence, it suffices to impose conditions on the operator A so that it will be the infinitesimal generator of a semi-group, which will ensure the existence of a solution. Then, the stability of this solution can be established from the semigroup properties. This has been done by Pao [23] and Buis [7], where a more complete discussion is given. We will state some basic definitions and some results.

Definition 4.1.1. A solution, $u(t)$, of the equation (4-1) with initial condition $u(0)=u_{0} \varepsilon D(A)$ means:
(i) $u(t)$ is uniformly continuous in $t$, for all $t \geq 0$, with $u(0)=u_{0} ;$
(ii) $u(t) \varepsilon D(A)$, for all $t \geq 0$, and $A u(t)$ is continuous in $t$ for all $\mathrm{t} \geq 0$;
(iii) The derivative of $u(t)$ exists (in the strong topology), for every $t \geq 0$, and equals ( -A$) \mathrm{u}(\mathrm{t})$.

Definition 4.1.2. An equilibrium solution of (4-1), denoted by $u(t)=u_{e}$ is a solution $u(t)$ of (4-1) such that

$$
\|u(t)-u(o)\|_{H}=0 \quad \text { for all } t \geq 0
$$

Definition 4.1.3. An equilibrium solution $u_{e}$ of (4-1) is said to be stable (with respect to initial perturbations) if given any $\varepsilon>0$, there exists a $\delta>0$, such that

$$
\left\|u_{0}-u_{e}\right\|_{H}^{<\delta} \quad \text { implies }\left\|u(t)-u_{e}\right\|_{H}<\varepsilon \quad \text { for all } t \geq 0
$$

$u_{e}$ is said to be asymptotically stable if
(i) it is stable; and
(ii) $\lim _{t}\left\|_{\infty} u(t)-u_{e}\right\|_{H}=0$,
where $u(t)$ is any solution of (4-1) with $u(0)=u_{0} \in D(A)$.
In this definition, stability and asymptotic stability are taken with respect to the $H$ - norm. It is clear from the above definition that if $0 \varepsilon D(A)$, then $u \equiv 0$, the null solution, is an equilibrium solution of (4-1). Since the domain of the operator A contains the zero vector, it follows that the study of the stability problem of an equilibrium solution to the linear equation is equivalent to the study of the stability properties of the null solution. We should note that the theory is not limited to equilibrium solutions, but is also valid by starting from any initial element, $u_{0} \varepsilon D(A)$, with solution $u\left(t ; u_{0}, t_{o}\right)$ which is not an equilibrium solution (such as a periodic solution or any unperturbed solution).

We are also interested in the region of stability.
Definition 4.1.4. Let $u(t)$ be a solution to (4-1) with $u(0)=u_{0}$. A subset $D$ of $H$ is said to be a stability region of the equilibrium solution $u_{e}$ if for any $\varepsilon>0$, there exists a $\delta>0$ such that $u \in D$ and $\left\|u-u_{e}\right\|<\delta$ imply $\left\|u(t)-u_{e}\right\|_{H}<\varepsilon$, for all $t \geq 0$.

As can be seen from theorem 3.3.3, to ensure stability it is required that $A$ be dissipative with respect to the inner product of the space H. However, Buis in [7] proved that if A is dissipative with respect to any inner product equivalent to the one defined on $H_{2}$ then $A$ is the infinitesimal generator of a contraction semi-group and stability is ensured by the equivalence of the norms and the properties of semi-groups. The following theorem found in Buis [7] gives N.A.S.C. to ensure that two
inner products are equivalent.
Theorem 4.1.1. Let $\left.H_{1}=\left(H_{,}(0,0)\right)_{1}\right)$ be a real Hilbert space. An inner product $(a,)_{2}$ defined on the linear space $H$ is equivalent to the inner product (.,.) 1 if and only if there exists a symmetric, bounded, positive definite, linear operator $\mathrm{S} \varepsilon \mathrm{L}\left(\mathrm{H}_{1}, \mathrm{H}_{1}\right)$ such that

$$
(u, w)_{2}=(u, s w)_{1} \quad \text { for all } u, w \in H
$$

We will now define Lyapunov functionals which are used extensively in the study of stability theory, as we saw in Chapter 2. These definitions are found in Pao [23] and Buis [7].

Definition 4.1.5. A Lyapunov functional on a real Hilbert space $H$ is defined through the symmetric bilinear form

$$
V(u, w)=(u, S w)_{1}=(w, S u)_{1} \quad \text { for all } u, w \in H_{1}
$$

where $\mathrm{S}_{\varepsilon L}\left(\mathrm{H}_{1}, \mathrm{H}_{1}\right)$ is a symmetric (self-adjoint), bounded, positive definite, linear operator. The Lyapunov functional is defined by

$$
v(u)=V(u, u) \quad \text { for all } u \in H_{1} .
$$

It follows from the above definition and theorem 4.1.1 that $V(u, w)$ defines an inner product equivalent to $(0,0)_{1}$, the inner product defined on $H_{1}$. We now have the following result due to Pao [23] and Buis [7] which gives sufficient conditions on A to ensure the existence and stability of the null solution of (4-1). The notation has been changed to fit into the context of this discussion.

Theorem 4.1.2. Let $A$ be a linear opezator with domain $D(A)$ dense in $H_{1}$, range $R(A)$ in $H_{1}$ and $R(I-(-A))$ man $H_{1}$. Then the null solution of (4-1) is asymptotically stable if there exists a Lyapunov functional,
$v(u)$, such that, for some $\beta>0$,

$$
\dot{v}(u)=2 V\left(u,(-A) u l \leq-\beta\|u\|_{H_{1}}^{2} \quad \text { for all } u \in D(A)\right.
$$

(where $\beta$ is the dissipativity constant).
Remark 4.1.1. From this theorem, we can see that in order to study the stability problem for ( $4-1$ ), it is not necessary to construct the solution to the differential equation, but it suffices to construct a Lyapunov functional satisfying the conditions of theorem 4.1.2, which is the same as finding an inner product equivalent to the one defined on the Hilbert space $H$, with respect to which the linear operator -A is strictly dissipative, that is, since $V(u, w)=(u, w)_{2}$, we need only show that $A$ satisfies, in addition to the hypothesis of theorem 4.1.2,

$$
(u,(-A) u)_{2} \leq-\beta \|\left. u\right|_{2} ^{2}, \quad \text { for all } u \varepsilon H
$$

### 4.2. Stability Theory of Nonlinear

Differential Equations in a Real Hilbert Space

We also discuss the nonlinear differential equation

$$
\begin{equation*}
\frac{d u(t)}{d t}+A u(t)=f(u) \tag{4-2}
\end{equation*}
$$

where $A$ is closed, Inear, unbounded operator with domain and range in a real Hilbert space $H$, and $f$ is, in general, a nonlinear aperator defined on all of $H$ into $H$. In order to discuss this nonlinear operator equation, we need the following basic definitions of nonlinear semi-groups and infinitesimal generator of a nonlinear contraction semi-group. These concepts are discussed in Pao [23].

Definition 4.2.1. Let $H$ be a real Hilbert space. The family $\left\{T_{t} \mid t \geq 0\right\}$ is called a continuous semi-group of nonlinear contraction operators on $H$ or simply (nonlinear) contraction semi-group on $H$ if the following conditions hold:
(i) for any fixed $t \geq 0, T_{t}$ is a continuous (nonlinear) operator defined on H into H ;
(ii) for any fixed $u_{0} \varepsilon H_{s} T_{t} u_{0}$ is strongly continuous in $t$;
(iii) $T_{s} T_{t}=T_{s+t}$ for $s, t \geq 0$ and $T_{0}=I$ (the identity operator);
(iv) $\left|\left|T_{t} u-T_{t} v\right|\right| \leq||u-v||$ for all $u$, $v \in H$, and all $t \geq 0$.

If (iv) is replaced by,

$$
\text { (iv) } \quad\left|\mid T_{t} u-T_{t} v\left\|\leq e^{-\beta t}\right\| u-v \|(\beta>0) \text { for all } u, v \in H\right. \text {, and all }
$$ $t \geq 0$;

then $\left\{T_{t} \mid t \geq 0\right\}$ is called a (nonlinear) negative contraction semi-group on $H$.
Definition 4.2.2. The infinitesimal generator, $A$, of the
nonlinear semi-group $\left\{T_{\mid} \mid t \geq 0\right\}$ is defined by

$$
A u=w-\lim _{h+0} \frac{T_{h} u-u}{h}
$$

for all ueH, such that the limit on the right side exists on the sense of weak convergence.

Definition 4.2.3. An operator (nonlinear) A with domain, D(A), and range, $R(A)$, both contained in a real Hilbert space $H$ is said to be dissipative with respect to the inner product on $H$, if

$$
(A u-A v, u-v)_{H} \leq 0 \quad \text { for all } u, v \in D(A)
$$

and $A$ is strictly dissipative with respect to the inner product on $H$ $u, v \in D(A)$, such that

$$
(A u-A v, u-v)_{H} \leq-B(u-v, u-v)_{H} \quad \text { for all } u, v \in D(A) .
$$

Note that when A is linear theme conditions coincide with the usual definitions of dissipativity (see definition 3.2.3).

Definition 4.2.4. $u(t)$ is said to be a solution of (4-2)
if it satisfies the following conditions:
(i) For each $u(0) \in D(A), u(t) \in D(A)$ for all $t \geq 0$;
(ii) $u(t)$ is uniformly Lipschitz continuous in $t$;
(1ii) the weak derivative of $u(t)$ exists for $a 11 t \geq 0$ and equals (-A)u(t) $+f(u(t))$;
(iv) the strong derivative, $\frac{d u(t)}{d t}=(-A) u(t)+f(u(t))$, exists and is strongly continuous except at a countable number of values $t$.

Definition 4.2.5. An equilibrium solution of (4-2) is an element, $u_{e} \varepsilon D(A)$, satisfying (4-2) (in the weak topology) such that for any solution $u(t)$ of (4-2) with $u(0)=u_{e}$

$$
\left\|u(t)-u_{e}\right\|_{H}=0 \quad \text { for all } t \geq 0
$$

By considering the operator $A_{1}=-A+f$ we obtain the following nonlinear operator differential equation

$$
\begin{equation*}
\frac{d u(t)}{d t}=A_{1} u(t) \tag{4-3}
\end{equation*}
$$

with the nonlinear operator $A_{1}$ having both domain and range in the real Hilbert space $H$. As in section 4.1 , we need to find conditions on $A_{1}$ which will ensure that $A_{1}$ is the infinitesimal generator of a nonlinear semigroup, which in turn ensures the existence of a solution to (4-3). The stability of the solution can be established from the properties of the nonlinear semi-group.

We have the following result by Pao [23].
Theorem 4.2.2. Let $A_{1}$ be a monlinear operator with domain and range both contained in a real Hilbert space $H_{1}=(H,(, \ldots))_{1}$ ) such that $R\left(I-A_{1}\right)=H$. Then $A_{1}$ is the infinitesimal generator of a nonlinear contraction (negative contraction) semi-group $\left\{T_{t} \mid t \geq 0\right\}$ if and only if any one of the following is true
(i) The Lyapunov functional $v(u)=(u, u)_{2}$, where $(., .)_{2}$ is an inner product equivalent to (.,..) ${ }_{1}$, satisfies

$$
\dot{v}(u-w)=2\left(A_{1} u-A_{1} w, u-w\right)_{2} \leq 0\left(\dot{v}(u-w)=2\left(A_{1} u-A_{1} w, u-w\right)_{2} \leq-B\right.
$$

$\left.\|u-w\|_{2}^{2}\right)$
for any $u_{,} w \in D\left(A_{1}\right)$, and $\beta>0$.
(ii) A is dissipative (strictly dissipative) with respect to $(0,0)_{2}$ which is any inner product equivalent to $(0,0)_{1}$.

In this work, we will consider the case where $A_{1}=-A+f$ where -A is the infinitesimal generator of a linear contraction semi-group and satisfies the conditions of section 4.1. Conditions must be placed on the nonlinear function $f(u)$ so theorem 4.2 .1 can be applied to the operator $A+f$, and ensure the existence, aniqueness and stability, or asymptotic stability of a solution to (4-2). Pao showed in [23] that if $f$ satisfies (4-4) below, and A satisfies the hypothesis of theorem 4.1 .2 then there exists solution to ( $4-2$ ) which is stable, or asymptotically stable if $\beta>0$, where $\beta$ is the constant in theorem 4.1.2.
f maps all of $L^{2}(\Omega)$ into $L^{2}(\Omega)$, where $f$ is continuous from the strong topology of $L^{2}(\Omega)$ to the weak topology of $L^{2}(\Omega)$, and $f$ maps all bounded subsets of $L^{2}(\Omega)$ into bounded sets. Also, there exists a constant $\mathrm{k}<\beta, \mathrm{k}$ can be negative and $\beta$ is the dissipativity constant in (6-7), such that for every $u, v \varepsilon L^{2}(\Omega)$

$$
(f(u)-f(v), u-v)_{o} \leq k\|u-v\|_{o}^{2}
$$

### 5.0. FORMAL PARTIAL DLFFERENTIAL OPERATORS

The linear abstract operator, A, discussed previously in connection with the operational differential equation

$$
\frac{d u(t)}{d t}+A u(t)=f(u) \quad(t \geq 0)
$$

is the extension of a certain concrete partial differential operator, $A(x, D)$, and the functions that this operator, $A$, acts on are in a prescribed function space, $D(A)$, characterized by the boundary conditions which these functions satisfy.

In this chapter, we will define more explicitly what is meant by the concrete partial differential operator and discuss the properties that this operator has. The boundary conditions which characterize the function space, $D(A)$, can themselves be considered as linear partial differential operators. Certain restrictions will be placed on these boundary operators and the significance of these restrictions explained. The function space on which the abstract operator is defined is a key to this result and we will discuss this space and some of its properties.
5.1. Elliptic Formal Partial Differential Operators

We will define what is meant by an elliptic formal partial differential operator, and we will place certain reatrictions on this operator, that of being strongly elliptic or properly elliptic. We will also discuss some properties of this operator which should give
a bettex insight into these restrictions. Before defining an elliptic paxtial differential operator, let us denote the following conven tional notations: $x=\left(x_{1} x_{2} x_{n} x_{n}\right.$ and $\xi\left(\xi_{1} \xi_{2}, \xi_{n}\right)$ are real vectors in $R^{n},|\alpha|=\sum_{i=1}^{n} \alpha_{j}$ where $a=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ with the compow nents being nonnegative integerg: $\left.0^{\alpha}=\left(\frac{\partial}{\partial x_{1}}\right)\left({ }^{\alpha_{1}}\right)^{\partial}\right)^{\alpha_{2}} \cdot\left(\frac{\partial}{\partial x_{n}}\right)^{\alpha_{n}}$ : If $|\alpha|$ * 0 the operator $D^{\alpha}$ denotes the Identity operator; $\xi^{\alpha} \xi_{1}^{\alpha_{1}} \xi_{2}^{\alpha_{2}} \ldots \xi_{n}^{\alpha_{n}}$ is a real number; $a_{\alpha}(x)$ is the function $a_{\alpha_{1} \alpha_{2} \cdots \alpha_{n}}(x)$

Let us first define a formal partial differential operator. Definition 5.1.1. Let the operator

$$
A(x, D)=\sum_{|a| \leq l^{a}} a_{\alpha}(x) D
$$

where $\ell$ is a positive integer and the coefficients, $a_{\alpha}(x)$, are Infinitely differentiable functions defined on an open set $\Omega \in \mathbb{R}^{n}$. (The conditions on $\Omega$ will be made more explicit later, in (5-9). Then $A(X, D)$ is called a formal partial differential operator of order $\ell$. The associated polynomisl

$$
A_{0}\left(x_{,} \xi\right) \sum_{|\alpha|{ }_{\ell}} a_{\alpha}(x) \xi^{\alpha}
$$

is called the characteristic polynomial associated with the principal parts $A_{0}(x, D)$ of $A\left(X_{,}, D\right)$.

We will now define an elipelc formal partial differenclal operscox.

Definition 5,1,2, Let

$$
\begin{equation*}
A(x, D) \quad \sum_{|\alpha| \leq l^{\alpha}} a_{\alpha}(x) D^{\alpha} \tag{5-1}
\end{equation*}
$$

be a formal partial differential operator of order $\ell$, defined in a bounded domain $\Omega \in \mathrm{R}^{\mathrm{n}}, \mathrm{A}\left(\mathrm{x}_{\mathrm{g}} \mathrm{D}\right)$ is said to be elliptic at $\mathrm{x}_{\mathrm{o}} \varepsilon \Omega$, if for every nonzero real vector $\xi$ in $R^{\text {n }}$

$$
\begin{equation*}
A_{0}\left(x_{0} ; \xi\right) \neq 0 \tag{5-2}
\end{equation*}
$$

The following theorem justifies the fact that the order of $A(x, D)$ is even, that $18, \ell=2 m$ for some integer $m$.

Theorem 5.1.1. If $n>2$, of if $a_{\alpha}(x)$ are real for the case $n * 2$, then every elliptic operator is of even order.

Proof. Let $\xi, \xi^{\prime} \in \mathbb{R}^{n}$ be linearly independent. Consider the polynomial, of the complex variable $\tau, A_{0}\left(x, \xi+\tau \xi^{\prime}\right)$. We have

$$
\begin{aligned}
A_{0}\left(x, \xi+\tau \xi^{\eta}\right) & \sum_{|\alpha|}=\ell{ }_{\alpha}(x)\left(\xi+\tau \xi^{\eta}\right) \\
& =\tau^{\ell} A_{0}\left(x_{j} \xi^{\eta}\right)+\tau^{\ell-1} A_{1}\left(x, \xi_{,} \xi^{\eta}\right)+\ldots+A\left(x_{\theta} \xi\right)
\end{aligned}
$$

where the $A_{\ell}$ are polynomials in $\xi \xi^{\prime}$. The equation in $T$

$$
\begin{equation*}
A_{0}(x, \xi+\tau \xi)=0 \tag{5-3}
\end{equation*}
$$

does not admit real roots. Otherwise, if it were zero for some $T_{\text {, }}$ real and nonzero, then this would imply

$$
A_{0}(x, \eta)=0, \text { for some } n \text { real and nonzero }
$$

contradicting the fact that $A\left(x_{0} D\right)$ is elliptic. Note, that if $a_{a}(x)$
is real we now have the result, since the equation above has no real roots, there must be 2 m roots which come in complex conjugate pairs. Therefore, there are $m$ roots with positive imaginary part, and m with negative imaginary part.

Now, equation (5-3) does not admit real roots when $\xi^{\prime}$ is fixed and $\xi$ runs through $J$, where

$$
J=\left\{\xi \varepsilon \mathrm{R}^{\mathrm{n}} \mid \xi \notin \text { line which passes through }\{0\} \text { and } \xi^{\prime}\right\}
$$

Since $A_{0}\left(x, \xi^{i}\right)$ is not zero and does not depend on $\xi_{0}$ then the roots of ( 5 m 3 ) depend continuously on $\xi \in \mathrm{J}$. Also, the number of zeros of $A_{0}\left(x, \xi+\tau \xi^{i}\right)$ is constant, for every $\xi \varepsilon J$. Since $J$ is connected, the number of roots of ( $5-3$ ) with positive imaginary part is constant (say m), for every $\xi \in J$. Similarly, the number of roots with negative imaginary part is constant ( $\ell \sim m$ ), for every $\xi \in J$. The proof of this statement is by contradiction. Assume there exists $\xi_{1} \xi_{2} \varepsilon J$, unequal, such that the number of roots with positive imaginary part of

$$
A_{0}\left(x_{,} \xi_{1}+\tau \xi^{\prime}\right)=0
$$

is not equal to the number of roots with positive imaginary part of

$$
A_{0}\left(x, \xi_{2}+\tau \xi^{i}\right)=0
$$

Since the number of zeros is constant, one of the roots, say $\tau_{1}\left(\xi_{1}\right)$, must change from having positive imaginary part, to one having negam tive imaginary part, say $\tau_{1}\left(\xi_{2}\right)$. But, since the roots depend continuously on $\xi_{0}$ then $\tau_{1}(\xi)$ must pass through a real zero, contradicting
the fact there are no real roots. Hence, the assumption is false and we have proved the statement. Now, whenever $\xi \varepsilon J_{s}$ then $-\xi \in J$, and

$$
A_{0}\left(x,-\xi+\tau \xi^{v}\right)=(-1)^{\ell} A_{0}\left(x, \xi-\tau \xi^{\prime}\right)
$$

Therefore

$$
\begin{aligned}
\ell-m & =\text { the number of roots of } A\left(x_{y}, \xi+\tau \xi^{\prime}\right) \text { with imaginary part }<0 \\
& =\text { the number of roots of } A\left(x, \xi-\tau \xi^{\prime}\right) \text { with imaginary part }<0 \\
& =\text { the number of roots of } A\left(x_{0} \xi+\tau \xi^{\prime}\right) \text { with imaginary part }>0 \\
& =m .
\end{aligned}
$$

The next to last step follows since

$$
A_{0}\left(x, \xi-\tau \xi^{\prime}\right)=\Pi_{i=1}^{m}\left(\tau-\tau_{i}^{+}(\xi)\right) \Pi_{i=m+1}^{\ell}\left(\tau-\tau_{i}^{-}(\xi)\right)
$$

where $\tau_{i}^{-}(\xi)$ are the roots with negative imaginary part, and

$$
\begin{aligned}
A_{0}\left(x, \xi+\tau \xi^{\eta}\right) & =A_{0}\left(x_{g} \xi-(-\tau) \xi^{l}\right)=\Pi_{i=1}^{m}\left(-\tau-\tau_{i}^{+}(\xi)\right) \Pi_{i=m+1}^{\ell}\left(-\tau-\tau_{i}^{\infty}(\xi)\right) \\
& =\prod_{i=1}^{m}\left(\tau+\tau_{i}^{+}(\xi)\right) \Pi_{i=m+1}^{\ell}\left(\tau+\tau_{i}^{-}(\xi)\right)
\end{aligned}
$$

where $\tau_{i}(\xi)$ are now the roots with positive lmaginary part. Hence, we have shown $\ell=2 m$, and the proof is complete.
ged
Remark 5.1.1. This theorem fails for $n$, as can be seen by considering the operator of CauchymRiemann.

$$
\frac{\partial}{\partial x_{1}}+1 \frac{\partial}{\partial x_{2}}
$$

which is elliptic, but of order 1.
Remark 5.1.2. It suffices to assume ellipticity of the operator when we discuss general properties of solutions to the Dirichlet problem. But for $n=2$, when we discuss the theory for more general boundary conditions, the property in the proof of theorem 5.1.1, on the number of roots of ( 5 m 3 ), becomes very important.

We will now formally define this root condition.
Definition 5.1.3. The formal partial differential operator

$$
A(x, D)=\sum_{|\alpha| \leq 2 m} a_{\alpha}(x) D^{\alpha}
$$

is said to be properly elliptic (or satisfies the root condition) if
(i) $A(x, D)$ is elliptic, for all points $x$ in $\Omega$, and
(ii) for every $x \in \bar{\Omega}$, and for every $\xi$, $\xi^{\text { }} \varepsilon \mathbb{R}^{n}$, linearly independent, the polynomials $A_{0}\left(x, \xi+\tau \xi^{\prime}\right)$ of the complex variable $T$ have exactly $m$ roots with positive imaginary part.

Definition 5.1.4. The formal partial differential operator, $A\left(x_{0} D\right)$, of order $2 m$, is strongly elliptic at $x_{0} \varepsilon \Omega$ if for every nonzero vector $\xi \varepsilon \mathrm{R}^{\text {n }}$

$$
(-1)^{m} \operatorname{Re}\left\{A_{0}\left(x_{0}, \xi\right)\right\}=(-1)^{m} \operatorname{Re}\left\{\sum_{|\alpha|=2 m} a_{\alpha}\left(x_{0}\right) \xi^{\alpha}\right\}>0
$$

Definition $5,1,5$. $A\left(\mu_{,} D\right)$ is ald to be strongly elliptic (elliptic) in $\Omega$, if $A(x, D)$ is strongly elliptic (elliptic) for all $x$ in $\Omega$ 。

Remark 5.1.3. If we define $\Delta=\sum_{i=1}^{n}\left(\frac{\partial}{\partial x_{i}}\right)^{2}$, then $-\Delta$ ie a strongly elliptic operator. Also, $(\infty 1)^{k} \Delta^{k}$ are strongly elliptic operators, for every inceger $k \geq 1$ 。

We will now see how these properties of ellipticity, proper ellipticity and strong ellipticity are related.

Theorem 5.1.2. Let $A(x, D)$ be a formal partial differential operator.
(i) If $A\left(x_{0} D\right)$ is strongly elliptic then $A\left(x_{8} D\right)$ is properly elliptic.
(ii) If $n \geq 3$, or if $n=2$ and the coefficients, $a_{\alpha}(x)$, are real, then $A\left(x_{g} D\right)$ is elliptic if and only if $A(x, D)$ is properly elliptic.

Proof, The proof of (i) follows the proof of theorem 5.1.1. (1i) is also a direct consequence of theorem $5.1,1$, since if $n \geq 3$, or if $n=2$ with real coefficients, then any elliptic operator is shown to satisfy the root condition.

Remark 5.1.4. The example seen in remark 5.1.1, shows that there exists elliptic operators which are not properly elliptic. Also, Schechter in [28] showed that if we let

$$
A\left(x_{,} D\right)=\left(\frac{\partial^{4}}{\partial x_{1}^{4}}+\frac{\partial^{4}}{\partial x_{2}^{4}} \frac{\partial^{4}}{\partial x_{3}^{4}}\right)+1\left(\frac{\partial^{2}}{\partial x_{1}^{2}}+\frac{\partial^{2}}{\partial x_{2}^{2}}\right) \frac{\partial^{2}}{\partial x_{3}^{2}}
$$

then. $A\left(x_{8} D\right)$ is properly elliptic but not strongly elliptic.

The above theorem and succeeding remark show that an elliptic operator is also properly elliptic, except for the case $n=2$ with the operator having complex coefficients. Also, all strongly elliptic operators are properly elliptic.

The following theorem gives a stronger result than theorem 5.1 .2 , that is, if $A(x, D)$ is strongly elliptic, not only is it properly elliptic but the polynomial $(-1)^{m_{A_{0}}}\left(x_{3}, \xi+\tau \xi^{j}\right)+\lambda$, for $\lambda>0$, satisfies the root condition. The importance of this theorem will be more apparent when we discuss the general boundary conditions in section 5.2.

Theorem 5.1.3. Let

$$
A\left(x_{s} D\right)=\sum_{|\alpha| \leq 2 m} a_{\alpha}(x) D^{\alpha}
$$

be a strongly elliptic partial differential operator. Then for every $x \in \Omega$ and for every $\xi, \xi^{\prime} \in R^{\pi}$. Inearly independent, the polynomial in the complex variable $\tau$,

$$
(-1)^{m_{A_{0}}}\left(x_{\xi} \xi+\tau \xi^{3}\right)+\lambda, \quad \text { with } \lambda>0
$$

has exactly m roots with positive imaginary part.
Proof, We first must show that there are no real zeros, $i_{i,} e_{8}$ for any real t

$$
(-1)^{\mathbb{m}_{A}}\left(x_{0}, \xi+c \xi^{\theta}\right)+\lambda \neq 0
$$

The proof of this acrevion 1 as follows. Let $\tau$ be a real number. Hence, $\xi+\tau \xi^{8}$ a real vector in $\mathbb{R}^{n}$. Then

$$
\begin{aligned}
(-1)^{m} A_{0}\left(x, \xi+\tau \xi^{j}\right)+\lambda & =(-1)^{m}\left[\operatorname{ReA}_{0}\left(x_{\theta} \xi+\tau \xi^{p}\right)+1 \operatorname{ImA}_{0}\left(x_{,} \xi+\tau \xi^{8}\right)\right]+\lambda \\
& =\left[(-1)^{\left.m \operatorname{ReA}_{0}\left(x_{,} \xi+\tau \xi^{i}\right)+\lambda\right]+1\left[(m 1)^{m} \operatorname{Im} A_{0}\left(x \xi+\tau \xi^{p}\right)\right]}\right.
\end{aligned}
$$

Then, since $A(x, D)$ is strongly elliptic and $\lambda>0$

$$
(-1)^{m} \operatorname{Re}\left[A_{0}\left(x_{\xi} \xi+\tau \xi^{8}\right)\right]+\lambda>\lambda>0
$$

Therefore our first assertion is proved. The proof now follows directly as the proof in theorem $5.1,1$, since the roots, $\tau_{1}(\xi)$, depend continuously on $\xi$, and the number of zeros of $(-1)^{10} A_{0}\left(x, \xi+\tau \xi^{\prime}\right)+\lambda$ is a constant. The proof that the number of roots of $(-1)^{m_{A}} A_{0}\left(x, \xi+\tau \xi^{i}\right)+\lambda$ with positive imaginary part is a constant, $m$, and the number of roots with negative imaginary part is a constant, lom, utilizes the fact that there are no real zeros.
qed
Remark 5.1.5. In placing the appropriate restrictions on the boundary conditions, see section 5.21 , it is necessary that the partial differential operator, $A\left(x_{g} D\right)$, satisfies the condition that for every $x \varepsilon \bar{\Omega}$, and for every $\xi_{\xi} \xi^{\eta} \varepsilon R^{n}$, linearly independent, the polynomial in the complex variable $\tau_{\text {s }}$

$$
(-1)^{m_{A_{0}}\left(x_{\xi}, \xi+\tau \xi^{i}\right)+\lambda, \quad \text { with } \lambda>0}
$$

has exactly m roots with positive imaginary part. Theorem 5.1.3 shows that if $A(x, D)$ is strongly elliptic we have the desired result. By considering the following example in $R^{2}$

$$
A\left(x_{s} D\right)=\left(\frac{\partial}{\partial x_{1}}\right)^{2}+\left(\frac{\partial}{\partial x_{2}}\right)^{2}
$$

it can be seen that $A(x, D)$ is properly elliptic, but does not atisfy the required condition on the polynomial $(-1)^{m_{A}}\left(x_{0} \xi+\tau \xi^{i}\right)+\lambda$. The proof follows from the definition of the root condition. Indeed, let $\xi=\left(\xi_{1}, \xi_{2}\right)$ and $\xi^{\beta}=\left(\xi_{1}^{;}, \xi_{2}^{i}\right)$ be perpendicular or equivalently

$$
\xi_{1} \xi_{1}+\xi_{2} \xi_{2}^{\eta}=0 \text { where } \xi_{1}^{2}+\xi_{2}^{2} \neq 0, \text { and } \xi_{1}^{2}+\xi_{2}^{2} \neq 0
$$

Then

$$
\begin{aligned}
A_{0}\left(x_{,} \xi_{1}+\tau \xi^{\prime}\right) & =A_{0}\left(\xi_{1}+\tau \xi_{1}^{\prime}, \xi_{2}+\tau \xi_{2}^{i}\right) \\
& =\left(\xi_{1}+\tau \xi_{1}^{\prime}\right)^{2}+\left(\xi_{2}+\tau \xi_{2}^{\prime}\right)^{2} \\
& =\left(\xi_{1}^{2}+\xi_{2}^{2}\right)+2 \tau\left(\xi_{1} \xi_{1}^{\prime}+\xi_{2} \xi_{2}^{\prime}\right)+\tau^{2}\left(\xi_{1}^{2}+\xi_{2}^{\prime}\right) \\
& =\left(\xi_{1}^{2}+\xi_{2}^{2}\right)+\tau^{2}\left(\xi_{1}^{\prime}+\xi_{2}^{\prime}{ }^{2}\right)
\end{aligned}
$$

Hence, we can see readily that there is one root with positive imaginary part, or $A(x, D)$ is properly ellipeic. But

$$
(-1)^{m} A_{0}\left(x_{,} \xi+\tau \xi^{\imath}\right)+\lambda=-\left[\left(\xi_{1}^{2}+\xi_{2}^{2}\right)+\tau^{2}\left(\xi_{1}^{{ }^{2}}+\xi_{2}^{*}\right)\right]+\lambda=0
$$

has 2 equal real roots, namely zero, if we let $\lambda=\xi_{1}^{2}+\xi_{2}^{2}>0$. There fore, $(-1)^{m_{A}}\left(x, \xi+\tau \xi^{p}\right)+\lambda$ fails to satisfy the required root condition. This tells us that proper ellipticity is not sufficient to get the desired result, and we must assume that $A(x, D)$ is strongly elifptic.

Let us now consider the formal partial differential operator

$$
A\left(x_{s} D\right)=\sum_{|\alpha|_{m m}} a_{C}(x) D^{\alpha}
$$

Since the coefficients are in $C^{\infty}(\bar{\Omega})$, then, ss show in Friedman [11],
one can rewrite the operator in the divergence form

$$
\begin{equation*}
A(x, D)(0)=\sum_{|\rho|_{,}|\sigma|_{\leq m}}(\infty 1)^{|\rho|_{D^{\rho}}\left(a_{\rho \sigma}(x) D^{\sigma}(0)\right)} \tag{5-4}
\end{equation*}
$$

The following result is found in [11].
Theorem 5.1.4. Let $A(x, D)$ be the formal partial differential operator defined in (5-4). Then $A\left(x_{9} D\right)$ is strongly elliptic at $\mathrm{x}_{0} \varepsilon \bar{\Omega}$ if and only if for every $\xi \in \mathrm{R}^{\text {n }}$

$$
\begin{equation*}
\operatorname{Re}\left[\sum_{|\rho|=|\sigma|=m} \xi^{\rho} a_{\rho \sigma}\left(x_{0}\right) \xi^{\sigma}\right] \geq c_{0}|\xi|^{2 m}=c_{0}\left(|\xi|^{2}\right)^{\text {m }} \text { for some } c_{0}>0 . \tag{5-5}
\end{equation*}
$$

Remark 5.1.6. Friedman showed in [11] that if $A(x, D)$ is strongly elliptic at every point of $\Omega$, since $a_{\rho \sigma}(x) \in C^{\infty}(\bar{\Omega})$, then $C_{0}$ can be taken independently of $x \varepsilon \bar{\Omega}$.

Now we will give the definition of the formal adjoint of $A(x, D)$,

Definition 5.1.6. Let

$$
A(x, D)=\sum_{|\alpha| \leq 2 m} a_{\alpha}(x) D^{\alpha}
$$

be a formal partial differential operator. Then, the formal adjoint of $A(x, D)_{8}$ designated $A *(x, D)_{\%}$ is given by

$$
\begin{equation*}
A^{*}(x, D)(0)=\sum_{|\alpha|_{\leq 2 m}}(-1)^{|\alpha|_{D}^{\alpha}\left(\overline{a_{a}(x)}(\cdot)\right)} \tag{5-6}
\end{equation*}
$$

If $A\left(x_{0} D\right)=A^{*}(X, D)$, then $A\left(x_{8} D\right)$ is said to be formally selfwadjoint.

### 5.2. General Boundary Conditions

In the study of the Dirichlet problem for the elliptic partial differential equation

$$
A(x, D) u(x)=f(u) \quad x \in \Omega
$$

with boundary conditions

$$
B_{j}(x, D) u(x)=\left(\frac{\partial}{\partial n}\right)^{j} u(x)=0 \quad x \varepsilon \partial \Omega \quad(0 \leq j \leq m-1)
$$

where $n$ is a normal vector at $\partial \Omega_{\text {, }}$ oriented toward the interior, the following inequality is essential in the solving of the above problem.

Garding's Inequality. If $A(x, D)$ is strongly elliptic operam tor of order $2 m$ defined in the domain $\Omega$, then for every $u \varepsilon H_{\phi}^{m}(\Omega)$

$$
\left(A(x, D) u_{s} u\right)_{0} \geq C_{1}\|u\|_{m}^{2}-C_{2}\|u\|_{0}^{2} \text {, for some } C_{1}>0, C_{2} \geq 0 .
$$

This inequality holds only for strongly elliptic operators and is well suited for solving the Dirichlet problem, since a function with zero Dirichlet data on $\partial \Omega$ is in $\mathcal{H}_{0}^{\mathbb{m}}(\Omega)$. However, when one tries to extend this method to the study of partial differential equations with more general boundary conditions (for example, the Von Neuman problem) one runs into some difficulty.
(i) First of all, Garding's inequality does not hold for classes of functions outside $\mathrm{m}_{0}^{\mathrm{m}}(\Omega)$, especially if such classes of functions have boundary condicions of order greater than or equal to m (Note that the Dirichlet boundary conditions only have order up to $m \times 1$ ) 。
(ii) Also, we know that the asamption of boundary valuea must be obtained in some way from integration by parts. Hence, in Garding's inequality $\left(A(x, D) u_{,} u\right)_{o}$ must be integrated by parts, and this will yield results only for a small class of boundary conditions. Martin Schechter in [28], solves the general boundary value problem

$$
A(x, D) u(x)=f(u) \quad x \varepsilon \Omega
$$

with the general boundary conditions

$$
B_{j}(x, D) u(x)=0 \quad x \in \partial \Omega \quad(0 \leq j \leq m-1)
$$

where the operators satisfy much weaker conditions than that for solving the Dirichlet problem. It is only necessary that $A(x, D)$ be properly elliptic, and $B_{j}(x, D)$ be a 'normal set' and satisfy the 'complementary condition', which are defined in section 5.21. The sufficiency of Schechter's theorem is proved by utilizing the followm ing inequality which generalizes and corresponds to Garding's inequality.

Lemma 5.21. Suppose $\left\{B_{j}\right\}_{j=0}^{m=1}$, the set of boundaxy operators, satisfy the complementary condition with respect to a properly elliptic operator, $A(x, D)$, of order $2 m$. Then, there exists a constant $K>0$, such that for any u $\varepsilon C^{\infty}(\bar{\Omega})$

$$
\|u\|_{2 m}^{2} \leq \mathbb{R}\left(\|A u\|_{0}^{2}+\|u\|_{0}^{2}\right)
$$

Also $B_{\mathrm{f}}$ belng "normal set" is aufficient condicion for us to show that

$$
C_{B}^{\infty}(\Omega)=\left\{u \in C^{\infty}(\Omega) \mid B_{j} u=0 \text { on } \partial \Omega\left(0 \leq j \leq m^{\infty} 1\right\}\right.
$$

is dense in $H_{B}^{2 m}(\Omega)$ which is the key function space used in defining the domain, $D(A)$, of the abstract operator extension of $A\left(x_{,} D\right)$.
5.21. General Boundary Operators, the Case $n \geq 2$

In this work we are studying the boundary value problem for the elliptic partial differential equation

$$
\frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t) \quad \tilde{f}(u) \quad x \varepsilon \Omega, t \geq 0
$$

with the boundary conditions

$$
B_{j}(x, D) u(x, t)=0 \quad x \varepsilon \partial \Omega, t \geq 0 \quad(0 \leq j \leq m i n)
$$

where the $B_{j}$ are innear, boundary differential operators, independent of time $t$ if a nonlinear function defined on the appropriate function space, and $\Omega$ is a bounded domain in $R^{n} n \geq 2$. It is well known that even in the clasacal caseg, for example, the Laplacian

$$
A\left(X_{g} D\right) \propto a \ln \Omega \quad R^{n}
$$

we can not arbitrarily define the operatore $B_{j}$ and be sure that the problem will be well posed. Hence, in this section we will give certain conditions of admisaability on the operators $B_{j}$ with respect to the operator $A(x, D)$, These restrictions will be defined and explained.

Let $B_{j}\left(x_{g} D\right)(0<j<m$ mem benear boundary operatore defined by

$$
\begin{equation*}
B_{j}(x, D) \phi=\sum_{|h|<\mathbb{R}_{j}} b_{j h}(x) D_{\phi}^{h_{\phi}} \tag{5m7}
\end{equation*}
$$

where $b_{j h} \varepsilon C^{\infty}(\partial \Omega)$ and $m_{j}$ is the order of $B_{j}\left(x_{g} D\right)$. We will designate $B_{j o}(x, D)$ as the principal part of $B_{j}(x, D)$. Also, it must be noted that $\left\{B_{j}\right\}$ are independent of time $t$.

Remark 5.21 .1 . More precisely, $B_{j}(x, D)$ designates the
operator

$$
\phi \longrightarrow \sum_{|h| \leq m_{j}} b_{j h}(x) \gamma_{0}\left(D^{h_{\phi}}\right)
$$

where $\phi$ is a function defined in $\bar{\Omega}$, so that $\gamma_{0}\left(D^{h} \phi\right)$ is the trace of $D^{h} \phi$ on $\partial \Omega$, which can be defined in the classical sense or in the sense of the 'trace theorem' see theorem 3.45.4.

We will now give equivalent definitions of what we mean by a normal system of boundary operators which are found in Friedman in [11], and Lions and Magenes [18].

Definfition 5.21.1. Let us consider the set of boundary operators $\left\{B_{j}\right\}_{j=0}^{m-1}$, as defined in (5-7). $\left\{B_{j}\right\}_{j=0}^{m-1}$ is a normal system if the following conditions are satisfied,
(i) $m_{i} \neq m_{j}$ for $i \neq j$, where $m_{j}$ is the order of $B_{j}$ :
(ii) for every $x^{3} \varepsilon \partial \Omega$, if $\xi^{\prime}$ is the normal to $\partial \Omega$ at $x^{*}$ and $\xi$ is any tangential vector to $\partial \Omega$ at $x^{*}$, then in the polynomial in the complex vaxiable $\tau$

$$
B_{j o}\left(x^{8} \xi^{\xi}+\tau \xi^{3}\right)=C_{j}\left(x^{y}\right) \tau^{m_{j}}+\sum_{k=1}^{m_{j}} c_{j k}\left(x^{y}\right) \tau^{m_{j} k}
$$

the lading coefficient $c_{j}\left(x^{\circ}\right)$ is always not equal to zero.

Definition 5.21.2. The system $\left\{B_{j}\right\}_{j=0}^{m-1}$ defined above is a normal system if
(i) $m_{i} \not \boldsymbol{m}_{j}$ for $i \neq j$;
(ii) for every $x^{\prime} \varepsilon \partial \Omega$, and for every $\xi^{\prime} \neq 0$, normal to $\partial \Omega$ at $x^{9}$

$$
\sum_{|h|=m_{j}} b_{j h}\left(x^{q}\right) \xi^{i} \neq 0
$$

The proof that these two definitions are equivalent is seen by rewriting $\mathrm{B}_{\mathrm{jo}}\left(\mathrm{x}_{\mathrm{s}} \xi+\tau \xi^{\prime}\right)$ in its expanded form, and noting that the highest order coefficients

$$
c_{j}(x)=\sum_{|h|=m_{j}} b_{j h}(x) \xi^{i^{h}}
$$

Therefore, since $\xi^{8}$ is normal to $\partial \Omega$ at $x_{j} c_{j}(x) \neq 0$ if and only if

$$
\sum_{|h|=m_{j}} b_{j h}(x) \xi^{\prime h} \neq 0
$$

which completes the proof.
Gerd Grebb formulatea another equivalent definition of a normal system of boundary operators in [12] which is more aesthetic and should help clarify its meaning. $B_{j}(x, D)$ can be written in the follow Ing equivalent form by a transformation of the variables see section 5.22.

$$
\begin{equation*}
B_{j}\left(x_{s} D\right) u=b_{j}(x)\left(\frac{\partial}{\partial n}\right)^{m} j_{u}+\sum_{k=0}^{m} j_{j}-1 \quad T_{k j}\left(\frac{\partial}{\partial n}\right)^{k} u \tag{5=8}
\end{equation*}
$$

where $b_{j}(x) \varepsilon C^{\infty}(\partial \Omega)$, and $T_{k j}$ are "tangential' differential operators. or derivatives in the direction tangent to $\partial \Omega$, of order $\leq m_{j}-k$. We will now give the equivalent definition.

Definition 5.21.3. The system of boundary operators $\left\{B_{j}\right\}_{j=1}^{m=0}$ as defined in ( 5 m), is a normal system if
(i) $m_{i} \neq m_{j}$ for $i \nmid j$;
(ii) the functions $b_{f}(x)$ have inverses, $b_{j}^{-1}(x)$, such that $b_{j}^{-1} \varepsilon C^{\infty}(\partial \Omega)$.
where $b_{j}(x)$ are the functions in (5-8).
Remark 5.21.1. $\mathrm{B}_{\mathrm{f}}$ is a normal system means that the orders are distinct, and there are no purely tangential derivatives at the boundary. An example of a normal system of boundary operators is the following, and is found in Friedman [11]. Let $\mu$ be a nontangential smoothly varying direction on $\partial \Omega$ and let

$$
B_{j}(x, D)=\left(\frac{\partial}{\partial \mu}\right)^{s+j}+\text { lower order differential boundary operators }
$$

for some $, 0 \leq s \leq m,(0 \leq j \leq m-1)$. Then $j_{j}$ forms a normal system, If $\mu$ is a purely tangential smoothly varying direction on $\partial \Omega$, then this is an example of aet of boundary operators which is not normal.

We will now define what is meant by the system of boundary operators satisfying the strong complementary condition. First, we will define what is meant by the complementary condition as is found in Agmon [1], Friedman [11], Lions and Magenes [18] and is used by Schechter in [28] to solve the general boundary value problem.

Definition 5.21.4. Let $\left\{B_{f}\right\}_{f_{m=0}^{m m o l}}^{\operatorname{mon}}$ be a system of boundary operators as defined in ( $5 \times 7$ ) : $\left\{B_{j}\right\}_{j m 0}^{m m i}$ is said to satisfy the comm plementary condition if for any $x \in \partial \Omega$, letting $\xi^{\prime}$ denote the outward normal to $\partial \Omega$ at $x_{g}$ and $\xi \neq 0$ be any real vector in the tangent hyperplane to $\partial \Omega$ at $X$, then the polynomials in $\tau$

$$
B_{j 0}\left(x_{\xi} \xi+\tau \xi^{v}\right)=\sum_{|h| w_{j}} b_{j h}(x)\left(\xi+\tau \xi^{0}\right)^{h} \quad(0 \leq j \leq m m-1)
$$

are linearly independent modulo the polynomial

$$
M(\xi, \tau)=\Pi_{k=1}^{m}\left(\tau-\tau_{k}^{+}(\xi)\right)
$$

where $\tau_{k}^{+}(\xi)$ are the roots of $A_{0}\left(x, \xi+\tau \xi^{\gamma}\right)$ with positive imaginary part (where we assume $A_{0}\left(x, \xi+\tau \xi^{\prime}\right)$ has m roots with positive imaginary part).

We will now give a stronger condition than the one above on the boundary operators, $B_{j}$, which is found in Agmon [1] and Friedman [11] and is necessary when we have to show $R(\lambda I m(-A))=H$, where $A$ is the abstract operator extension of $A(x, D)$. It ahould be noted here that Friedman allows for a larger class of values for $\lambda$ in definition 5.21 .5 below, that is $\arg (\lambda)=\theta\left(-\frac{\pi}{2} \leq \theta \leq \frac{\pi}{2}\right)$, but for our resulte it suffices to consider the definition for $\theta=0$, or $\arg (\lambda)=0$.

Definition 5.21.5. The system of boundary operators $\left\{B_{j}\right\}_{j=0}^{m=1}$ as defined in definition 5.21 .4 is said to matisfy the strong complem mentary condition if we let $\% \varepsilon \partial \Omega, \xi^{*} \xi$ be as in definition $5.21 .4^{*}$ then for any $\lambda>0$, the polynomials in $\tau_{\text {g }}$

$$
B_{j 0}\left(x_{\xi} \xi+\tau \xi^{8}\right)=\sum_{|h|_{m n_{j}}} b_{j h}(x)\left(\xi+\tau \xi^{g}\right)^{h} \quad(0 \leq 1 \leq m m 1)
$$

are linearly independent modulo the polynomial

$$
M^{*}\left(\xi_{g} \lambda_{g} \tau\right)=\prod_{k=1}^{\min }\left(\tau-\tau_{k}^{*}\left(\xi_{;} \lambda\right)\right)
$$

where $\tau_{k}^{*}(\xi, \lambda)$ are the roots of $(-1)^{m} A_{0}\left(x_{g} \xi+\tau \xi^{i}\right)+\lambda$ with positive imaginary part (where we assume $(-1)^{m_{A}} A_{0}\left(x_{g} \xi+\tau \xi^{\prime}\right)+\lambda$ has m roots with positive imaginary part).

As we can see now, if we assume $A(x, D)$ is atrongly elliptic, then from theorem $5,1,3, A(x, D)$ satisfies the condition that $(-1)^{m_{A}}\left(x_{g} \xi+\tau \xi^{i}\right)+\lambda$ has m roots with positive imaginary part. To help clarify the definition of the complementary condition we will define what we mean by a finite number of polynomials being linearly independent modulo another polynomial.

Definition 5,21.6. Let $\left\{P_{0}(\tau), P_{1}(\tau), \ldots, P_{m=1}(\tau)\right\}$ be $m$ polynomials in $\tau$, We say the system $\left\{P_{f}(\tau)\right\}_{j=0}^{m=1}$ is inearly independent modulo the polynomial $Q(\tau)$ if the system of remainders $\left\{r_{j}(\tau)\right\}_{j=0}^{m-1}$ is Inearly independent, where $r_{j}(\tau)$ is the polynomial remainder after dividing $P_{j}(\tau)$ by $Q(\tau)$, or

$$
P_{j}(\tau)=S_{j}(\tau) Q(\tau)+x_{j}(\tau)
$$

and the orders of $r_{j}(\tau)$ are all less than the order of $Q(\tau)$.
From this definition, we can see that if all the orders of $\left\{P_{j}(\tau)\right\}_{j=0}^{m m 1}$ are less than the order of $Q(\tau)$ then $r_{j}(\tau) \equiv P_{j}(\tau)$, and this definition reduces to that of inear independence. This shows that our definition of the complementary condition generalizes linear
 if the orders of $B_{j}\left(x_{,} \xi+\tau \xi^{i}\right)$ are less than $m_{8}$ which is the order of $M(\xi, T)=n_{k=1}^{m}\left(\tau_{m} T_{k}^{+}(\xi)\right)$, then $\left\{B_{j}\right\}_{j_{m 0}^{m-1}}^{m a t i s f i e s ~ t h e ~ c o m p l e n e n t a r y ~}$
condition if and only if $\left\{B_{f}\left(x_{g} \xi+\tau \xi^{\eta}\right)\right\}_{j=0}^{m m l}$ is linearly independent. An example of this is the Dirichlet boundary conditions, where $B_{j}\left(x_{g} D\right)=\left(\frac{\partial}{\partial n}\right)^{j}$ and the orders $m_{j}<m$. Therefore, as we will see in example $5.21,1_{\text {, }}$ these boundary operators are linearly independent and ${ }_{8}$ therefore, satisfy the complementary condition.

In addition to the above assumptions on $B_{j}\left(x_{g} D\right)$, we will assume that the orders of $B_{j}\left(x_{0} D\right), m_{j} \leq 2 m-1$, or equivalently, the orders of $B_{j}(x, D)$ < the order of $A(x, D)$.

Example 5.21.1. Among the system of boundary operators which satisfy the conditions of this section, see ( $5-9$ ), with respect to any properly elliptic operator $A(x, D)$ is the Dirichlet system

$$
B_{j}(x, D)=\left(\frac{\partial}{\partial n}\right)^{j}
$$

Proof: $\left(\frac{\partial}{\partial n}\right)^{j} \underset{j m 0}{m=1}$ are $m$ in number, the coefficients are in $C^{\infty}(\partial \Omega)$, and $m_{j} m j<m \leq 2 m-1$. The system is normal on $\partial \Omega$. Indeed, the orders, $m_{j}=j_{\text {, }}$ are distinct. Also, these boundary operators are of the form ( $5 \times 8$ ), with no tangential derivatives. In other words, the highest ordered tem is purely normal, and therefore, satisfies definition 5.21.3. This proves the system is noxmal on $\partial \Omega$. $\left\{\left(\frac{\partial}{\partial n}\right)^{j}\right\}_{j=0}^{m-1}$ satisfies the strong coraplementary condition. Indeed, after a transformation of variables, the boundary operators are of the form (see section 5.22 )

$$
B_{j}^{\prime}\left(x_{g}, D\right)=\left(\frac{\partial}{\partial x_{n}^{f}}\right)^{j}
$$

where the normal, $n$, to the boundary of $x$ is transformed into the
$x_{n}^{q}$ maxis. Then, it can readily be seen that

$$
\begin{aligned}
B_{j}^{g}\left(x_{0} \xi+\tau \xi^{\eta}\right) & =B_{j}^{\ell}\left(x_{0}\left(\xi_{1} \cdots \xi_{n-1} \tau\right)\right. \\
& : \tau\}
\end{aligned}
$$

Since, the order of $M(\xi, \tau)$ is $m$, and the orders of $B_{j}^{*}\left(x, \xi+\tau \xi^{\hat{\imath}}\right)<m_{g}$ then the remainders $r_{j}(\tau)=\tau^{j}$, Hence, the system $\left\{\tau^{0}, \tau, \ldots, \tau^{m o l}\right\}$ is linearly independent, and satisfies the strong complementary condition.

Martin Schechter in [28] gives the following example of a normal sygtem of boundary operators which does not satisfy the strong complementary condition with respect to a propexly elliptic operator, $A(x, D)$. Let $A(x, D)$ be the fourth order operator corresponding to the characteristic polynomial

$$
A_{0}\left(\xi_{1} \xi_{2}\right)=\left[\xi_{2}^{2}+2 \xi_{1} \xi_{2}+\left(1+\varepsilon^{2}\right) \xi_{1}^{2}\right]\left[\xi_{2}^{2}-(1+\varepsilon \sqrt{3}) \xi_{1} \xi_{2}+\left(1+\varepsilon^{2}\right) \xi_{1}^{2}\right]
$$

In two dimenaiona, where $0<\varepsilon<\sqrt{3}$. Let the boundary operators be defined as follows

$$
B_{0}(x, D)=1_{1} \quad B_{1}(x, D)=\left(\frac{\partial}{\partial n}\right)^{3}
$$

We will aumarize below the hypothesis on the system $\left(A(x, D),\left\{B_{j}\right\}, \Omega\right):$
(i) $\Omega$ is a bounded domain in $\mathrm{R}^{\mathrm{n}}, \mathrm{n} \geq 2$, with boundary, $\partial \Omega \varepsilon C^{\infty}$, such that $\Omega$ is locally on one side of $2 \Omega$ (see section 3.43).
(ii) The operator $A(x, D)$ is strongly elliptic in $\bar{\Omega}$, has coefficients $a_{\alpha}(x) \varepsilon C^{\infty}(\bar{\Omega})$, and is of order $2 m$ 。
(iii) The operators $B_{j}(x, D)$ are $m$ in number, with coefficients $b_{j h}(x) \& C^{\infty}(\partial \Omega)$, and are independent of time $t$.
(iv) $\left\{B_{j}\right\}_{j=0}^{m-1}$ is a normal system on $\partial \Omega$ and satisfies the strong complementary condition,
(v) The order of $B_{j}(x, D), m_{j} \leq 2 m-1(0 \leq j \leq m-1)$. 5.22. Equivalent Definitions

In order to verify the strong complementary condition for the system $\left(A(x, D),\left\{B_{j}\right\}, \Omega\right)$, we utilize definition $5,21.5$, which is quite cumbersome and difficult to use in its present form since the vectors In the definition $\xi=\left(\xi_{1} \ldots, \xi_{n}\right)$ and $\xi^{\prime}=\left(\xi_{1}, \ldots, \xi_{n}^{\prime}\right)$, are not written explicitly, which does not allow for simple verification of inear independence. In this aection, we will give equivalent definim thons of the strong complementary condition, and show the more simple procedure used in verifying the condition. See Lions and Magenes in [18].

Since the boundary is of class $C^{\infty}$, by "local charts' and 'partition of unity' (see section 3.44), there exists a finite covero ing of $\partial \Omega$ by open gets, $U_{1}(1 \leq i \leq N)$, such that for every integer $i_{0}$
there exists a diffeomorphism, an infinitely differentiable mapping $\theta_{\text {i, }}$ defined as follows,

$$
\theta_{i} \text { maps } U_{i} \text { onto the sphere } \sigma=\left\{x^{1} \in \mathbb{R}^{n}| | x^{8} \mid<1\right\}
$$

in such a way that the image

$$
\begin{aligned}
& \theta_{i}\left(U_{i} \cap \Omega\right)=\sigma_{+}=\left\{x^{\prime} \varepsilon R^{n} \mid x^{\prime} \varepsilon \sigma_{\Omega} x_{n}^{\prime}>0\right\} \\
& \theta_{i}\left(U_{i} \cap \partial \Omega\right)=\partial_{1} \sigma_{+}=\left\{x^{\prime} \varepsilon R^{n} \mid x^{\prime} \varepsilon \sigma_{,} x_{n}^{\prime}=0\right\}
\end{aligned}
$$

See figure 3.4.
Now, for any point $x_{0} \varepsilon \partial \Omega$, we know that there exists a fixed integer $1,1 \leq i \leq N$, such that $x_{0} \varepsilon U_{i}$, and we can define the diffeomorphism $\theta_{i}$, which depends on $x_{0}$, such that $x_{0}$ is transformed into $x_{0}{ }^{\prime}=(0, \ldots, 0)$, and for any $x \varepsilon \partial \Omega \cap U_{1}$ the operator $A(x, D)$ is transformed into the operator $\mathcal{A}_{0}\left(\mathrm{X}^{\prime}, \mathrm{D}\right)$ defined by

$$
\begin{equation*}
\left.A\left(x^{\prime}, D\right)=\sum_{|\alpha| \leq 2 m} a_{\alpha}^{a^{\prime}\left(x^{8}\right)\left(\frac{\partial}{\partial x_{1}^{\prime}}\right.}\right)^{\alpha_{1}} \ldots\left(\frac{\partial}{\partial x_{n}^{\prime}}\right)^{\alpha} \tag{5-10}
\end{equation*}
$$

where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ with nonnegative integer components, $x^{q}=\left(x_{1}, \ldots, x_{n}{ }^{q}\right) \varepsilon \mathbb{R}^{n}$, and the coefficients are infinitely differen tiable in $\sigma_{+} \bigcup \partial_{1} \sigma_{+}$. Also, the system $\left\{B_{j}\right\}_{j=0}^{m-1}$ is transformed into a system of operators $\left\{\mathbb{E}_{j}\right\}_{j=0}^{m-1}$ defined by

$$
\begin{equation*}
\mathcal{B}_{j}\left(x_{i} D\right)=\sum_{|h| \leq m_{j}} b_{j h}^{y}\left(x^{8}\right)\left(\frac{\partial}{\partial x_{1}^{\prime}}\right)^{h_{1}} \ldots\left(\frac{\partial}{\partial x_{n}^{\prime}}\right)^{h_{n}} \tag{5-11}
\end{equation*}
$$

where $h$ ( $h_{1} \ldots h_{n}$ ) $\varepsilon R^{n}$, with nonnegative integer components, and with infinitely differentiable coefficients in $\partial_{1} \sigma_{+}$

Remark 5.22.1. From Lions and Magenes [18] and Peetre [26]. it is shown, since $\theta_{1}$ is a diffeomorphism that the property of $A(x, D)$ being properly elliptic, and $\left\{B_{j}\right\}_{j^{m-1}}^{m-1}$ being a normal system and satisfying the strong complementary condition are invariant under these transformations.

In considering the properties mentioned above, we need only consider the principal parts of $\left(A\left(X_{s} D\right),\left\{B_{j}\right\}\right)$. Hence, after the transen. formation $\theta_{i}, A\left(x_{y} D\right)$ and $B_{j}\left(x_{g} D\right)$ are transformed into the operators $A_{b}\left(x^{\prime}, D\right)$ and $B_{j}\left(x_{0} D\right)$ with principal parts

$$
\begin{align*}
& \mathcal{A}_{0}\left(x^{\prime}{ }_{8} D\right) \sum_{|\alpha|=2 m} a_{\alpha}^{\prime}\left(x^{\prime}\right)\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha} \ldots\left(\frac{\partial}{\partial x_{n}^{\prime}}\right)^{\alpha_{n}}  \tag{5-12}\\
& \delta_{j o}\left(x^{\prime}, D\right)=\sum_{|h|=m_{j}} b_{j h}^{i}\left(x^{i}\right)\left(\frac{\partial}{\partial x_{1}^{\prime}}\right)^{h_{1}} \ldots\left(\frac{\partial}{\partial x_{n}^{\prime}}\right)^{h_{n}} \tag{5-13}
\end{align*}
$$

where $A_{0}\left(x^{\prime}, D\right)$ and $B_{j 0}\left(x^{\prime}, D\right)$ depend on $\theta_{i}$ which in turn depends on $x \in \partial \Omega$. From remark 5.22 .1 , we have the following equivalent definim tion of definition 5.21 .5 .

Definition 5.22.1. Let $\left\{B_{j}\right\}^{m \infty 1}=0$ be a system of boundary operam tors as defined in $(5-7)$, and $A(x, D)$ a strongly elliptic operator in $\Omega$. $\left\{B_{j}\right\}_{j m 0}^{m-1}$ satiafiea the strong complementary condicion if for every $x \in \partial \Omega$, and for every $\lambda>0$, after the cransformation by $\theta_{i}$, which depends on $x$ letting $\xi^{\prime}(0,0,0,1)$ denote the outward normal to the boundary $\partial \Omega$ at $x^{8}(0,0)$ and $\xi\left(\xi_{1}, \xi_{n-1} 0\right)$ ( $\left.0_{0,0} 0\right)$ be a real vector in the tangent hypexplane, $x_{n}$ s $0_{s}$ at $x^{\prime}$ ( $0,00 \%$ ). then the polynomials In the complex variable $\tau$

$$
\begin{aligned}
& (0 \leq j \leq m-1)
\end{aligned}
$$

are innearly independent modulo the polynomial $M^{\prime} *\left(\xi_{,} \lambda\right)=\Pi_{k=1}^{\mathrm{ra}}\left(r=\tau_{k}^{8} *\left(\xi_{,} \lambda\right)\right)$ where $\tau_{k}^{\}} *(\xi, \lambda)$ are the m roots with positive imaginary part of the polynomial

$$
\begin{aligned}
(-1)^{m} A_{0}\left(0, \xi+\tau \xi^{\eta}\right)+\lambda & =(-1)^{m} A_{0}\left(0,\left(\xi_{\left.\left.1 \ldots, \xi_{n-1}, \tau\right)\right)+\lambda}\right.\right. \\
& =(-1)^{m} \sum_{|\alpha|=2 m_{\alpha}}^{a_{\alpha}^{\prime}(0) \xi_{1} \cdots \xi_{n-1}^{\alpha_{1}}{ }^{\alpha_{n-1}}+\lambda}
\end{aligned}
$$

Since $x \in \partial \Omega$ is arbitrary, this equivalent definition is the usual way the strong complementary condition is verified this can be seen, since $\mathcal{B}_{j_{g}}$ and $\mathcal{A}_{o}$ are more explicitly written in this definim tion than in definition 5.21 .5 where $\xi$ and $\xi^{\prime}$ are not concretely defined. In order to use the equivalent definition we must perform the transformation, $\theta_{1}$, for each $\mathrm{x} \in$ a . We will now define this transformation.

Pick $X \varepsilon \partial \Omega_{\text {, }}$ arbitrary and fix it. $\theta_{i}$ can be written as a prom duct of 3 transformations. Refer to Schechter [28] for a discussion on this transformation. The first two steps axe a rigid motion which takes $X$ into the origin and the tangent hypexplane into $x_{n}=0$, by first translating $X$ so that it coincides with the origin, and then rotating the axis so the new $x_{n}$ maxis coincides with the nomal to at $X^{\prime}=(0, \ldots, 0)$, and the tangent hyperplane ac $X^{8}(0, \ldots, 0)$ coinw cidee with the plane, $x_{n}=0$. The third step is a silght twisting of
the surface so the boundary, $\partial \Omega \cap U_{i}$, coincidee with a portion of the plane $x_{n}^{\prime}=0$. See figure 3.4.

Let us define

$$
\theta_{1} \otimes \theta_{1_{3}} \cdot \theta_{1_{2}} \cdot \theta_{1_{1}}
$$

where $\theta_{1_{1}}, \theta_{1_{2}}, \theta_{1_{3}}$ are defined as follows, by letting $x=\left(x_{1}, \ldots, x_{n}\right)$
(i) translation, $\theta_{1_{1}}$ :

$$
\begin{equation*}
x_{h}^{\prime}=x_{h}-x_{h} \quad \text { where } 1 \leq h \leq n \tag{5-14}
\end{equation*}
$$

(ii) rotation, $\theta_{i_{2}}$ :

$$
\begin{equation*}
x_{h}^{n}=\sum_{k=1}^{n} a_{h k} x_{k} \quad \text { where } 1 \leq h \leq n \tag{5-15}
\end{equation*}
$$

and the coefficients satisfy

(iii) $\theta_{i_{3}}$ :

Let

$$
x_{n}^{\prime \prime} \neq \psi\left(x_{1}^{\prime \prime} \ldots . . x_{n-1}^{\prime \prime}\right)
$$

define the surface $\partial(\Omega)^{n} \cap U_{1}{ }^{\prime \prime}$, where 0 m $\psi(0, \ldots, 0)$, and $\psi$ is of clase $C^{\infty}$. Then $\theta_{1_{3}}$ is defined as follows

$$
\begin{align*}
& x_{h}^{88} x_{h}^{\prime 8} \quad(1 \leq h \leq n-1)  \tag{5-16}\\
& x_{n}^{8 \prime}=x_{n}^{n}-\psi\left(x_{1}^{n} \cdots x_{n-1}^{n n}\right)
\end{align*}
$$

This transformation, $\theta_{i}$ is a diffeomorphism which takes $X \varepsilon \partial \Omega$ into the origin and gilghtly deforms $\partial \Omega U_{1}$ so it coincides with a portion of the tangent hyperplane, $x_{n}=0$, at $X^{\prime}(0, \ldots, 0)$.

After the above transformation, $\theta_{1} \theta_{1_{3}} \theta_{1_{2}} \theta_{1_{1}}$ we transform $\left(A(x, D),\left(B_{j}\right\}\right)$ into $\left(A_{( }\left(x^{\prime}, D\right),\left\{B_{j}\right\}_{j=0}^{m-1}\right)$ and verify definition 5.22 .1 .

Definition 5.22 .1 is the usual procedure used to verify the strong complementary condition. But the problem occurs that the transformation, $\theta_{1}$ depends on $x \varepsilon \partial \Omega_{,}$and we must verify the strong complementary condition for every $x \varepsilon \partial \Omega, H o w e v e r, ~ t h e r e ~ a r e ~ c e r t a i n ~$ conditions which will allow us to aay that if we can verify the strong complementary condition for only one point $x \in \partial \Omega$, then the atrong complementary condition will hold for every point on the boundary. The conditions needed are that the coefficients $a_{a}(x), b_{j h}(x)$ be constant and the system $\left(A\left(X_{,} D\right),\left\{B_{j}\right\}\right)$ be invariant with respect to $\theta_{i}$. Hence, with these conditions on the system we will be able to give a more easily verifiable definition of the gtrong complementary condition. Let us now assume that the coefficients $a_{a}(x)$ and $b_{j h}(x)$ are constants. $a_{o} b_{j h}$ and we define what is meant by $\left(A\left(x_{s} D\right),\left\{B_{j}\right\}\right)$ being invaviant with respect to $\theta_{1}$.

Definition $5.22,2$ Let $\theta_{1}$ be the transformation defined by
( 5 m 15 ). We say the yatem $\left(A\left(X_{,} D\right),\left(B_{j}\right\}\right)$ is invariant with respect to $\theta_{1}$ if for every $x \in \partial \Omega$ after transformation by $\theta_{1}$, the zyaten of
operators

$$
\begin{align*}
& A\left(x_{g} D\right)=\sum_{|\alpha| \leq 2 m} a_{\alpha}\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha} \ldots\left(\frac{\partial}{\partial x_{n}}\right)^{\alpha} n_{n}  \tag{5-17}\\
& B_{j}\left(x_{s} D\right)=\sum_{|h| \leq m_{j}}^{b_{j h}\left(\frac{\partial}{\partial x_{1}}\right)^{h_{1}} \ldots\left(\frac{\partial}{\partial x_{n}}\right)^{h_{n}} \quad(0 \leq 1 \leq m-1)}
\end{align*}
$$

is transformed into the system $\left(\mathcal{A}\left(x^{\prime}, D\right),\left(\mathcal{B}_{j}\right\}\right)$ with principal parts

$$
\begin{align*}
& \mathcal{A}_{0}\left(x^{\prime}, D\right)=\sum_{|\alpha|=2 m} a_{\alpha}\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha} \ldots\left(\frac{\partial}{\partial x_{n}^{r}}\right)^{\alpha_{n}}  \tag{5-18}\\
& \mathcal{S}_{j 0}\left(x^{\prime}, D\right)=\sum_{|h| m_{j}} b_{j h}\left(\frac{\partial}{\partial x_{1}^{\prime}}\right)^{h_{1}} \ldots\left(\frac{\partial}{\partial x_{n}^{r}}\right)^{h_{n}}
\end{align*}
$$

Before giving the equivalent definition of the strong comple mentary condition, we will discuss more fully the transformation $\theta_{1}=\theta_{i_{3}} \cdot \theta_{i_{2}} \cdot \theta_{i_{1}}$ and show that under the conditions of definition 5.22 .2 we have invariance of the system ( $A(x, D),\left\{B_{j}\right\}$ ) with respect to $\theta_{1}$, in the sense that after the transformation $\theta_{1}$, the sytem $\left(A(x, D),\left\{B_{j}\right\}\right)$ defined in (5-17) is transformed into the system $\left(\mathcal{A}(\mathrm{x}, \mathrm{D}),\left(\mathcal{B}_{j}\right\}\right)$ with principal parts as defined in ( $5-18$ ), that is, the principal parts remain invariant after $\theta_{i}$.

First, we will see from the following example that, in general, the system is not invaxiant with respect to the transformation $\theta_{i_{2}}$.

Example 5.22.1. Let us consider the following formal partial

$$
\begin{equation*}
A(x, D)=a_{1}\left(\frac{\partial}{\partial x_{1}}\right)^{2}+a_{2}\left(\frac{\partial}{\partial x_{2}}\right)^{2}, a_{1} \neq a_{2} \nLeftarrow 0 \tag{5-19}
\end{equation*}
$$

Let $X \in \partial \Omega$, be arbitrary and fixed, and define the transformation $\theta_{\mathbf{i}_{2}}$ 。

$$
\begin{aligned}
& x_{1}^{1}=\frac{1}{\sqrt{2}} x_{1}+\frac{1}{\sqrt{2}} x_{2} \\
& x_{2}^{\prime}=-\frac{1}{\sqrt{2}} x_{1}+\frac{1}{\sqrt{2}} x_{2}
\end{aligned}
$$

which clearly satisfies the conditions of orthogonality. From the chain rule for partial differentiation we obtain

$$
\begin{aligned}
& \left(\frac{\partial}{\partial x_{1}}\right)^{2}=\frac{1}{2}\left(\frac{\partial}{\partial x_{1}^{i}}\right)^{2}-\frac{\partial^{2}}{\partial x_{1}^{i} \partial x_{2}^{i}}+\frac{1}{2}\left(\frac{\partial}{\partial x_{2}^{i}}\right)^{2} \\
& \left(\frac{\partial}{\partial x_{2}}\right)^{2}=\frac{1}{2}\left(\frac{\partial}{\partial x_{1}^{i}}\right)^{2}+\frac{\partial^{2}}{\partial x_{1}^{i} \partial x_{2}^{i}}+\frac{1}{2}\left(\frac{\partial}{\partial x_{2}^{8}}\right)^{2}
\end{aligned}
$$

and after the transformation $\theta_{1_{2}}, A(x, D)$ becomes,
$A(x, D)=a_{1}\left(\frac{\partial}{\partial x_{1}}\right)^{2}+a_{2}\left(\frac{\partial}{\partial x_{2}}\right)^{2}=\left(\frac{a_{1}+a_{2}}{2}\right)\left(\frac{\partial}{\partial x_{1}^{q}}\right)^{2}+\left(a_{2}-a_{1}\right) \frac{\partial^{2}}{\partial x_{1}^{i} \partial x_{2}^{\prime}}+\left(\frac{a_{1}+a_{2}}{2}\right)\left(\frac{\partial}{\partial x_{2}^{i}}\right)^{2}$.
Since $a_{1} \neq a_{2} \neq 0$, we readily see, in general, that a system $\left(A\left(x_{,} D\right),\left\{B_{j}\right\}\right)$ is not invariant with respect to $\theta_{i_{2}}$ 。

For an example of a system which is invariant with respect to $\theta_{1_{2}}$ see example $5,22,2$.

Now, let us consider the system ( $\left.A\left(x_{s} D\right)_{,}\left(B_{j}\right\}\right)$ defined in ( 5 -17) with constant coefficients $a_{\alpha}, b_{j h}$ and the system being invariant under $\theta_{i_{2}}$. We show that the system is also invariant under the transfomation $\theta_{1}=\theta_{i_{3}} \cdot \theta_{i_{2}} \cdot \theta_{i_{1}}$.

We need the following lemma.
Lemma 5.22.1. Pick the point $X \in \partial \Omega_{\text {, }}$ arbitrary, and let $\theta_{i}$ be the transformation defined by $(5-14),(5-15)$ and $(5-16)$. Let us assume we have already transformed $\mathrm{X} \in \partial \Omega$ by ${ }_{\mathrm{I}_{1}}{ }^{\circ}{ }^{\mathrm{I}_{1}}$ such that $X=(0, \ldots, 0)$ and the tangent hyperplane to $\partial \Omega$ at $X$ is $x_{n}=0$, Assume that the system $\left(A(x, D),\left(B_{j}\right\}\right)$ has constant coefficients. Then, for every nonnegative integer $m \leq$ the order of $A(x, D)$, after the transform mation $\theta_{i_{3}}$ defined in (5-16) we obtain

$$
\frac{\partial^{m}}{\partial x_{j_{1}} \ldots \partial x_{j_{m}}}=\frac{\partial^{m}}{\partial x_{j_{1}}^{\top} \ldots \partial \partial x_{j_{m}}^{\top}}+\sum_{\substack{i(1)=1 \\ j_{i} \neq j_{i(1)}}}^{m}\left(-\frac{\partial \psi}{\partial x_{j_{1}}}\right) \frac{\partial^{m}}{\partial x_{j_{1}}^{\top} \ldots \partial x_{j_{m}^{\prime}}^{\prime} \partial x_{n}^{\top}}
$$

$$
\begin{aligned}
& +\sum_{\substack{i(1)=1 \\
i(1)<i(2)}}^{m=1} \quad\left(-\frac{\partial \psi}{\partial x_{j_{i(1)}}}\right)\left(-\frac{\partial \psi}{\partial x_{j_{i(2)}}}\right) \frac{\partial^{m}}{\partial x_{j_{i}} \ldots \partial x_{j_{m}} \partial x_{n}^{q}}+\ldots \\
& i(1)<i(2) \\
& j_{i}{ }^{\not j}{ }_{i(1)} \not{ }^{\phi j_{i(2)}} \\
& +\left(-\frac{\partial \psi}{\partial x_{j_{1}}}\right) \ldots\left(-\frac{\partial \psi}{\partial x_{j_{m}}}\right) \frac{\partial^{m}}{\partial x_{n}^{\prime m}}+\text { (lower order terms). }
\end{aligned}
$$

Proof, We use the following facts, since $X=(0, \ldots, 0)$ and the tangent hyperplane is $\mathrm{x}_{\mathrm{n}}=0$,

$$
\frac{\partial \psi}{\partial x_{n}}=0 \quad \text { and } \quad\left(1 \leq j_{i} \leq n\right)
$$

This leman is proved by induction on $m$. For the case $m=1$ we have from the chain rule

$$
\frac{\partial}{\partial x_{j_{1}}}=\sum_{h=1}^{n}\left(\frac{\partial x_{h}^{\prime}}{\partial x_{j_{1}}}\right) \frac{\partial}{\partial x_{h}}=\frac{\partial}{\partial x_{j_{1}}^{\psi}}+\left(-\frac{\partial \psi}{\partial x_{j_{1}}}\right) \frac{\partial}{\partial x_{n}^{r}} .
$$

Assume the equation is true for the case $k=m$, and prove true for $m+1$

$$
\begin{aligned}
& \frac{\partial^{m+1}}{\partial x_{j_{m+1}} \partial x_{j_{1}} \ldots \partial x_{j_{m i}}}=\frac{\partial}{\partial x_{j_{m+1}}}\left(\frac{\partial^{m}}{\partial x_{j_{1}} \ldots \partial x_{j_{m}}}\right) \\
& =\frac{\partial}{\partial x_{1}^{\prime}}\left(\frac{\partial^{m}}{\partial x_{j_{1}} \ldots \partial x_{j_{m}}}\right) \frac{\partial x_{1}^{\prime}}{\partial x_{j_{m+1}}}+\ldots+\frac{\partial}{\partial x_{n}^{\prime}}\left(\frac{\partial^{m}}{\partial x_{j_{1}} \ldots . \partial x_{j_{m}}}\right) \frac{\partial x_{n}^{\prime}}{\partial x_{j_{m+1}}} \\
& =\frac{\partial}{\partial x_{j_{m+1}}^{\prime}}\left(\frac{\partial^{m}}{\partial x_{j_{1}} \ldots \partial x_{j_{m}}}\right)+\left(-\frac{\partial \psi}{\partial x_{j_{m+1}}}\right) \frac{\partial}{\partial x_{n}^{\prime}}\left(\frac{\partial^{m}}{\partial x_{j_{1}} \ldots \partial x_{j_{m}}}\right) \\
& =\frac{\partial}{\partial x_{j_{m+1}}^{\prime \prime}}\left[\frac{\partial^{m}}{\partial x_{j_{1}}^{\prime} \ldots \partial x_{j_{m}}^{\prime}}+\sum_{\substack{i(1)=1 \\
j_{1} \neq j_{i}(1)}}^{m} \quad\left(-\frac{\partial \psi}{\partial x_{j_{i}}}\right) \frac{\partial^{m}}{\partial x_{j_{1}} \ldots \partial x_{j_{m}^{\prime}} \partial x_{n}^{i}}\right. \\
& +\sum_{\substack{f(1)=1 \\
i(1)<i(2)}}^{m-1} \quad\left(-\frac{\partial \psi}{\partial x_{j_{1}}}\right)\left(-\frac{\partial \psi}{\partial x_{j_{1(2)}}}\right) \frac{\partial^{m i}}{\partial x_{j}^{\prime} \ldots \partial x_{j}^{\prime} \partial x_{n}^{\prime 2}}+\ldots \\
& j_{i} \neq j_{i(1)^{\neq j}} j_{1(2)} \\
& \left.+\left(-\frac{\partial \psi}{\partial x_{j_{1}}}\right) \ldots\left(-\frac{\partial \psi}{\partial x_{j_{m}}}\right) \frac{\partial^{m}}{\partial x_{n}^{q^{m}}}\right]
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{\substack{i(1)=1 \\
i(1)<i(2)}}^{m=1} \quad\left(-\frac{\partial \psi}{\partial x_{j_{i(1)}}}\right)\left(-\frac{\partial \psi}{\partial x_{j_{i}(2)}}\right) \frac{\partial^{m}}{\partial x_{j_{1}}^{\prime} \ldots \partial x_{j_{m}}{ }^{m} x_{n}^{\prime 2}}+\ldots \\
& j_{i} \not \operatorname{jo}_{i(1)}{ }^{\neq j_{i(2)}} \\
& +\left(-\frac{\partial \psi}{\partial x_{j_{1}}}\right) \ldots\left(-\frac{\partial \psi}{\partial x_{j_{m}}} \frac{\partial^{m}}{\partial x_{n}^{\prime m}}\right]+\text { (1ower crder terms) } \\
& =\frac{\partial^{m+1}}{\partial x_{j_{1}}^{\prime} \ldots \partial x_{j_{m}}^{\prime} \partial x_{j_{m+1}^{\prime}}^{\prime}}+\sum_{\substack{i(1)=1 \\
j_{1} \neq j_{i(1)}}}^{m}\left(-\frac{\partial k}{\partial x_{j_{1(1)}}}\right) \frac{\partial^{m+1}}{\partial x_{j_{1}}^{\prime} \ldots \partial \partial x_{j_{m+1}} \partial x_{n}^{\prime}} \\
& +\sum_{\substack{i(1)=1 \\
i(1)<1(2)}}^{m-1} \quad\left(-\frac{\partial \psi}{\partial x_{j_{i(1)}}}\right)\left(-\frac{\partial \psi}{\partial x_{j_{i}(2)}}\right) \frac{\partial^{m+1}}{\partial x_{j_{1}}^{\prime} \ldots \partial x_{j_{j+1}^{\prime}} \partial x_{n}^{\prime 2}}+\ldots \\
& \mathrm{j}_{1} \boldsymbol{\beta j}_{i(1)}{ }^{\neq j_{i(2)}} \\
& +\left(-\frac{\partial \psi}{\partial x_{j_{1}}}\right) \ldots\left(-\frac{\partial \psi}{\partial x_{j_{m}}}\right) \frac{\partial^{m+1}}{\partial x_{j_{m+1}}^{p}} \frac{\partial x_{n}^{\prime m}}{}+\left(-\frac{\partial \psi}{\partial x_{j_{m+1}}}\right) \frac{\partial^{m+1}}{\partial x_{j_{1}}^{\prime} \ldots \partial x_{j_{m}^{\prime}}^{\partial x_{n}^{\prime}}} \\
& +\sum_{\substack{1(1)=1 \\
j_{i} \neq j_{i(1)}}}^{m}\left(-\frac{\partial \psi}{\partial x_{j_{i(1)}}}\right)\left(-\frac{\partial \psi}{\partial x_{j_{m+1}}}\right) \frac{\partial^{m+1}}{\partial x_{j_{1}}^{\prime} \ldots \partial x_{j_{m}}^{\prime} \partial x_{n}^{\prime 2}} \\
& +\sum_{\substack{i(1)=1 \\
i(1)<i(2)}}^{m-1}\left(-\frac{\partial \psi}{\partial x_{j_{i}}}\right)\left(-\frac{\partial \psi}{\partial x_{j_{i(2)}}}\right)\left(-\frac{\partial \psi}{\partial x_{j_{m+1}}}\right) \frac{\partial^{m+1}}{\partial x_{j_{i}}^{j} \ldots \partial \partial x_{j_{m}^{\prime}} \partial x_{n}^{\prime 3}} \\
& j_{i}{ }^{\neq j}{ }_{i(1)}{ }^{\neq j} j_{1(2)} \\
& +\ldots+\left(-\frac{\partial \psi}{\partial x_{j_{1}}}\right) \ldots\left(-\frac{\partial \psi}{\partial x_{j_{j}}}\right) \frac{\partial^{m+1}}{\partial x_{n}^{8 m+1}}+\text { (1owex order terms) }
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{\substack{i(1)=1 \\
i(1)<i(2)}}^{m} \quad\left(\ldots \frac{\partial \psi}{\partial x_{j_{i(1)}}}\right)\left(=\frac{\partial \psi}{\partial x_{j_{i}(2)}}\right) \frac{\partial^{m+1}}{\partial x_{j_{1}} \ldots \partial x_{j_{m+1}} \partial x_{n}^{2}}+\ldots \\
& j_{i}{ }^{\neq j_{i(1)}}{ }^{\not p j_{i(2)}} \\
& +\left(-\frac{\partial \psi}{\partial x_{j_{1}}}\right) \ldots\left(-\frac{\partial \psi}{\partial x_{j_{m}}}\right) \frac{\partial^{m+1}}{\partial x_{j_{m+1}}^{i} \partial x_{n}^{m}}+\left(-\frac{\partial \psi}{\partial x_{j_{1}}}\right) \ldots \\
& \left(-\frac{\partial \psi}{\partial x_{j}}, \frac{\partial^{m+1}}{\partial x_{n}^{\prime m+1}}+\right.\text { (1ower order terms). }
\end{aligned}
$$

Hence, we have proved the result by induction.
qed
We are ready to prove the following theorem which shows us the invariance of the system $\left(A\left(x_{8} D\right),\left[B_{j}\right\}\right)$ with respect to $\theta_{i}$.

Theorem 5,22.1. Let us consider the system ( $\left.A(x, D),\left\{B_{j}\right\}\right)$ such that for any $X \varepsilon$, $\Omega_{\text {, }}$

$$
\begin{aligned}
& A_{0}\left(x_{s} D\right)=\sum_{|\alpha|=2 m} a_{\alpha}\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha_{1}} \ldots\left(\frac{\partial}{\partial x_{n}}\right)^{\alpha_{n}} \\
& B_{j o}\left(x_{g} D\right)=\sum_{|h| m_{j}} b_{j h}\left(\frac{\partial}{\partial x_{1}}\right)^{h_{1}} \ldots\left(\frac{\partial}{\partial x_{n}}\right)^{h_{n}}
\end{aligned}
$$

with constant coefficients $a_{\alpha}{ } b_{f h}$. If $\theta_{i}$ is the transformation defined in $(5-14),(5-15)$ and ( $5-16$ ) auch that the system is invariant with respect to $\theta_{1_{2}}$, then the transformed system under $\theta_{1}$ is ( $\mathcal{A}\left(x_{8} D\right)_{8}$ ( $\left.B_{j}\right\}$ ) with principal parts

$$
\begin{aligned}
& \mathcal{A}_{0}(0, D)=\sum_{|\alpha|=2 m} a_{\alpha}\left(\frac{\partial}{\partial x_{1}^{\prime}}\right)^{\alpha} \cdots\left(\frac{\partial}{\partial x_{n}^{\prime}}\right)^{\alpha} n \\
& \mathcal{D}_{j, 0}(0, D)=\sum_{|h| m_{j}} b_{j h}\left(\frac{\partial}{\partial x_{1}^{q}}\right)^{h_{1}} \cdots\left(\frac{\partial}{\partial x_{n}^{\prime}}\right)^{h_{n}}
\end{aligned}
$$

or, equivalently, the system $\left(A\left(x_{s} D\right),\left\{B_{j}\right\}\right)$ is invariant with respect to $\theta_{i}$.

Proof. Since, after the transformation $\theta_{I_{2}}{ }^{*} \dot{1}_{1}$, at
$X^{\prime \prime}=(0, \ldots, 0), x_{n}^{\prime \prime}=0$ is the tangent hyperplane, then $\frac{\partial \psi}{\partial x_{k}^{\prime \prime}}(0, \ldots, 0)$
$=0$ for $1 \leq k \leq n$, Hence, from lemma 5.22.1, we have at $X^{\prime \prime}=(0, \ldots, 0)$

$$
\frac{\partial^{m}}{\partial x_{j_{1}} \ldots \partial x_{j_{m}}}=\frac{\partial^{m}}{\partial x_{j_{1}}^{\prime} \ldots \partial x_{j_{m}^{\prime}}^{\prime}}+\text { (1ower order terms). }
$$

We can then see that, for any $X \varepsilon \partial \Omega_{3}$ after the transformation $\theta_{i}$,

$$
\begin{aligned}
A_{0}(X, D) & =\sum_{|\alpha|=2 m} a_{\alpha}\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha_{1}} \ldots\left(\frac{\partial}{\partial x_{n}}\right)^{\alpha_{n}} \sum_{|\alpha|=2 m} a_{\alpha}\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha} \ldots\left(\frac{\partial}{\partial x_{n}}\right)^{\alpha} \\
& + \text { (lower order terms })
\end{aligned}
$$

$$
+ \text { (lower order terms). }
$$

Therefore, since we can ignore the lower oxder terms the transformed system $\left(\mathcal{A}(x, D),\left(\mathcal{B}_{j}\right\}\right)$ has the principal partss

$$
\begin{aligned}
& \mathcal{A}_{0}\left(0_{n} D\right)=\sum_{|\alpha|=2 m} a_{\alpha}\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha} \ldots\left(\frac{\partial}{\partial x_{n}^{r}}\right)^{\alpha} \\
& B_{j 0}(0, D)=\sum_{|h| m_{j}} b_{j h}\left(\frac{\partial}{\partial x_{1}^{\prime}}\right)^{h_{1}} \ldots\left(\frac{\partial}{\partial x_{n}^{r}}\right)^{h_{n}}
\end{aligned}
$$

qed
Remark 5.22.2. We can see from this theorem and definition 5.22.1, that if we have the strong complementary condition holding for only one point $X \in \partial \Omega$, and if the system satisfies the hypothesis of theorem 5.22.1, then the strong complementary condition for $\left\{B_{j}\right\}_{j=0}^{m=1}$ must hold for every point $\mathrm{x} \varepsilon \mathrm{\varepsilon}_{\mathrm{a}}$. This proves the following equivam lent definition of the strong complementary condition.

Theorem 5,22.2. Let us consider the system ( $\left.A(x, D),\left\{B_{j}\right\}\right)$ defined as in theorem 5.22 .1 , where $A(x, D)$ is strongly elliptic, the coefficients are constant and the system is invariant with respect to $\theta_{1_{2}}$. Since $\partial \Omega \in C^{\infty}$, we can consider the point $X \varepsilon \partial \Omega$ such that the tangent hyperplane at $X$ is parallel to $x_{n}=0$, and the normal vector to $\partial \Omega$ at $X$ is parallel to the $X_{n}$ axis, $\left\{B_{j}\right\}_{j=0}^{m-1}$ satisfies the strong complementary condition if and only if for every $\lambda>0$, letting $\xi^{\prime}=(0, \ldots, 0,1)$ be the outward normal vector to the boundary at $X_{8}$ and $\xi=\left(\xi_{1} \ldots \xi_{n m 1} 0\right)$ be in the tangent hyperplane to $\partial \Omega$ at $X_{\text {, }}$ the polynomials in the complex variable $\tau_{\text {s }}$

$$
\begin{aligned}
& B_{j 0}\left(X_{g} \xi+\tau \xi^{q}\right)=B_{j 0}\left(X_{g}\left(\xi_{1}, \ldots \xi_{n-1} \tau\right)\right)
\end{aligned}
$$

are linearly independent modulo the polynomial

$$
M *(\xi, \lambda)=\Pi_{k=1}^{m}\left(\tau-\tau_{k}^{*}(\xi, \lambda)\right)
$$

where $\tau_{k}^{*}(\xi, \lambda)$ are the $m$ roots with positive imaginary part of the polynomial

$$
\begin{aligned}
& (-1)^{\mathbb{m}_{A_{0}}}\left(X_{, \xi+\tau} \xi^{\prime}\right)+\lambda=(-1)^{\mathbb{M}_{A}}{ }_{0}\left(X_{,}\left(\xi_{1}, \ldots, \xi_{n-1}, \tau\right)\right)+\lambda \\
& =(-1)^{m^{m}} \sum_{|\alpha|=2 m} a_{\alpha} \xi_{1}^{\alpha_{1}} \cdots \xi_{n-1}^{\alpha_{n-1}}{ }^{\alpha}{ }_{n}+\lambda .
\end{aligned}
$$

Remark 5.22.3. Now we can see that if the given system ( $\left.A(x, D),\left(B_{j}\right\}\right)$ satisfies the hypothesis of theorem 5.22 .1 , then it suffices to verify the strong complementary condition at one point $\mathrm{X} \varepsilon \partial \Omega_{\mathrm{g}}$ in order to have the boundary operators $\left\{\mathrm{B}_{\mathrm{j}}\right\}$ satisfy the strong complementary condition for every point on the boundary. If the system does not satisfy the hypothesis of the theorem, then we must go back to definition 5.22 .1 and use the transformation $\theta_{i}$, for every $\mathrm{x} \varepsilon \mathrm{I}_{3}$ to verify the strong complementary condition.

Remark 5.22.4. Schechter showed in [28] that, after the transformation, $\theta_{1}$, any boundary operator can be placed in the followe ing form

$$
g_{j}(x, D)=b_{j}(x)\left(\frac{\partial}{\partial n}\right)^{m_{j}}+\sum_{k=0}^{m_{j}-1} T_{k j}\left(\frac{\partial}{\partial n}\right)^{k}
$$

where $T_{k j}$ are tangential parcial differential operators of order $\leq m_{j}-k$ involving only the variables $x_{1} x_{2} \ldots x_{n-1}$. This leads us to
the equivalent definition of a normal set given by Gerd Grebb [12] and found in definition 5.21.3.

Finally, to conclude this section, I will give an example of an operator which is invariant with respect to $\theta_{1}$.

Example 5,22.1. Let us consider the operator

$$
A\left(x_{8} D\right)=(-1)^{k} \Delta^{k}
$$

where $\Delta$ is the Laplacian operator

$$
\Delta \sum_{i=1}^{n}\left(\frac{\partial}{\partial x_{1}}\right)^{2}
$$

We assert that for every positive integer $k$, the operator is invariant with respect to the transformation, $\theta_{1}$ 。

Proof. It suffices to prove that this operator verifies the hypothesis of theorem 5.22 .1 . First, we see the coefficients are conm stant. We will now show that the operator is invariant with respect to $\theta_{1}$. Let us define the tranaformation

$$
x_{h}^{y} \sum_{1=1}^{n} a_{h i}\left(x_{1} x_{1}\right) \quad(1 \leq h \leq n)
$$

where $X=\left(X_{1}, X_{n}\right)$ is any point on $\partial \Omega$ and the coefficients, $a_{n i}$, satisfy

$$
\begin{array}{ll}
\sum_{i=1}^{n} a_{h 1}^{2}=1 & (1 \leq h \leq n) \\
\sum_{i=1}^{n} a_{h 1} a_{\ell 1}=0 & (h \neq 2)
\end{array}
$$

We will prove this assertion by induction on $k$.
Let $k$, then from the chain rule

$$
\left(\frac{\partial}{\partial x_{i}}\right)^{2}=\sum_{h_{i} \ell=1}^{n} a_{h i}^{a}{ }_{\ell i} \frac{\partial^{2}}{\partial x_{h}^{\prime} \partial x_{\ell}^{\prime}}
$$

and from the definition of $\theta_{1_{2}} \cdot \theta_{1_{1}}$ "

$$
\begin{aligned}
\Delta & =\sum_{i=1}^{n}\left(\frac{\partial}{\partial x_{i}}\right)^{2}=\sum_{i=1}^{n} \sum_{h, \ell=1}^{n} a_{h i} a_{\ell i} \frac{\partial^{2}}{\partial x_{h}^{r} \partial x_{\ell}} \\
& =\sum_{i=1}^{n} \sum_{h=\ell=1}^{n} a_{h i}^{2}\left(\frac{\partial}{\partial x_{h}^{r}}\right)^{2}+\sum_{i=1}^{n} \sum_{h \neq \ell} a_{h i}{ }_{\ell l i} \frac{\partial^{2}}{\partial x_{h}^{\prime} \partial x_{l}^{r}} \\
& =\sum_{h=\ell=1}^{n}\left(\sum_{i=1}^{n} a_{h i}^{2}\right)\left(\frac{\partial}{\partial x_{h}^{r}}\right)^{2}+\sum_{h \neq \ell}\left(\sum_{i=1}^{n} a_{h i} a_{\ell i}\right) \frac{\partial^{2}}{\partial x_{h} \partial x_{\ell}} \\
& =\sum_{h=1}^{n}\left(\frac{\partial}{\partial x_{h}^{r}}\right)^{2} .
\end{aligned}
$$

Assume that for $k=m$,

$$
(-1)^{m_{1}} \Delta^{m}=(-1)^{m}\left(\sum_{i=1}^{n}\left(\frac{\partial}{\partial x_{i}}\right)^{2}\right)^{m}=(-1)^{m}\left(\sum_{i=1}^{n}\left(\frac{\partial}{\partial x_{i}^{r}}\right)^{2}\right)^{m}
$$

Let $m m+1$, we have

$$
\begin{aligned}
(-1)^{m+1} \Delta{ }^{m+1} & =(-1)^{m+1}\left[\sum_{i=1}^{n}\left(\frac{\partial}{\partial x_{i}}\right)^{2}\right]^{m+1} \\
& =(-1)^{m}\left[\sum_{i=1}^{n}\left(\frac{\partial}{\partial x_{i}}\right)^{2}\right]^{m}(-1)\left[\sum_{i=1}^{n}\left(\frac{\partial}{\partial x_{i}}\right)^{2}\right] \\
& =(-1)^{m}\left[\sum_{i=1}^{n}\left(\frac{\partial}{\partial x_{i}^{i}}\right)^{2}\right]^{m}(-1)\left[\sum_{i=1}^{n}\left(\frac{\partial}{\partial x_{i}}\right)^{2}\right]
\end{aligned}
$$

$$
(-1)^{m+1}\left[\sum_{1 m 1}^{\mathrm{n}}\left(\frac{\partial}{\partial x_{1}^{2}}\right)^{2}\right]^{m+1}
$$

Hence, we have proved the assertion,
5.23. General Boundary Operators, the Case n $n$ I

In the study of the stability theory of certain elliptic partial differential equations

$$
\frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=f(u)
$$

where $u(x, t)$ acts on $\Omega x[0, \infty)$ and $\Omega \subset R^{n}$, we need to consider the case $n=1$. In the previous sections we discussed only the case $\Omega \subset R^{n}$, $n \geq 2$. For the one dimensional case, $n=1$, we need to discuss linear differential operators with general boundary conditions, and in this section, we give the following hypothesis on the system ( $\left.A(x, D),\left\{B_{j}\right\}\right)$. This discussion is found in Agmon [1].

Let us consider the elliptic linear differential operator

$$
\begin{equation*}
A\left(x, \frac{\partial}{\partial x}\right)=\sum_{k=0}^{2 m} a_{k}(x)\left(\frac{\partial}{\partial x}\right)^{2 m-k} \quad x \in[a, b] \tag{5-20}
\end{equation*}
$$

where $-\infty<a<b<\infty_{9}$ and the boundary operators

$$
\begin{array}{ll}
B_{j}^{+}\left(\frac{\partial}{\partial x}\right)=\sum_{h=0}^{m m_{j}^{+}} b_{j h}^{+}\left(\frac{\partial}{\partial x}\right)^{m_{j}^{+}-h} & \left(0 \leq j \leq m_{m-1}\right) \\
B_{j}^{\infty}\left(\frac{\partial}{\partial x}\right)=\sum_{h w 0}^{m_{j}^{m}} b_{j h}^{\infty}\left(\frac{\partial}{\partial x}\right)^{m-h} &
\end{array}
$$

satisfying the boundary conditions

$$
\begin{equation*}
\left.B_{j}^{+}\left(\frac{\partial}{\partial x}\right) u(x)\right|_{x=b}=\left.B_{j}^{m}\left(\frac{\partial}{\partial x}\right) u(x)\right|_{x=a}=0 \quad(0 \leq j \leq m-1) \tag{5-22}
\end{equation*}
$$

We give the following conditions on ( $\left.A\left(x, \frac{\partial}{\partial x}\right)_{,}\left\{B_{j}^{+}\right\}_{,}\left\{B_{j}^{\infty}\right\}\right)$
(i) $a_{k}(x)$ are complex-valued, measurable and bounded on $[a, b](1 \leq k \leq 2 m)$, and $a_{0}(x)$ is continuous on $[a, b]$.
(ii) $A\left(x, \frac{\partial}{\partial x}\right)$ is strongly elliptic on $[a, b]$, that is, for every $x \in[a, b]$,

$$
\begin{equation*}
(-1)^{m} \operatorname{Re}\left[a_{0}(x)\right]>0 \tag{5-23}
\end{equation*}
$$

(iii) $\mathrm{B}_{j}^{+}\left(\frac{\partial}{\partial \mathrm{x}}\right), \mathrm{B}_{\mathrm{j}}^{\infty}\left(\frac{\partial}{\partial \mathrm{x}}\right),(0 \leq j \leq m-1)$ are linear differential operators with constant coefficients of respective orders $m_{j}^{+} m_{j}^{-} \leq 2 m-1$, and are inde pendent of time, $t$.
(iv) The operators, $\left\{B_{j}^{+}\right\}_{j=0}^{m-1}$ are inearly independent. Also, $\left\{\mathrm{B}_{\mathrm{j}}^{\mathrm{m}}\right\}_{\mathrm{jm0}}^{\mathrm{mm}}$ are 1inearly independent.

Remark 5.23.1. The boundary operators

$$
\begin{array}{ll}
\left.B_{j}^{+} u(x)\right|_{x=b}=\left(\frac{\partial}{\partial x}\right)^{j} u(b, t) & (0 \leq j \leq m u m)(t \geq 0) \\
\left.B_{j}^{m} u(x)\right|_{x=m}=\left(\frac{\partial}{\partial x}\right)^{j} u(a, t) &
\end{array}
$$

which are the Dirichlet boundary operators for the case $n$ satisfy (5a23) for any strongly elliptic operator with coefficlents satisfying
( $5-23(i)$ ), since $\left\{\left(\frac{\partial}{\partial x}\right)^{j}\right\}$ are inneariy independent, with orders $m_{j}^{+}=m_{j}^{\infty}=j \leq 2 m-1(0 \leq j \leq m-1)$ 。

The following proposition, found in Agmon [1], shows how these conditions for the case $n=1$, can be related to those for $n \geq 2$.

Proposition 5.23.1. Let us define

$$
\mathcal{L}\left(x, \frac{\partial}{\partial x}, \frac{\partial}{\partial t}\right)=A\left(x, \frac{\partial}{\partial x}\right)+(-1)^{m}\left(\frac{\partial}{\partial t}\right)^{2 m}
$$

If $A\left(x, \frac{\partial}{\partial x}\right)$ is strongly elliptic on $[a, b]$, we have the following results:
(i) $\mathcal{L}$ is elliptic, and is properly elliptic on

$$
\Omega=\{(x, t) \mid a \leq x \leq b,-\infty<t<\infty\} ;
$$

(1i) $\mathcal{L}$ and the boundary system $\left\{B_{j}^{+}\right\}_{j=0}^{m-1},\left\{B_{j}^{m}\right\}_{j=0}^{m-1}$, satisfy the strong complementary condition on $x=b, x=a$, respectively.
6.0. STABILITY OF SOLUTIONS TO THE GENERAL

BOUNDARY VALUE PROBLEM: $\frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=f(u)$

Many engineering and physical problems can be formulated as an initial-boundary value problem for a partial differential equation. In this chapter, we will be considering the following nonifnear initial-boundary value problem which has many physical applications,

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=f(u) \quad x \varepsilon \Omega, t \geq 0 \tag{6-1}
\end{equation*}
$$

with the general boundary conditions

$$
\begin{equation*}
B_{j}(x, D) u(x, t)=0 \quad x \varepsilon \partial \Omega, t \geq 0 \quad(0 \leq j \leq m-1) \tag{6-2}
\end{equation*}
$$

and the initial condition

$$
u(x, 0)=u_{0}(x)
$$

where $u$ is a vector valued function, such that for every $t \geq 0, u(x, t)$ is in some Hilbert space, $A(x, D)$ is a linear partial differential operator and $f$ is a nonlinear function defined on some prescribed function space. Sufficient conditions will be given on the system $\left(A(x, D),\left\{B_{j}\right\}, \Omega\right)$ and on the nonlinear function, $f(u)$, to ensure the existence, uniqueness and stability of a solution to the above partial differential equation. This is done by considering the extension of $A(x, D)$ to an abstract (unbounded) linear operator $A$ defined on some base Hilbert space, $H$, and considering the abstract operator evolution equation

$$
\begin{gathered}
\frac{d u(t)}{d t}+A u(t)=f(u) \\
u(0)=u_{0}
\end{gathered}
$$

and utilizing the results from Pao [23] on the stability criteria for the evolution equation to ensure the solution of the stability problem for $(6-1)$ and $(6-2)$. If $f(u) \equiv 0$, then the abstract operator equation becomes

$$
\begin{array}{cc}
\frac{d u(t)}{d t}+ & A u(t)=0  \tag{6-3}\\
u(0)=u_{0} & (t \geq 0) \\
\end{array}
$$

In this chapter, we will consider the problem (6-1) and (6-2), for the cases where $f(u) \equiv 0$, and $f(u)$ is a nonzero nonlinear function given in some function space, and $\Omega C R^{n}, n \geq 1$. We will also show that these results generalize the case for the Dirichlet problem worked out by Buis [7]. Most of this discussion is restricted to the real Hilbert space $L^{2}(\Omega)$. The extension to the complex space can readily be done.

### 6.1 Preliminaries

In sections 6.2 and 6.3 we will examine the initial-boundary value problem given in (6-1) with $f(u) \equiv 0$, or

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=0 \quad x \varepsilon \Omega, t \geq 0 \tag{6-4}
\end{equation*}
$$

with general boundary conditions

$$
B_{j}(x, D) u(x, t)=0 \quad x \varepsilon \partial \Omega, t \geq 0 \quad(0 \leq j \leq m-1)
$$

and initial condition

$$
u(x, 0)=u_{0}(x)
$$

In order to examine the stability problem for ( $6-4$ ), we need to use the results of Pao in [23], in which he solves the stability problem for the
abstract operator equation (6-3), where $A$ is the abstract operator extension of $A(x, D)$ defined in the real Hilbert space, $H \equiv L^{2}(\Omega)$, such that $D(A)$ is dense in $H$ and $R(A) E H$. In this section, we will give these results and others needed in order to solve the stability problem for (6-4).

First, we must define what is meant by a solution of the operator evolution equation (6-3).

Definition 6.1.1. $u(t)$ is a solution of the equation (6-3) with initial condition $u(0)=u_{0} \varepsilon D(A)$ if:
(i) $u(t)$ is uniformly continuous in $t$, for every $t \geq 0$, with $u(\theta)=u_{0} ;$
(ii) $u(t) \varepsilon D(A)$, for every $t \geq 0$, and $A u(t)$ is continuous in $t$; for every $t \geq 0$;
(iii) the derivative of $u(t)$ exists (in the strong topology) for every $t \geq 0$ and equals $-A u(t)$.

Definition 6.1.2. An equilibrim solution of (6-3) is a solution $u(t)$ of ( $6-3$ ) such that

$$
\|u(t)-u(0)\|_{H}=0 \quad \text { for every } t \geq 0
$$

The following lemma proved in [27] is very useful in establishing the sufficient conditions for the existence and stability of the equilibrium solution to the operator evolution equation (6-3).

Lemma 6.1.1. (R.S.Phillips) Let A be a linear operator with domain $D(A)$ and range $R(A)$ both contained in the Hilbert space $H$ and $D(A)$ is dense in $H$. Then A generates a contraction semi-group of class ( $C_{0}$ ) in $H$ if and only if $A$ is dissipative with respect to an inner product equivalent to the one defined on $H$, and $R(I-A)=H$.

The following result $P$ ao in [23] utilizes lemma 6.1.1,
and is a basis for our examination of the stability problem of equation (6-4). Pao's notation has been changed so his results could be used in the present context.

Lemma 6.1.2. (Pao) Let $A$ be a linear operator with domain $D(A)$ and range, $R(A)$ both contained in the Hilbert space $H$ and $D(A)$ is dense in $H$ and $R(I-(-A))=H$. If $A$ satisfies the following inequality, there exists a constant $\beta \geq 0$ such that for every $u \in D(A)$

$$
(u,(-A) u) e \leq-B \|\left. u\right|_{e} ^{2}
$$

where $e$ is the inner product equivalent to the one defined on $H$, then for every initial element $u_{o} \varepsilon D(A)$, there exists a unique solution, $u(t)$, of (6-3) such that $u(0)=u_{0}$ and
(i) Any unperturbed solution is asymptotically stable if $\beta>0$ and is stable if $\beta=0$.
(ii) A stability region is $D(A)$ which can be extended to the whole space $H$.
(iv) If $\underline{0} \varepsilon D(A)$ and $A(\underline{0})=0$, then $\underline{0}$ is an equilibrium solution, called the null solution.

The basic conditions needed to solve the stability problem of (6-4) is dissipativity of $-A$ and $R(I-(-A))=H$. To prove the second part we need to use the next two results by Friedman [11] and Komura [16], respectively.

Lemma 6.1.3. (Friedman) If $\left(A\left(x_{3} D\right),\left\{B_{j}\right\}, \Omega\right)$ is the system satisfying the conditions (i)-(v) in (5-9), and $A$ is the operator extension of $A(x, D)$ in the base Hilbert space $H=L^{2}(\Omega)$, then there exists a constant $\Lambda_{0}>0$, such that for every $\lambda \geq \Lambda_{0}$

$$
R(\lambda I-(-A))=L^{2}(\Omega)
$$

Lemma 6.1.4. (Komura) If $A$ is the operator defined in lemma 6.1.3 and -A is dissipative, and there exists a constant $\alpha>0$ such that $R(\alpha I-(-A))=L^{2}(\Omega)$, then for every $\alpha>0$

$$
R(\alpha I-(-A))=L^{2}(\Omega)
$$

### 6.2. Stability of the Solution of a Linear

 Initial-Boundary Value Problem for the Case $n \geq 2$In this section, we will give sufficient conditions to ensure the existence, uniqueness and asymptotic stability or stability of the equilibrium solution to the general boundary value problem defined below in ( $6-5$ ).

Let us consider the following initial-boundary value problem,

$$
\begin{array}{ll}
\frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=0 & x \varepsilon \Omega, t \geq 0 \\
B_{j}(x, D) u(x, t)=0 & x \in \partial \Omega, t \geq 0 \quad(0 \leq j \leq m-1)  \tag{6-5}\\
u(x, 0)=u_{0}(x) &
\end{array}
$$

where $A(x, D), B_{j}(x, D)$ are the partial differential operators defined by

$$
\begin{align*}
& A(x, D)=\sum_{\alpha \mid \leq 2 m} a_{\alpha}(x) D^{\alpha} \\
& B_{j}(x, D)=\sum_{|h| \leq m_{j}} b_{j h}(x) D^{h} \tag{6-6}
\end{align*}
$$

such that the system $\left(A(x, D),\left\{B_{f}\right\}, \Omega\right)$ satisfies the conditions (5-9) and $(6-7)$

There exists a constant $\beta \geq 0$, such that for every $u \in C_{B}^{\infty}(\Omega)$

$$
\begin{equation*}
(u,-A(x, D) u)_{0} \leq-\beta\|u\|_{0^{\circ}}^{2} \tag{6-7}
\end{equation*}
$$

First, let us define $H \equiv L^{2}(\Omega)$, where this discussion is restricted to the real Hilbert space, $L^{2}(\Omega)$. Let us now define the abstract operator $\mathrm{T}_{0}$,

$$
\begin{align*}
& D\left(T_{0}\right)=C_{B}^{\infty}(\Omega) \\
& \left(T_{0} u\right)(x)=A(x, D) u(x) \quad u \in D\left(T_{0}\right) \tag{6-8}
\end{align*}
$$

Then, $T_{0}$ is a linear operator such that $D\left(T_{0}\right)$ is dense in $L^{2}(\Omega)$, since $C_{0}^{\infty}(\Omega) C C_{B}^{\infty}(\Omega) \subset L^{2}(\Omega)$ and we know from Dunford-Schwartz [9], $C_{0}^{\infty}(\Omega)$ is dense in $L^{2}(\Omega)$.

Let us now define the abstract operator A,

$$
\begin{equation*}
D(A)=H_{B}^{2 m}(\Omega) \tag{6-9}
\end{equation*}
$$

and Au is the function in $\mathrm{L}^{2}(\Omega)$ defined by

$$
(A u)(x)=A(x, D) u(x) \quad u \in D(A)
$$

Since $A(x, D)$ is linear, we see that $A$ is a linear operator. We will show that $A$ is the smallest closed linear extension of $T_{0}$ in $L^{2}(\Omega)$, where we have defined $H \equiv L^{2}(\Omega)$.

We then obtain the following evolution equation

$$
\begin{array}{r}
\frac{d u(t)}{d t}+A u(t)=0  \tag{6-10}\\
u(0)=u_{0}
\end{array}
$$

where $u(t)$ is a vector valued function defined on $[0, \infty)$ with values in $L^{2}(\Omega)$. Thus, for each $t \geq 0$, $u$ can be regarded as a function $u(x, t) \varepsilon L^{2}(\Omega)$. $A$ is the linear unbounded operator with domain and range both contained in $L^{2}(\Omega)$; defined by ( $6-9$ ).

We must define what is meant by a solution to equation (6-5), which is found in Friedman in [11].

Definition 6.2.1. $u(x, t)$ is a generalized solution of (6-5) if $u(t)$ is a solution of ( $6-10$ ) in the sense of definition 6.1.1.

Definition 6.2.2. $u(x, t)$ satisfies the boundary condition

$$
B_{j}(x, D) u(x, t)=0 \quad(0 \leq j \leq m-1)
$$

in a generalized sense if for each $t \geq 0, u(x, t) \varepsilon H_{B}^{2 m}(\Omega)$.
We will need the following two very important inequalities in order to prove that $A$ is a closed operator. The first inequality is found in [11], and the second shows that $A$ is a bounded operator on its domain.

Lemma 6.2.1. (Friedman) If the system ( $\left.A(x, D),\left\{B_{j}\right\}, \Omega\right)$
satisfies (5-9), then there exists a constant $C_{0}>0$, such that for every $u \in H_{B}^{2 m}(\Omega)$

$$
\|u\|_{2 m} \leq C_{0}\left(\|A(x, D) u\|_{0}+\|u\|_{0}\right) .
$$

Lemma 6.2.2. If the operator $A$ is defined as in (6-9), then there exists a constant $C_{1}>0$, such that for every $u \in D(A)$

$$
\|A u\|_{0} \leq C_{1}\|u\|_{2 m}
$$

Proof. First, I must prove that for every $u, v \in L^{2}(\Omega)$,

$$
\|u+v\|_{0}^{2} \leq 2\left[\|u\|_{0}^{2}+\|v\|_{0}^{2}\right] .
$$

This is true from fact that for $a, b>0,2 a b \leq a^{2}+b^{2}$, and

$$
\begin{aligned}
& \|u+v\|_{0}^{2} \leq\left[\|u\|_{0}+\|v\|_{0}\right]^{2}=\|u\|_{0}^{2}+2\|u\|_{0}\|v\|_{0}+\|v\|_{0}^{2} \\
& \leq\|u\|_{0}^{2}+\left(\|u\|_{0}^{2}+\|v\|_{0}^{2}\right)+\|v\|_{0}^{2} \\
& =2\left(\|u\|_{0}^{2}+\|v\|_{0}^{2}\right) .
\end{aligned}
$$

If we let $C_{o}=\max _{|\alpha| \leq 2 m}\left|a_{\alpha}(x)\right|$, then for some integer $k$ independent of $u$, we $\mathrm{x} \in \bar{\Omega}$
have for every u\&D(A)

$$
\begin{aligned}
& \left|\mid A u\left\|_{o}^{2}=\right\| A(x, D) u\left\|_{o}^{2}=\right\| \sum_{|\alpha| \leq 2 m} a_{\alpha}(x) D^{\alpha} u \|_{o}^{2}\right. \\
& \leq 2^{k} \sum_{|\alpha| \leq 2 m}\left\|a_{\alpha}(x) D^{\alpha} u\right\|_{o}^{2} \\
& \leq 2^{k} C_{o}^{2} \sum_{|\alpha| \leq 2 m}\left\|D^{\alpha} u\right\|_{o}^{2} \\
& =2^{k} C_{o}^{2}| | u| |_{2 m}^{2}
\end{aligned}
$$

Therefore,

$$
\|A u\|_{0} \leq C_{1}\|u\|_{2 m} \text {, where } C_{1}=2^{\frac{k}{2}} C_{0}
$$

qed

We will now prove that $A$ is the smallest closed linear
extension of $T_{0}$ in $L^{2}(\Omega)$.
Lemma 6.2.3. The operator A defined in (6-9) is a closed
operator in $\mathrm{L}^{2}(\Omega)$.
Proof. We must show that if there exists a sequence $u_{i} \varepsilon D(A)$ such that

$$
u_{i} \overrightarrow{L^{2}(\Omega)} \quad u_{,} \text {and } A u_{i} \underset{L^{2}(\Omega)}{ } w \quad \text { as } i \rightarrow \infty
$$

then $u \in D(A)$ and $A u=W$. First, we will show there exists $v \varepsilon H^{2 m}(\Omega)$, such that

$$
u_{i} \underset{(\Omega)}{2 \vec{m}} v \quad \text { as } i \rightarrow \infty
$$

Indeed, let us consider $u_{i}-u_{j} \varepsilon D(A)$. We know, since $u_{i}$ converges in $L^{2}(\Omega)$;

$$
\left\|u_{i}-u_{j}\right\|_{0} \vec{R}_{1}^{1} 0 \quad \text { as } i, j \rightarrow \infty
$$

From lema 6.2.1, there exists a constant $C_{0}$, such that

$$
\left.\left\|u_{i}-u_{j}\right\|\left\|_{2 m} \leq C_{o}\right\|\left\|A u_{i}-A u_{j}\right\|_{0}+\left\|u_{i}-u_{j}\right\| \|_{0}\right]
$$

Since $u_{i}$ converges in $L^{2}(\Omega)$ and $A u_{i}$ converges in $L^{2}(\Omega)$, the right side converges to 0 as $i, j \rightarrow \infty$. Hence,

$$
u_{i}-u_{j} \underset{H^{2 m}(\Omega)}{ } 0 \quad \text { as } i, j \rightarrow \infty
$$

Since $H^{2 m}(\Omega)$ is complete and we have Cauchy convergence, this implies there exists a $v \varepsilon H^{2 m}(\Omega)$ such that

$$
u_{H^{2 m}(\Omega)} \vec{m}^{v} \quad \text { as } i \rightarrow \infty
$$

We will now show $u \in D(A)=H_{B}^{2 m}(\Omega)$. To see this, we need to show there exists a sequence $u_{n} \varepsilon C_{B}^{\infty}(\Omega)$ such that

$$
u_{n}{ }_{H^{2 m}(\Omega)}^{u} \quad \text { as } n \rightarrow \infty_{\infty}
$$

$H^{2 m}(\Omega)$ into $L^{2}(\Omega)$ is continuous, or $\|\cdot\|_{0} \leq C_{2}\|\cdot\|_{2 m}$,
$\|u-v\|_{0} \leq\left\|u-u_{i}\right\|_{0}+\left\|u_{i}-v\right\|_{0} \leq\left\|u-u_{i}\right\|_{0}+c_{2} \mid\left\|u_{i}-v\right\|_{2 m}$

We have proved that the right-hand side converges to zero, as $i \rightarrow \infty$. Therefore, $u=v \varepsilon H^{2 m}(\Omega)$, which implies

$$
\left\|u_{i}-u\right\|_{2 m}=\left\|u_{i}-v\right\|_{2 m} \overrightarrow{R^{1}} 0 \quad \text { as } i \rightarrow \infty
$$

Where $u_{i} \varepsilon D(A)$. Let us pick, arbitrarily, $\varepsilon>0$. There exists a $u_{i} \in D(A)$, such that $\left\|u_{i}-u\right\|_{2 m}<\frac{\varepsilon}{2}$. By definition of $D(A)=H_{B}^{2 m}(\Omega)$, there exists $u_{n(i)} \varepsilon C_{B}^{\infty}(\Omega)$, such that $\left\|u_{n(i)}-u_{i}\right\|_{2 m}<\frac{\varepsilon}{2}$.

Therefore,

$$
\left\|u_{n(i)}-u\right\|_{2 m} \leq\left\|u_{n(i)}-u_{i}\right\|\left\|_{2 m}+\right\| u_{i}-u \|_{2 m}<\varepsilon_{0}
$$

This shows that $u \in D(A)=H_{B}^{2 m}(\Omega)$. Finally, we must show $A u=w \in L^{2}(\Omega)$. Indeed, let us consider $u_{i}-u \varepsilon D(A)$. From lemma 6.2.2,

$$
\left\|A u_{i}-A u\right\|_{0}=\left\|A\left(u_{i}-u\right)\right\|_{0} \leq C_{1}\left\|u_{i}-u\right\|_{2 m}
$$

Since the right hand side converges to zero as $i \rightarrow \infty$, we see

From the inequality

$$
\|A u-w\|_{0} \leq\left\|A u-A u_{i}\right\|_{0}+\left\|A u_{i}-w\right\|_{0}
$$

where we have seen that the right hand side converges to zero as $1 \rightarrow \infty$, it follows that $A u=w \in L^{2}(\Omega)$. Hence, $I$ have shown that $A$ is a closed
operator in $L^{2}(\Omega)$.
qed
Lemma 6.2.4. A is the smallest closed linear extension of $T_{0}$ in $L^{2}(\Omega)$.

Proof. By the definition of the extension of $T_{o}$ in $L^{2}(\Omega), A$ is the smallest extension of $T_{0}$ in $L^{2}(\Omega)$ if and only if the domain of $A, D(A)$, is the set of all ueL ${ }^{2}(\Omega)$ such that there exists a sequence $u_{i} \varepsilon D\left(T_{0}\right)$, such that

$$
\left\|u_{i}-u\right\|_{0} \vec{R}^{1} 0,\left\|T_{0} u_{i}-A u\right\|_{0} \vec{R}_{1} 0 \quad \text { as } i \rightarrow \infty \text {. }
$$

Since $A$ is a closed extension of $T_{0}$ in $L^{2}(\Omega)$, it is obvious that $A$ contains the smallest closed extension of $T_{0}$ in $L^{2}(\Omega)$. Therefore, it suffices to show that for any $u \in D(A)$, there exists a sequence $u_{i} \in D\left(T_{0}\right)$, such that

$$
\left\|u_{i}-u\right\|_{0} \vec{R}^{1} 0, \quad \text { and }\left\|T_{0} u_{i}-A u\right\|_{0} \rightarrow_{R^{1}} 0 \text { as } i \rightarrow \infty \text {. }
$$

To prove this, let $u \in D(A)=H_{B}^{2 m}(\Omega)$. Then, by definition of $H_{B}^{2 m}(\Omega)$, there exists a sequence $u_{i} \varepsilon C_{B}^{\infty}(\Omega)=D\left(T_{0}\right)$ such that $\left\|u_{i}-u\right\|_{2 m} \rightarrow 0$ as $i \rightarrow \infty$. But we know, since $u_{i}-u \varepsilon D(A)$, from lemma 6.2.2,

$$
\left\|A u_{i}-A u\right\|_{0}=\left\|A\left(u_{i}-u\right)\right\|_{0} \leq C_{1}| | u_{i}-u \|_{2 m^{0}}
$$

Therefore,

$$
\left\|A u_{i}-A u\right\|_{0} \vec{R}_{1} 0 \quad \text { as } i \rightarrow \infty \text {. }
$$

Since the identity injection from $\mathrm{H}^{2 m}(\Omega)$ into $\mathrm{L}^{2}(\Omega)$ is continuous

$$
\left\|u_{i}-u\right\|_{0} \leq c_{2}| | u_{i}-u \|_{2 m}
$$

and we have the following inequality

$$
\left\|T_{0} u_{i}-A u\right\|_{0} \leq\left\|T_{0} u_{i}-A u_{i}\right\|_{0}+\left\|A u_{i}-A u\right\|_{0^{0}}
$$

Since $u_{i} \varepsilon D\left(T_{0}\right) \in D(A), T_{0} u_{i}=A u_{i}$. Hence, we have the result

$$
\| u_{i}-\left.u\right|_{0} ^{\vec{R}_{1}^{1}} 0 \text { and }\left\|T_{0} u_{i}-A u\right\|_{0 \vec{R}^{1}} 0 \text { as } i \rightarrow \infty
$$

and this shows that $A$ is the smallest closed linear extension of $T_{0}$ in $L^{2}(\Omega)$.
qed
Now we will prove the facts needed to use Lemma 6.1.2, namely the dissipativity of $-A$, and the fact that $R(I-(-A))=H$.

Lemma 6.2.5. For the closure, $A$, of $T_{0}$ in $L^{2}(\Omega),-A$ is strictly dissipative with respect to the $L^{2}$ - norm if $\beta>0$, and is dissipative if $\beta=0$ 。

Proof. From the hypothesis (6-7), we see that there exists a constant $\beta \geq 0$, such that for any $\operatorname{u\varepsilon C}_{B}^{\infty}(\Omega)=D\left(T_{0}\right)$

$$
\left(u,\left(-T_{0}\right) u\right)_{0} \leq-\beta\|u\|_{0^{0}}^{2}
$$

Since $D\left(T_{0}\right)$ is dense in $D(A)$, we know that for any $u \in H_{B}^{2 m}(\Omega)=D(A)$, there exists a sequence $u_{i} \varepsilon D\left(T_{0}\right)$ such that

$$
u_{H^{2 m}(\Omega)} \quad \text { u } \quad \text { as } i \rightarrow \infty
$$

We must now prove that

$$
\left(u_{,} A u\right)_{0}=\lim _{i \rightarrow \infty}\left(u_{i}, A u_{i}\right)_{0}
$$

To show this, we utilize the following two inequalities,

$$
\begin{aligned}
& \left\|u_{i}-u\right\|_{0} \leq c_{0}\left\|u_{i}-u\right\|_{2 m} \\
& \left\|A u_{i}-A u\right\|_{0}=\left\|A\left(u_{i}-u\right)\right\|_{0} \leq c_{1}\left\|u_{i}-u\right\|_{2 m}
\end{aligned}
$$

This shows us that

$$
u_{i} \underset{L^{2}(\Omega)}{ } \quad \text { u } \quad \text { and } A u_{i} \underset{L^{2}(\Omega)}{ } \quad A u \quad \text { as } i \rightarrow \infty \text {. }
$$

Due to the continuity of the inner product, we have proved that

$$
\left(u_{i}, A u_{i}\right)_{\circ} \rightarrow_{R}(u, A u)_{0} \quad \text { as } i \rightarrow \infty \text {. }
$$

Since $u \in D(A), u_{i} \in D\left(T_{0}\right) C D(A)$ and $A u_{i}=T_{0} u_{i}$

$$
\begin{aligned}
\left(u_{,}(-A) u_{0}=\lim _{i \rightarrow \infty}\left(u_{i},(-A) u_{i}\right)_{0}\right. & =\lim _{i \rightarrow \infty}\left(u_{i},\left(-T_{0}\right) u_{i}\right)_{0} \\
& \leq-\beta \lim _{i \rightarrow \infty}\left\|u_{i}\right\|_{0}^{2} \\
& -\beta\|u\|_{0}^{2}
\end{aligned}
$$

From this inequality, we can see that if $\beta>0$, $-A$ is strictly dissipative, and if $\beta=0,-A$ is dissipative. qed

Lemma 6.2.6. A is a linear operator, such that the domain $D(A)$ and range $R(A)$ are both contained in the Hilbert space $L^{2}(\Omega)$ and $D(A)$ is dense in $L^{2}(\Omega)$. Also, $R(I-(-A))=L^{2}(\Omega)$.

Proof. It must first be noted that we have defined our base Hilbert space to be $H \equiv L^{2}(\Omega)$. A is a linear operator, since $A\left(x_{s} D\right)$ is linear. Also, it can readily be seen that

$$
D(A)=H_{B}^{2 m}(\Omega) \subset L^{2}(\Omega), \text { and } R(A) c L^{2}(\Omega)
$$

The fact that $D(A)$ is dense in $L^{2}(\Omega)$ follows since $D(A)=H_{B}^{2 m}(\Omega)$, and $C_{o}^{\infty}(\Omega) \subset C_{B}^{\infty}(\Omega) \subset H_{B}^{2 m}(\Omega) C L^{2}(\Omega)$, where $C_{o}^{\infty}(\Omega)$ is dense in $L^{2}(\Omega)$. It suffices now to show $\mathrm{R}(\mathrm{I}-(-\mathrm{A}))=\mathrm{L}^{2}(\Omega)$. We know from lemma 6.1.3, that by the definition of the operator $A_{\text {, }}$, there exists a constant $A_{0}>0$, such that for any $\lambda>\lambda_{0}$

$$
\mathrm{R}(\lambda I-(-\mathrm{A}))=\mathrm{L}^{2}(\Omega),
$$

and since -A is dissipative, we utilize lemma 6.1.4, to show that for any $\lambda>0$,

$$
R(\lambda I-(-A))=L^{2}(\Omega) .
$$

Therefore, if we let $\lambda=1$, we have the desired result.
qed

We are now ready to prove the nain result of this section.
Theorem 6.2.1. Let us consider the strongly elliptic partial differential operator, $A(x, D)$, and the boundary operators, $\left\{B_{j}\right\}_{j=0}^{m-1}$, defined by (6-6). Let the system ( $\left.A(x, D),\left\{B_{j}\right\}, \Omega\right)$ satisfy conditions (5-9) and inequality (6-7). If we consider the initial-boundary value problem (6-5), then for any given initial value function $u_{0}(x) \varepsilon H_{B}^{2 m}(\Omega)$, there exists a unique generalized solution, $u(x, t)$, such that
(i) for every $t \geq 0, u(x, t) \in H_{B}^{2 m}(\Omega)$;
(ii) $u(x, t)$ is a generalized solution of ( $6-5$ );
(iii) $u(x, 0) \equiv u_{0}(x)$, and satisfies the boundary conditions in a generalized sense;
(iv) the null solution is stable
if $\beta=0$ (and is asymptotically stable if $\beta>0$ ) with respect to the $L^{2}$ - norm, where $\beta$ is the dissipativity constant in (6-7)。

Proof. We define the evolution equation as we did before

$$
\begin{aligned}
\frac{d u(t)}{d t}+A u(t) & =0 \\
u(0) & =u_{0}
\end{aligned}
$$

where the abstract operator, $A$, is defined by

$$
\begin{aligned}
& D(A)=H_{B}^{2 m}(\Omega) \\
& (A u)(x)=A(x, D) u(x) \quad u \in D(A)
\end{aligned}
$$

and is the smallest closed linear extension of the operator $T_{0}$ defined in (6-8).

From lema 6.2.6, $A$ is a linear operator, such that the domain $D(A)$ and range $R(A)$ are contained in the base Hilbert space $H \equiv L^{2}(\Omega), D(A)$ is dense in $\mathrm{L}^{2}(\Omega)$, and $\mathrm{R}(\mathrm{I}-(-\mathrm{A}))=\mathrm{L}^{2}(\Omega)$. From lemma 6.2.5, -A is strictly dissipative if $\beta>0$ and is dissipative if $\beta=0$, where $\beta$ is the dissipativity constant in ( $6-7$ ). Now, we have satisfied the hypothesis in lemma 6.1.2, and by applying Pao's results, we see that for every $u_{0} \varepsilon D(A)=H_{B}^{2 m}(\Omega)$, there exists a unique solution $u(t)$ of ( $6-10$ ) satisfying $u(0)=u_{0}$. Therefore, from definition 6.1.1, and 6.2.1, $u(x, t)$ is a generalized solution of (6-5), and for every $t \geq 0, u(x, t) \varepsilon H_{B}^{2 m}(\Omega)$. This implies, from definition 6.2.2, that $u(x, t)$ satisfies the boundary conditions in a generalized sense. Since $u(0)=u_{0}$, we see $u(x, 0)=u_{0}(x)$, the given initial value function in $H_{B}^{2 m}(\Omega)=D(A)$. Since $u(t) \equiv 0 \varepsilon$ $H_{B}^{2 m}(\Omega)=D(A)$ and $A(0)=0$, we see the null solution is stable if $\beta=0$ (and is asymptotically stable if $\beta>0$ ) with respect to the $L^{2}$ - norm. qed

### 6.3. Stability of the Solution of a Linear

 Initial-Boundary Value Problem for the Case $n=1$In this section, we will give sufficient conditions to ensure the existence, uniqueness and the stability of the null solution to the general boundary value problem defined below for the case where $\Omega=(a, b) \in R^{1}$ 。 and $-\infty<a<b<\infty$.

Let us consider the following initial-boundary value problem,

$$
\begin{align*}
& \frac{\partial u(x, t)}{\partial t}+A\left(x, \frac{\partial}{\partial x}\right) u(x, t)=0 \quad x \varepsilon(a, b), t \geq 0 \\
& \left.B_{j}^{+}\left(\frac{\partial}{\partial x}\right) u(x, t)\right|_{x=b}=\left.B_{j}^{-}\left(\frac{\partial}{\partial x}\right) u(x, t)\right|_{x=a}=0 \quad(t \geq 0)  \tag{6-11}\\
& u(x, 0)=u_{0}(x)
\end{align*}
$$

where $A\left(x, \frac{\partial}{\partial x}\right),\left\{B_{j}^{+}\right\}_{j=0}^{m-1}$, and $\left\{B_{j}^{-}\right\}_{j=0}^{m-1}$ are the partial differential operators as defined in Agmon [1],

$$
\begin{align*}
& A\left(x, \frac{\partial}{\partial x}\right)=\sum_{k=0}^{2 m} a_{k}(x)\left(\frac{\partial}{\partial x}\right)^{2 m-k} \\
& B_{j}^{+}\left(\frac{\partial}{\partial x}\right)=\sum_{h=0}^{m_{j}^{+}} b_{j h}^{+}\left(\frac{\partial}{\partial x}\right)^{m_{j}^{+}-h}  \tag{6-12}\\
& B_{j}^{-}\left(\frac{\partial}{\partial x}\right)=\sum_{h=0}^{m_{j}^{-}} b_{j h}^{-}\left(\frac{\partial}{\partial x}\right)^{m_{j}^{-}-h}
\end{align*}
$$

such that the system $\left(A\left(x, \frac{\partial}{\partial x}\right),\left\{B_{j}^{+}, B_{j}^{-}\right\}\right)$satisfies the conditions (5-23), Let us now define the following Hilbert spaces needed to extend $A\left(x, \frac{\partial}{\partial x}\right)$ to the abstract operator $A$,

$$
H^{2 m}[a, b]=\left\{u \varepsilon C^{2 m-1}[a, b] \left\lvert\,\left(\frac{d}{d x}\right)^{2 m-1} u(x)\right. \text { is absolute, } \mathcal{I} y\right. \text { conçinuous }
$$

in $[a, b]$, and $\left.\left(\frac{d}{d x}\right)^{2 m} u(x) \in L^{2}[a, b]\right\}$

$$
\begin{equation*}
H_{B}^{2 m}[a, b]=\left\{u \varepsilon H^{2 m}[a, b]\left|B_{j}^{+}\left(\frac{\partial}{\partial x}\right) u(x, t)\right|_{x=b}=\left.B_{j}^{-}\left(\frac{\partial}{\partial x}\right) u(x, t)\right|_{x=a}=0,\right. \tag{6-13}
\end{equation*}
$$

$(0 \leq j \leq m-1) \quad(t \geq 0)\}$.

We can now define the abstract operator A

$$
\begin{equation*}
D(A)=H_{B}^{2 m}[a, b] \tag{6-14}
\end{equation*}
$$

$(A u)(x)=A\left(x, \frac{\partial}{\partial x}\right) u(x) \quad u \in D(A)$
Remark 6.3.1. From Agmon [1], we see that $A$ is a closed linear operator such that the spectrum is the whole plane or a discrete sequence of eigenvalues.

We then obtain the evolution equation

$$
\begin{array}{r}
\frac{d u(t)}{d t}+A u(t)=0  \tag{6-15}\\
u(0)=u_{0}
\end{array}
$$

where $A$ is defined as in ( $6-14$ ), and $D(A)$ and $R(A)$ are both contained in the real Hilbert space $H \equiv L^{2}[a, b]$.

Let the operator $A(x, D)$ satisfy the following inequality: there exists a constant $\beta \geq 0$, such that for every $u \in H_{B}^{2 m}[a, h]$

$$
\begin{equation*}
\left(u,-A\left(x, \frac{\partial}{\partial x}\right) u\right)_{o} \leq-\beta\|u\|_{0}^{2} \tag{6-16}
\end{equation*}
$$

where $\beta$ is called the dissipativity constant.
In order to consider the stability problem for the case $n=1$, we need the following lemmas, the first being found in Agmon [1].

Lemma 6.3.1. Let $A$ be the abstract operator extension of $A\left(x, \frac{\partial}{\partial x}\right)$ defined by ( $6-14$ ), where the system $\left(A\left(x, \frac{\partial}{\partial x}\right),\left(B_{j}^{+}, B_{j}^{-}\right\}\right)$satisfies condition (5-23). Then, there exists a constant $\Lambda_{0}>0$, such that for any $\lambda>\Lambda_{0}$ ?

$$
R(\lambda I-(-A))=L^{2}[a, b]
$$

In order to use Lemma $6,1.2$ to solve the stability problem, we must now show the dissipativity of $-A_{\text {, }}$ and $R(I-(-A))=H$.

Lemma 6.3.2. Let the operator $A$ be defined as in (6-14). The operator -A is strictly dissipative with respect to the $L^{2}$ - norm if $\beta>0$, and is dissipative if $\beta=0$, where $\beta$ is the dissipativity constant in (6-16).

Proof. This follows readily from the definition of $A$, and condition ( $6-16$ ), since for every $u \in D(A)=H_{B}^{2 m}[a, b]$,

$$
\begin{aligned}
& (u,(-A) u)_{0}=\left(u,-A\left(x, \frac{\partial}{\partial x}\right) u\right)_{0} \\
& \leq-\beta\|u\|_{0^{0}}^{2}
\end{aligned}
$$

qed

Lemma 6.3.3. The abstract operator A is a linear operator such that the domain $D(A)$ and range $R(A)$ are both contained in the real Hilbert space $H=L^{2}[a, b], D(A)$ is dense in $L^{2}[a, b]$, and $R(I-(-A))=L^{2}[a, b]$.

Proof. It can be readily seen from the definition of $A(x, D)$, that $A$ is linear, and the domain $D(A)$ and range $R(A)$ are both contained in $\mathrm{L}^{2}[\mathrm{a}, \mathrm{b}]$
Also, $D(A)=H_{B}^{2 m}[a, b]$ is dense in $L^{2}[a, b]$, since $C_{o}^{\infty}[a, b]-H_{B}^{2 m}[a, b] c L^{2}[a, b]$ and $C_{0}^{\infty}[a, b]$ is dense in $L^{2}[a, b]$. Finally, we must show $R(I-(-A))=L^{2}[a, b]$. From lemma 6.3.1, and since -A is dissipative, from Lemma 6.1 .4 we have, since there exists a constant $\Lambda_{0}>0$, such that for every $\lambda>\Lambda_{0}$

$$
R(\lambda I-(-A))=L^{2}[a, b]
$$

then it must be true that for every $\lambda>0$

$$
R(\lambda I-(-A))=L^{2}[a, b]
$$

This leads us to our result by letting $\lambda=1$. qed We are now ready to prove our main stability result for the case $\mathrm{n}=1$.

Theorem 6.3.1. Let us consider the strongly elliptic linear differential operator, $A\left(x, \frac{\partial}{\partial x}\right)$, and boundary operators $\left\{B_{j}^{+}\right\}_{j=0}^{m-1}$ and $\left\{B_{j}^{-}\right\}_{j=0}^{m-1}$ defined by ( $6-12$ ). Let the system $\left(A\left(x, \frac{\partial}{\partial x}\right),\left\{B_{j}^{+}, B_{j}^{-}\right\}\right)$satisfy (5-23) and inequality ( $6-16$ ). If we consider the initial-boundary value problem (6-11), then for any initial value function $u_{o}(x) \varepsilon H_{B}^{2 m}[a, b]$, there exists a unique generalized solution, $u(x, t)$, such that
(i) for every $t \geq 0, u(x, t) \varepsilon H_{B}^{2 m}[a, b]$;
(ii) $u(x, t)$ is a generalized solution of (6-11);
(iii) $u(x, 0) \equiv u_{0}(x)$, and $u(x, t)$ satisfies the boundary conditions in the classical sense;
(iv) the null solution, is stable if $\beta=0$ (and is asymptotically stable if $\beta>0$ ) with respect to the $L^{2}$-norm, where $\beta$ is the dissipativity constant in the equality (6-16).

Proof. We define the evolution equation as we did in (6-15) where the abstract operator, $A$, is defined by (6-14) and $A$ is a closed linear operator. From lemma 6.3.3. we see that $D(A) \subset L^{2}[a, b], R(A) \subset L^{2}[a, b], D(A)$ is dense in $L^{2}[a, b]$ and $R(I-(-A))=L^{2}[a, b]$. From lemma 6.3.2, $-A$ is strictly dissipative if $\beta>0$ and is dissipative if $\beta=0$, where $\beta$ is the dissipa tivity constant in ( $6-16$ ). We can now apply the results of lemma 6.1.2, and see there exists a unique solution $u(t)$ of (6-15), such that $u(0)=u_{0}$ and from definition 6.1.1, for every $t \geq 0, u(t) \varepsilon D(A)$. Therefore, from definition 6.2.1, $u(x, t)$ is a generalized solution of (6-11) such that for every $t \geq 0$, $u(x, t) \varepsilon D(A)=H_{B}^{2 m}[a, b]$ and $u(x, 0)=u_{0}(x)$. From the definition of $H_{B}^{2 m}[a, b]$, we see that $u(x, t)$ satisfies the boundary conditions in the classical sense. Since $u(t) \equiv 0 \varepsilon H_{B}^{2 m}[a, b]=D(A)$, and $A(0)=0$, we see the null solution is stable if $\beta=0$ (and is asymptotically stable for $\beta>0$ ) with respect to the $L^{2}$-norm.

### 6.4. Stability of the Solution of a Nonlinear <br> Initial-Boundary Vere

In this section, we will give sufficient conditions to ensure the existence, uniqueness and stability of the solution to the nonlinear initial-boundary value problem

$$
\begin{array}{cc}
\frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=f(u) & x \in \Omega, t \geq 0 \\
B_{j}(x, D) u(x, t)=0 & x \in \partial \Omega, t \geq 0
\end{array} \quad(0 \leq j \leq m-1)
$$

where $A(x, D)$ is a strongly elliptic partial differential operator, and $\left\{B_{j}\right\}_{j=0}^{m-1}$ satisfies general boundary conditions, and $f(u)$ is, in general, a nonlinear function satisfying certain conditions in some prescribed Hilbert space. In order to study this nonlinewe problem, we need to utilize the results of Pao [23] in solving the stability problem for the nonlinear evolution equation

$$
\begin{aligned}
\frac{d u(t)}{d t}+A u(t) & =f(u) \\
u(0) & =u_{0}
\end{aligned}
$$

where $A$ is the abstract operator extension of $A(x, D)$, such that the domain and range of $A$ aze contained in some Hilbert space $H$. In 6.41, we will consider the case $\Omega \in R^{n}, n \geq 2$ and in 6.42 we will look at the one dimensional case $\Omega=(a, b) \subset R^{1}$.

### 6.41. The Nonlinear Stability Problem for the Case $n \geq 2$

In this section, stability criteria will be given in order to solve the nonlinear initial-boundary value problem defined on $\Omega \mathbb{C R}^{\mathrm{n}}$, for the case $n \geq 2$.

First, we must state some preliminary lemmas which will give sufficient conditions to ensure the existence, uniqueness and stability of the solution to the operator evolution equation

$$
\begin{gather*}
\frac{d u(t)}{d t}+A u(t)=f(u)  \tag{6-17}\\
u(0)=u_{0}
\end{gather*}
$$

where $A$ is the operator epresentation of a strongly elliptic partial differential operator, $A(x, D)$ with general boundary conditions and $f(u)$ is, in general, a nonlinear function. We must define what is meant by a solution to ( $6-17$ ).

Definition 6.41.1. $u(t)$ is a solution of (6-17) if
(i) for every $t \geq 0, u(t) \varepsilon D(A)$ and $u(0)=u_{0}$;
(ii) $u(t)$ is uniformly Lipschitz continuous in $t$;
(iii) the weak derivative of $u(t)$ exists for every $t \geq 0$, and
equals $(-A) u(t)+f(u)$;
(iv) the strong derivative

$$
\frac{d u(t)}{d t}=(-A) u(t)+f(u)
$$

exists and is strongly continuous except at a countable number of values of $t$.

The following key result and solution of the nonlinear stability problem for the evolution equation (6-17) is due to Pao [23].

Theorem 6.41.1. Let $A$ be a inear operator with domain and range
both contained in the same Hilbert space $H$, such that $D(A)$ is dense in $H$ and $R(I-(-A))=H$. If $A$ satisfies the following inequality: there exists a constant $B \geq 0$, such that for any $u \in D(A)$

$$
\begin{equation*}
(u,(-A) u)_{e} \leq-B| | u \|_{e}^{2} \tag{6-18}
\end{equation*}
$$

where (.,.) $e^{\text {is an inner product equivalent to the one defined on } H \text {; and }}$ f satisfies:
(i) $f$ maps all of $H$ into $H$, where $f$ is continuous from $H$ with the strong topology to the weak topology and $f$ is bounded on every bounded subset of $H$.
(ii) There exists a constant $k \leq \beta, k$ can be negative, such that for any $u, v \in H$

$$
\begin{equation*}
(f(u)-f(v), u-v) e \leq k| | u-\left.v\right|_{e} ^{2} \tag{6-19}
\end{equation*}
$$

where $\beta$ is the dissipativity constant in $(6-18)$, and $(,,,)_{e}$ is the inner product equivalent to the one on $H$, Then, for any $u_{0} \varepsilon D(A)$, there exists a unique solution $u(t)$ of $(6-17)$ with $u(0)=u_{0}$, and the null solution, if $f(0)=0$, is asymptotically stable if $k<\beta$, and is stable if $k=\beta$, with respect to the $H$ - norm.

An important subclass of nonlinear functions, $f$, satisfying the conditions in theorem 6.41 .1 , is the class of Lipschitz continuous functions. The following result is a corollary in [23].

Corollary 6.41.1. Let $A$ be the abstract operator satisfying the hypothesis of theorem 6.41.1, and $f$ satisfies:
$f$ is defined on all of $H$ into $H$, and $f$ is Lipschitz continuous with Lipschitz constant $k \leq \beta$, that is, there exists a constant $k \leq \beta$, such that for any $u, v e H$

$$
\left||f(u)-f(v)|_{e} \leq k\right||u-v|_{e}
$$

Then, for any initial value function $u_{0} \varepsilon D(A)$, there exists a unique solution, $u(t)$, of $(6-17)$ with $u(0)=u_{0}$, and the null solution, if it exists, is asymptotically stable if $k<\beta$ and is stable if $k=\beta$, with respect to the H - norm.

Let us now consider the following nonlinear initial-boundary value problem

$$
\begin{array}{ll}
\frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=f(u) & x \in \Omega, t>0 \\
B_{j}(x, D) u(x, t)=0 & x \in \partial \Omega, t \geq 0,(0 \leq j \leq m-1)  \tag{6-20}\\
u(x, 0)=u_{0}(x) &
\end{array}
$$

where $A(x, D), B_{j}(x, D)$ are the partial differential operators defined by

$$
\begin{align*}
& A(x, D)=\sum_{|\alpha| \leq 2 m} a_{\alpha}(x) D^{\alpha} \\
& B_{j}(x, D)=\sum_{|h| \leq m} b_{j h}(x) D^{h} \quad(0 \leq j \leq m-1) \tag{6-21}
\end{align*}
$$

such that the system $\left(A(x, D),\left\{B_{j}\right\}, \Omega\right)$ satisfies (5-9) and inequality (6-7), and the nonlinear funcoion, $f$, satisfies the condition:
f maps all of $L^{2}(\Omega)$ into $L^{2}(\Omega)$, where $f$ is continuous from the strong topology of $L^{2}(\Omega)$ to the weak topology of $L^{2}(\Omega)$, and $f$ maps all bounded subsets of $L^{2}(\Omega)$ into bounded sets. Also, there exists (6-22) a constant $k \leq \beta, k$ can be negative and $\beta$ is the dissipativity constant In $(6-7)$, such that for every $u, v \varepsilon L^{2}(\Omega)$

$$
(f(u)-f(v), u-v)_{0} \leq k| | u-\left.v\right|_{0} ^{2}
$$

Let us now define the abstract operator $A$, which acts on the real base Hilbert space $H \equiv L^{2}(\Omega)$. First, we define the operator $T_{0}$,

$$
\begin{align*}
& D\left(T_{0}\right)=C_{B}^{\infty}(\Omega)  \tag{6-23}\\
& \left(T_{0} u\right)(x)=A(x, D) u(x) \quad u \in D\left(T_{0}\right)
\end{align*}
$$

Then, we define the abstract operator $A_{\text {, }}$

$$
\begin{align*}
& D(A)=H_{B}^{2 m}(\Omega)  \tag{6-24}\\
& (A u)(x)=A(x, D) u(x) \quad u \in D(A)
\end{align*}
$$

We see from lemma 6.2 .4 that $A$ is the smallest closed linear extension of $T_{0}$ in $L^{2}(\Omega)$. We obtain the following evolution equation

$$
\begin{align*}
\frac{d u(t)}{d t}+d u(t) & =f(u)  \tag{6-25}\\
u(0) & =u_{0}
\end{align*}
$$

where $A$ is defined in $(6-24)$, and $f$ is the nonlinear function defined above in (6-22). We must define what is meant by a solution to (6-20).

Definition 6.41.2. $u(x, t)$ is a generalized solution of (6-20) if $u(t)$ is a solution of (6-25) in the sense of definition 6.41.1. We are now ready to solve the nonlinear stability problem. Theorem 6.41.2. Let us consider the strongly elliptic partial differential operator, $A(x, D)$, and the boundary operators $\left\{B_{j}\right\}_{j=0}^{m=1}$ defined in (6-21), such that the system $\left(A(x, D),\left[B_{j}\right\}, \Omega\right)$ satisfies conditions (5-9) and inequality $(6-7)$, and the nonlinear function, $f$, satisfies ( $6-22$ ). If we consider the nonlinear initlal-boundary value problem (6-20), then for any inttial value function $u_{0}(x) \varepsilon H_{B}^{2 m}(\Omega)$ there exists a unique generalized solution, $u(x, t)$, such that
(i) for every $t \geq 0, u(x, t) \varepsilon H_{B}^{2 m}(\Omega)$;
(ii) $u(x, t)$ is a generalized solution of (6-20);
(iii) $u(x, 0) \equiv u_{o}(x)$, and $u(x, t)$ satisfies the boundary
conditions in a generalized sense;
(iv) any equilibrium solution (if $f(0)=0$, the null solution), is asymptotically stable if $k<\beta$, is stable if $k=\beta$, with respect to the $L^{2}$ - norm, where $k$ is the constant in (6-22) and $\beta$ is the dissipativity constant in (6-7).

Proof. We define the abstract operator equation

$$
\begin{aligned}
& \frac{d u(t)}{d t}+ A u(t) \\
&=f(u) \\
& u(0)=u_{0}
\end{aligned}
$$

where $A$ is defined in (6-24) and is the smallest closed extension of the operator $T_{0}$, which is defined in (6-23). From lemma 6.2.6, we see that the domain $D(A)$ and range $R(A)$ are both contained in the real Hilbert space $H \equiv L^{2}(\Omega)$ such that $D(A)$ is dense in $L^{2}(\Omega)$ and $R(I-(-A))=L^{2}(\Omega)$. From lemma 6.2.5, we have the following inequality: there exists a constant $B \geq 0$, such that for any $u \in D(A)$

$$
(u,(-A) u)_{0} \leq-\beta\|u\|_{0}^{2}
$$

Now, since $f$ satisfies ( $6-22$ ) with $H \equiv L^{2}(\Omega)$, we can apply theorem 6.41.1. Since $u_{0} \varepsilon D(A)$ is given, there exists a unique solution, $u(t)$, of (6-25) such that $u(0)=u_{0}$, and the equilibrium solution (if $f(0)=0$, the null solution) if it exists, is asymptotically stable if $k<\beta$ and is stable If $k=\beta$, with respect to the $L^{2}$ - norm. From definitions 6.41.1 and 6.41.2 we know that there exists a generalized solution, $u(x, t)$, of ( $6-20$ ) such that for every $t \geq 0, u(x, t) \varepsilon H_{B}^{2 m}(\Omega)$, which implies that $u(x, t)$ satisfies
the boundary conditions in a generalized sense. Since $u(0)=u_{0}$, we see that $u(x, 0) \equiv u_{o}(x) \varepsilon H_{B}^{2 m}(\Omega)$. Finally, the equilibrium solution (if $f(0)=0$, the null solution), if it exists, is asymptotically stable if $k<\beta$, and is stable if $k=\beta$, with respect to the $L^{2}$ - norm.

Remark 6.41.1. From this theorem, we can see that even if $\beta=0$, and for every $u \varepsilon D(A)$

$$
\left(u_{9}(-A) u\right)_{0} \leq 0,
$$

we will have asymptotic stability of the solution to (6-20) if the constant in inequality ( $6-22$ ), $k<0$.
6.42. The Nonlinear Stability Problem for the Case $n=1$

In this section, we consider the nonlinear stability problem where the space variable $x \in \Omega=(a, b) \in R^{1}$ and $-\infty<a<b<\infty$. Consider the following initial-boundary value problem,

$$
\begin{array}{ll}
\frac{\partial u(x, t)}{\partial t}+A\left(x, \frac{\partial}{\partial x}\right) u(x, t)=f(u) & x \varepsilon[a, b], t \geq 0 \\
\left.B_{j}^{+}\left(\frac{\partial}{\partial x}\right) u(x, t)\right|_{x=b}=\left.B_{j}^{-}\left(\frac{\partial}{\partial x}\right) u(x, t)\right|_{x=a}=0 & t \geq 0,0 x j \leq m-1 \quad(6-26) \\
u(x, 0)=u_{0}(x) &
\end{array}
$$

where $A\left(x, \frac{\partial}{\partial x}\right),\left\{B_{j}^{+}\right\}_{j=0}^{m-1}$ and $\left\{B_{j}^{-}\right\}_{j=0}^{m-1}$ are the linear partial differential operators defined by ( $6-12$ ), such that the system $\left(A\left(x, \frac{\partial}{\partial x}\right),\left\{B_{j}^{+}, B_{j}^{-}\right\}\right)$ satisfies (5-23) and inequality (6-16), and the nonlinear function, $f_{3}$ satisfies ( $6-22$ ).

Now, we define the abstract operator A:

$$
\begin{aligned}
& D(A)=H_{B}^{2 m}[a, b] \\
& (A u)(x)=A\left(x, \frac{\partial}{\partial x}\right) u(x) \quad u \varepsilon D(A)
\end{aligned}
$$

where $H_{B}^{2 m}[a, b]$ is defined in (6-13). We then obtain the evolution equation

$$
\begin{align*}
\frac{d u(t)}{d t}+A u(t) & =f(u) \\
u(0) & =u_{0} \tag{6-27}
\end{align*}
$$

where $A$ is defined above, and $D(A)$ and $R(A)$ are both contained in the real Hilbert space $H \equiv L^{2}[a, b]$. We are now ready for the main result in this section.

Theorem 6.42.1. Let us consider the nonlinear initial-boundary value problem ( $6-26$ ), where $A\left(x, \frac{\partial}{\partial x}\right),\left\{B_{j}^{\dagger}\right\}$ and $\left\{B_{j}^{-}\right\}$are the linear partial differential operators defined in $(6-12)$, such that the system $\left(A\left(x, \frac{\partial}{\partial x}\right)\right.$, $\left.\left\{B_{j}^{+}, B_{j}^{-}\right\}\right)$satisfies $(5-23)$ and (6-16), while the nonlinear function satisfies (6-22). Then, for any initial value function $u_{0}(x) \varepsilon H_{B}^{2 m}[a, b]$, there exists a unique generalized solution, $u(x, t)$, such that
(i) for every $t \geq 0, u(x, t) \in H_{B}^{2 m}[a, b]$;
(i1) $u(x, t)$ is a generalized solution of (6-26);
(iii) $u(x, 0) \equiv u_{0}(x)$, and $u(x, t)$ satisfies the boundary
conditions in the classical sense;
(iv) If $f(0)=0$, the null solution is asymptotically stable if $k<\beta$, is stable if $k=\beta$, with respect to the $L^{2}$-norm, where $k$ is the constant in (6-22) and $\beta$ is the dissipativity constant in (6-7).

Proof. We have defined the evolution equation in (6-27), and as we can see from lemmas 6.3 .2 and 6.3 .3 , the abstract operator $A$
satisfies the following conditions, $D(A) C L^{2}[a, b]$, and $R(A) \subset L^{2}[a, b]$, such that $D(A)$ is dense in $L^{2}[a, b]$ and $R(I-(-A))=L^{2}[a, b]$. Furthermore, $-A$ satisfies the inequality: there exists a constant $\beta \geq 0$, such that for any $u \in D(A)$,

$$
(u,(-A) u)_{o} \leq\left. B| | u\right|_{0} ^{2}
$$

Since $f$ satisfies (6-22), we can now apply theorem 6.41 .1 and see that there exists a unique solution, $u(t)$, of the evolution equation (6-27) such that for every $t \geq 0, u(t) \varepsilon D(A)=H_{B}^{2 m}[a, b]$, and $u(0)=u_{0}$ Also, the equilibrium solution (if $f(0)=0$, the null solution), if it exists, is asymptotically stable if $k<\beta$, and is stable if $k=\beta$, with respect to the $L^{2}$ - norm. Hence, from definition $6,41,2$, we see that there exists a generalized salution, $u(x, t)$, of $(6-26)$ such that for every $t \geq 0$, $u(x, t) \in H_{B}^{2 m}[a, b]$, and $u(x, 0) \equiv u_{o}(x)$, and that $u(x, t)$ satisfies the boundary conditions in the classical sense. Finally, the equilibrium salution (if $f(0)=0$, the null solution), if it exists, is asymptotically stable if $k<\beta$, and is stable if $k=\beta$, with respect to the $L^{2}$ - norm. qed

### 6.5. Applications to Partial Differential Equations

There is a large class of physical and engineering stability problems which fit into the theory developed in the previous sections. In this section, we consider some applications of both linear and nonlinear initial-boundary value problems which illustrates how the theory can be used to solve speciflc stability problems. In paxt 6.51 we consider the Dirichlet problem, and show that the results of Buis in [7] is just a special case of the results in 6.2 and 6.3. In the second part: 6.52, we will consider specific examples of stability problems which will show us the large class of problems that fit into the theory we developed.

### 6.51. The Dirichlet Problem

In this section, we will show that the results of Buis [7], in which he solved the stability problem for Dirichlet boundary conditions, is a special case of the results in sections 6.2 and 6.3 . In other words, if we restrict the system of boundary operators $\left\{B_{j}\right\}_{j=0}^{m-1}$ to be the Dirichlet boundary conditions, our result is the same as that for Buis. We will first consider the case $n \geq 2$.

Let us consider the following initial-boundary value problem

$$
\begin{array}{rlr}
\frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t) & =0 & x \varepsilon \Omega, t \geq 0 \\
\left(\frac{\partial}{\partial n}\right)^{j} u(x, t) & =0 & x \varepsilon \partial \Omega, t \geq 0(0 \leq j \leq m-1) \tag{6-28}
\end{array}
$$

$$
u(x, 0)=u_{0}(x)
$$

where $A(x, D)$ is a strongly elliptic formal partial differential operator in $\bar{\Omega}$, of order 2 m , with infinitely differentiable coefficients, and $\Omega$ is a bounded domain in $R^{n}, n \geq 2$, such that $\partial \Omega$ is of class $C^{\infty}$ and $\Omega$ is locally on one side of $\partial \Omega$, as defined in section 3.43 .

We have the following result, which will show that for the case $n \geq 2$, if the system of boundary operators are restricted to the Dirichlet boundary conditions, the results of Buis are just a special case of theorem 6.2.1.

Theorem 6.51.1. Let us consider the inftial-boundary value problem ( $6-28$ ) where $A(x, D)$ and $\Omega$ satisfy the conditions given in ( $6-28$ ). If there exists a constant $B=\frac{C_{1}}{C_{0}}-C_{2}>0$, where $C_{1}$ and $C_{2}$ are the constants in Garding's inequality (see section 5.2), and $C_{0}$ is the constant
from the continuous injection mapping from $H^{m}(\Omega)$ into $L^{2}(\Omega)$, that is $\|\cdot\|_{0} \leq C_{0}\|\cdot\|_{m}$, then for any $u_{0}(x) \varepsilon H^{2 m}(\Omega) \cap H_{0}^{m}(\Omega)$, there exists a unique generalized solution, $u(x, t)$, of ( $6-28$ ) such that,
(i) for every $t \geq 0, u(x, t) \varepsilon H^{2 m}(\Omega) \cap H_{0}^{m}(\Omega)$;
(ii) $u(x, 0) \equiv u_{0}(x)$, and $u(x, t)$ satisfies the boundary conditions in a generalized sense;
(iii) the null solution is asymptotically stable with respect to the $L^{2}$ - norm.

Proof. From the hypothesis, we know that $A(x, D)$ is strongly elliptic in $\bar{\Omega}$ of order $2 m$, with infinitely differentiable coefficients, and $\Omega$ is a bounded domain in $\mathbb{R}^{n}$, such that $\partial \Omega$ is of class $C^{\infty}$ and $\Omega$ is locally on one side of $\partial \Omega$. Let us define the system of boundary operators

$$
B_{j}(x, D)=\left(\frac{\partial}{\partial n}\right)^{j} \quad(0<j<m-1)
$$

From example 5.21 .1 , we see that $\left\{B_{j}\right\}_{j=0}^{m-1}$ is a normal system and satisfies the strong complementary conditions with respect to $A(x, D)$, where the $m$ boundary operators are of order $m_{j}=j \leq 2 m-1$, and are independent of time. Also, the coefficients are constant. Therefore, the system ( $A(x, D$ ), $\left\{\left(\frac{\partial}{\partial n}\right)^{j}\right\}, \Omega$ ) satisfies condition (5-9). We must now show that inequality $(6-7)$ is satisfied. Since $A(x, D)$ is strongly elliptic in $\bar{\Omega}$, it is well known that it satisfies Garding's inequality for $\mathrm{u}_{\mathrm{K}}^{\mathrm{m}}(\Omega)$. Therefore, for any $u \in C_{B}^{\infty}(\Omega)$

$$
\begin{aligned}
(u, A(x, D) u)_{0} & \geq c_{1}\|u\|_{m}^{2}-c_{2}\|u\|_{0}^{2} \\
& \geq \frac{c_{1}}{C_{0}}\|u\|_{0}^{2}-c_{2}\|u\|_{0}^{2} \\
& =\left(\frac{C_{1}}{C_{0}}-c_{2}\right)\|u\|_{0}^{2}
\end{aligned}
$$

$$
=\beta\|u\|_{0}^{2}
$$

It can be seen that inequality (6-7) is satisfied, since there exists a constant $B>0$, such that for any $u \varepsilon C_{B}^{\infty}(\Omega)$

$$
(u,-A(x, D) u)_{o} \leq-\left.\beta| | u\right|_{0} ^{2}
$$

The results of theorem 6.21 .1 now apply, if we note that $H_{B}^{2 m}(\Omega)=$ $H^{2 \mathrm{~m}}(\Omega) \cap H_{o}^{\mathrm{m}}(\Omega)$ (see remark 3.46 .2 ). Therefore, since $u_{0}(x) \varepsilon H^{2 m}(\Omega) \cap H_{o}^{m}(\Omega)$, there exists a unique generalized solution $u(x, t)$ of (6-28), such that for any $t \geq 0, u(x, t) \in H_{B}^{2 m}(\Omega)=H^{2 m}(\Omega) \cap H_{0}^{m}(\Omega)$, and $u(x, 0) \equiv u_{0}(x)$. Also, $u(x, t)$ satisfies the boundaxy conditions in a generalized sense, that is, from the definition of $H_{B}^{2 m}(\Omega)$

$$
<\left(\frac{\partial}{\partial n}\right)^{j_{u}}>_{2 m-j-\frac{1}{2}}=0 \quad(0<j<m-1)
$$

Since $\beta>0$, the null solution is asymptotically stable with respect to the $L^{2}$ - norm, qed

It remains to prove the theorem for the case $n$. Let us consider the following initial-boundary value problem,

$$
\begin{array}{rlr}
\frac{\partial u(x, t)}{\partial t}+A\left(x, \frac{\partial}{\partial x}\right) u(x, t)=0 & x \varepsilon[a, b], t \geq 0,-\infty<a<b<\infty \\
\left(\frac{\partial}{\partial x}\right)^{j} u(b, t)=\left(\frac{\partial}{\partial x}\right)^{j} u(a, t)=0 & \text { for each fixed } t \geq 0 \quad(0 \leq j \leq m-1) \\
u(x, 0)=u_{0}(x) & & (6-29) \tag{6-29}
\end{array}
$$

where $A\left(x, \frac{\partial}{\partial x}\right)$ is strongly elliptic linear differential operator on [a,b] defined in (5-20) of order 2 m , with infinitely differentiable coefficients.

We have the following result for the case $n=1$.
Theorem 6,51.2. Let us consider the initial-boundary value problem (6-29). If there exists constant $B=\frac{C_{1}}{C_{0}}-C_{2}>O_{2}$ where $C_{0}$ $C_{1}$, and $C_{2}$ axe defined as in theorem 6.51 .1 , then for any
$u_{0}(x) \varepsilon H^{2 m}[a, b] n H_{0}^{m}[a, b]$, there exists a unique generalized solution, $u(x, t)$ of ( $6-29$ ) such that
(i) for every $t \geq 0, u(x, t) \varepsilon H^{2 m}[a, b] n H_{0}^{m}[a, b]$;
(ii) $u(x, 0) \equiv u_{0}(x)$, and $u(x, t)$ satisfies the boundary
conditions in the classical sense;
(iii) the null solution is asymptotically stable with
respect to the $L^{2}$ - norm.
Proof. From the hypothesis, $A\left(x, \frac{\partial}{\partial x}\right)$ is strongly elliptic in [ $a, b$ ] with infinitely differentiable coefficients. Let us define the boundary operators, for each fixed $t \geq 0$,

$$
\begin{align*}
& \left.B_{j}^{+}\left(\frac{\partial}{\partial x}\right) u(x, t)\right|_{x=b}=\left(\frac{\partial}{\partial x}\right)^{j} u(b, t) \\
& \left.B_{j}^{-}\left(\frac{\partial}{\partial x}\right) u(x, t)\right|_{x=a}=\left(\frac{\partial}{\partial x}\right)^{j} u(a, t) .
\end{align*}
$$

We can readily see that $B_{j}^{+}\left(\frac{\partial}{\partial x}\right), B_{j}^{-}\left(\frac{\partial}{\partial x}\right)$ are all linear differential operators with constant coefficients of orders $m_{j}^{+}=m_{j}^{-}=j \leq 2 m-1$, and are independent of time. Also, the systems $\left\{B_{j}^{+}\right\}\left\{B_{j}^{-}\right\}$are linearly independent. This shows that the system $\left(A\left(x, \frac{\partial}{\partial x}\right),\left\{B_{j}^{+}, B_{j}^{-}\right\}\right)$satisfies (5-23). As was proved in theorem 6.51.1, from the definition of $H_{B}^{2 m}[a, b]$ (see (6-13)), there exists a constant $\beta>0$, such that for any $u \in H_{B}^{2 m}[a, b]$

$$
\left(u,-A\left(x, \frac{\partial}{\partial x}\right) u\right)_{o} \leq-B \| u| |_{0}^{2}
$$

The results of theorem 6.3.1, now apply, if we note the definition of $H_{B}^{2 m}[a, b]=H^{2 m}[a, b] n H_{o}^{m}[a, b]$. Hence, there exists a unique generalized solution, $u(x, t)$, of $(6-29)$ such that for any $t \geq 0, u(x, t) \varepsilon H_{B}^{2 m}[a, b]=$ $H^{2 \mathrm{~m}}[a, b] \mathrm{nH}_{0}^{\mathrm{m}}[a, b]$, and $u(x, 0) \equiv u_{0}(x)$. Also, $u(x, t)$ satisfies the boundary conditions in the classical sense. Finally, since $\beta>0$, the null
solution is asymptotocally stable with respects to the $\mathrm{L}^{2}$ - norm.
Combining theorems 6.51 .1 and 6.51 .2 , we can see that the Dirichlet problem is a special case of the theory developed in sections 6.2 and 6.3.
6.52. Specific Examples

We will now give some specific examples which show that many physical problems can fit into the theory we developed.

Example 6.52.1. Let us consider the following diffusion equation with the boundary condition that the heat leaves normal to the surface at a rate proportional to the amount of heat at the surface, and there is no heat source.

$$
\begin{array}{ll}
\frac{\partial u(x, t)}{\partial t}-\sum_{i=1}^{n}\left(\frac{\partial}{\partial x_{i}}\right)^{2} u(x, t)+b u(x, t)=0 & x \varepsilon \Omega, t \geq 0 \\
\sigma_{0}(x) u(x, t)+\left(\frac{\partial}{\partial n}\right) u(x, t)=0 & x \varepsilon \partial \Omega, t \geq 0  \tag{6-30}\\
u(x, 0)=u_{0}(x) &
\end{array}
$$

where $\Omega \in \mathbb{R}^{n}, n \geq 2, b>0, \min _{x \in \partial \Omega} \sigma_{0}(x)=k_{1}>0$.
Let us define the operators $A(D), B_{0}(x, D)$ and the spaces $C_{B}^{\infty}(\Omega), H_{B}^{2}(\Omega)$ :

$$
\begin{aligned}
& A(D)=-\sum_{i=1}^{n}\left(\frac{\partial}{\partial x_{i}}\right)^{2}+b \\
& B_{0}(x, D)=\sigma_{0}(x)+\frac{\partial}{\partial n}
\end{aligned}
$$

where the order of $A(D)$ is $2 m=2 . \Omega$ is a bounded domain such that $\partial \Omega$ is of class $C^{\infty}, \Omega$ locally on one side of $\partial \Omega$.

$$
\begin{aligned}
C_{B}^{\infty}(\Omega) & =\left\{u \varepsilon C^{\infty}(\bar{\Omega}) \left\lvert\, \sigma_{0}(x) u+\frac{\partial u}{\partial n}=0\right. \text { on } \partial \Omega\right\} \\
H_{B}^{2}(\Omega) & =\text { completion of } C_{B}^{\infty}(\Omega) \text { with respect to the } H^{2} \ldots \text { norm } \\
& =\left\{u \varepsilon H^{2}(\Omega)\left|<B_{o} u\right\rangle_{\frac{1}{2}}=0\right\}
\end{aligned}
$$

It will be shown that problem ( 6 - 30 ) satisfies the conditions of theorem 6.2.1, which implies that for any $u_{0}(x) \varepsilon H_{B}^{2}(\Omega)$, there exists a unique generalized solution, $u(x, t)$, to (6-30), such that for every $t \geq 0$, $u(x, t) \varepsilon H_{B}^{2}(\Omega)$ with $u(x, 0) \equiv u_{0}(x)$ and $u(x, t)$ satisfies the boundary conditions in the generalized sense. Also, the null solution is asymptotically stable with respect to the $L^{2}$ - norm.
(a) From the hypothesis, $\Omega$ is a bounded domain in $R^{n}, n \geq 2$, such that $\partial \Omega \varepsilon C^{\infty}, \Omega$ locally on one side of $\partial \Omega$.
(b) $A(D)$ is strongly elliptic in $\bar{\Omega}$, with infinitely differentiable coefficients. This is seen by letting $\xi=\left(\xi_{1}, \ldots, \xi_{\mathrm{n}}\right) \neq$ $0 \varepsilon \mathbb{R}^{\mathrm{n}}$, we have

$$
(-1)^{m_{A_{0}}(\xi)=(-1)\left[-\sum_{i=1}^{n} \xi_{i}^{2}\right]=\sum_{i=1}^{n} \xi_{i}^{2}>0 . . . . . .}
$$

Since the coefficients are constant, $a_{\alpha} \varepsilon C^{\infty}(\bar{\Omega})$.
(c) By definition $B_{o}$ is independent of time, with constant coefficients.
(d) $\left\{B_{o}\right\}$ is a normal system. This is obvious, since $B_{o}$ is of the form (5-8) and satisfies definition 5.21.3. Also, the order of $B_{0}$ is $m_{0}=1 \leq 2 m-1=1$ 。
(e) $B_{0}$ satisfies the strong complenentary condition.

Since we have shown in example 5.22 . that the Laplacian is inveriant under the transformation $\theta_{i}$, we can use theorem 5.22 .2 to verify the
strong complementary condition, that is, it suffices to verify the condition for one point $X_{0} \varepsilon \partial \Omega$. Let us pick the point $X_{o} \varepsilon \partial \Omega_{,}$, such that the normal vector at $X_{0}$ is $\xi^{\prime}=(0, \ldots, 0,1)$, and the tangent hyperplane at $X_{0}$ is parallel to the plane $x_{n}=0$, so we can let the vector in the tangent hyperplane be $\xi=\left(\xi_{1}, \ldots, \xi_{\mathrm{n}-1}, 0\right) \neq 0$. Let $\lambda>0$.

First, we will find the roots with positive imaginary part of
the polynomial

$$
(-1)^{m} A_{0}\left(\xi+\tau \xi^{\prime}\right)+\lambda_{0}
$$

If we define ${ }_{2}=\sum_{i=1}^{n-1} \xi_{i}^{2}$, then

$$
\begin{aligned}
(-1)^{m_{A_{0}}}\left(\xi+\tau \xi^{\prime}\right)+\lambda & =(-1) A_{0}\left(\xi_{1}, \ldots, \xi_{\mathrm{n}-1}, \tau\right)+\lambda \\
& =-\left[-\sum_{i=1}^{n-1} \xi_{i}^{2}-\tau^{2}\right]+\lambda \\
& =\tau^{2}+n^{2}+\lambda .
\end{aligned}
$$

The $m=1$ root with positive imaginary part is

$$
\tau^{*}(\eta, \lambda)=+i \sqrt{\eta} \sqrt{\eta}+\lambda .
$$

Hence, we obtain the polynomial

$$
M^{*}(n, \lambda)=\tau-\tau^{*}(n, \lambda)=\tau-1 \sqrt{n^{2}+\lambda}
$$

Next, we must show $B_{o}$ is Iinearly independent modulo $M^{*}(n, \lambda)$.
Since

$$
\begin{aligned}
& B_{0}(x, D)=\left(\frac{\partial}{\partial x_{n}}\right) \text { it } X_{0} \varepsilon \partial \Omega, \text { we have } \\
& B_{00}\left(\xi+\tau \xi_{0}^{s}\right)=B_{00}\left(\xi_{1}, \ldots \xi_{n-1} ; T\right)=\tau
\end{aligned}
$$

and on dividing $B_{00}\left(\xi+\tau \xi^{i}\right)$ by $M *$, we obtain the remainder

$$
r_{0}=1 \sqrt{n^{2}+\lambda}
$$

Since $n \neq 0 \varepsilon R^{n-1}$ and $\lambda * 0$, we obtain
$\operatorname{det}\left(i \sqrt{n^{2}+\lambda}\right)=i \sqrt{n^{2}+\lambda} * 0$.

This shows $B_{o o}$ is linearly independent modulo $M *$, which implies that $B_{0}$ satisfies the strong complementary condition.

Therefore, the system $\left(A(D), B_{0}(x, D), \Omega\right)$ satisfies (5-9), and it remains to verify inequality $(6-7)$. For any $u \varepsilon C_{B}^{\infty}(\Omega)$, we have the following inequality using integration by parts and the boundary conditions

$$
\begin{aligned}
\left(u_{,}-A(D) u\right)_{0} & =\int_{\Omega}\left[\sum_{i=1}^{n}\left(\frac{\partial}{\partial x_{i}}\right)^{2} u(x)\right] u(x) d x-\int_{\Omega} b u^{2}(x) d x \\
& =-\int_{\Omega} \sum_{i=1}^{n}\left(\frac{\partial u(x)}{\partial x_{1}}\right)^{2} d x+\int_{\partial \Omega} u(x) \frac{\partial u(x)}{\partial n} d(\partial \Omega)-\int_{\Omega} b u^{2}(x) d x \\
& =-\int_{\Omega} L_{i=1}^{n}\left(\frac{\partial u(x)}{\partial x_{1}}\right)^{2} d x-\int_{\partial \Omega_{0}}^{\sigma_{0}}(x) u^{2}(x) d(\partial \Omega)-\int_{\Omega} b u^{2}(x) d x \\
& \leq-\min _{x \varepsilon \Omega}\left(1, \sigma_{0}(x)\right)\left[\int_{\Omega} \sum_{i=1}^{n}\left(\frac{\partial u(x)}{\partial x_{i}}\right)^{2} d x+\int_{\partial \Omega}^{\left.u^{2}(x) d(\partial \Omega)\right]}\right.
\end{aligned}
$$

from a well known inequality by Friedrich we have for some $C_{0}>0$

$$
\begin{aligned}
& \leq-\min \left(1, k_{1}\right) C_{0} \int_{\Omega} u^{2}(x) d x \\
& s-\left.\beta| | u\right|_{0} ^{2}
\end{aligned}
$$

where $\beta C_{0} \min \left(1, k_{1}\right)>0$. This verifies inequality $(6-7)$, where $B>0$. Therefore, the hypothesis of theoxem 6.2 .1 is verified and from the results of the theorem, thexe exiets a unique genexalized solution of ( $6-30$ ) guch
that $u(x, 0) \equiv u_{0}(x) \varepsilon H_{B}^{2}(\Omega), u(x, t)$ satisfies the boundary conditions in a generalized sense and since $\beta>0$, the null solutzon is asymptotically stable with respect to the $L^{2}$ - norm.

Example 6.52.2. We will consider the diffusion equation for the case $n=1$, with the boundary condition that heat emanates fom the ends of a rod at a rate proportional to the amount of heat at the rods ends,

$$
\begin{array}{ll}
\frac{\partial u(x, t)}{\partial t}-\left(\frac{\partial}{\partial x}\right)^{2} u(x, t)+b u(x, t)=0 & x \in[0,1], t \geq 0 \\
\frac{\partial u}{\partial x}(1, t)+\beta u(1, t)=\frac{\partial u}{\partial x}(0, t)-\alpha u(0, t)=0 & \text { for each fixed } t \geq 0  \tag{6-31}\\
u(x, 0)=u_{0}(x) &
\end{array}
$$

where $b>0, \alpha \geq 0, \beta \geq 0$ and $\alpha, \beta \neq 0$ simultaneously. Let us define the operators $A\left(\frac{\partial}{\partial x}\right), B_{0}^{+}\left(\frac{\partial}{\partial x}\right), B_{0}^{-}\left(\frac{\partial}{\partial x}\right)$ and the function space $H_{B}^{2}[0,1]$,

$$
\begin{aligned}
& A\left(\frac{\partial}{\partial x}\right)=-\left(\frac{\partial}{\partial x}\right)^{2}+b \\
& B_{0}^{+}\left(\frac{\partial}{\partial x}\right) u(1, t)=\frac{\partial u}{\partial x}(1, t)+\beta u(1, t) \quad \text { for each fixed } t \geq 0 \\
& B_{0}^{-}\left(\frac{\partial}{\partial x}\right) u(0, t)=\frac{\partial u}{\partial x}(0, t)-\alpha u(0, t)
\end{aligned}
$$

where the order of $A\left(\frac{\partial}{\partial x}\right)$ is 2 ,

$$
H_{B}^{2}[0,1]=\left\{u \varepsilon H^{2}[0,1] \mid u^{\prime}(1)+\beta(1)=0, u^{i}(0)-\alpha u(0)=0\right\}
$$

We will show that problem $(6-31)$ satisfies the hypothesis of theorem 6.3.1. which implies that for any $u_{0}(x) \in H_{B}^{2}[0,1]$, there exists a unique generalized solution, $u(x, t)$, of $(6-31)$, with $u(x, 0) \equiv u_{0}(x)$, such that $u(x, t)$ satisfies the boundary conditions and the null solution is asymptotically stable with
respect to the $\mathrm{L}^{2}$ - norm.
a) As in example 6.52 .1 , we can see $A\left(\frac{\partial}{\partial x}\right)$ is strongly elliptic in $[0,1]$.
b) $B_{0}^{+}$is linearly independent, since there is one term of order $m_{0}=1 \leq 2 m-1=1$. Similarly, $B_{0}^{-}$is linearly independent. This shows that the system $\left(A\left(\frac{\partial}{\partial x}\right), B_{0}^{+}\left(\frac{\partial}{\partial x}\right), B_{0}^{-}\left(\frac{\partial}{\partial x}\right)\right)$ satisfies (5-23), and it remains to verify inequality ( $6-16$ ). In order to do this, we need the following lemma.

Lemma 6.52.1. If $\alpha \geq 0, \beta \geq 0$ and $\alpha, \beta \neq 0$ simultaneously, we have the following inequality

$$
\int_{0}^{1}\left(\frac{d u(x)}{d x}\right)^{2} d x+\beta u^{2}(1)+\alpha u^{2}(0) \geq c_{0} \int_{0}^{1} u^{2}(x) d x, \text { for some } c_{0}>0
$$

Proof. Let $u \in L{ }^{2}[0,1]$. We see that

$$
\begin{aligned}
& |u(x)|^{2}=\left|\int_{o}^{x} u^{\prime}(\xi) d \xi+u(0)\right|^{2} \\
& \leq 2\left|\int_{0}^{x} u^{\prime}(\xi) d \xi\right|^{2}+2|u(0)|^{2} \\
& \leq 2 \int_{0}^{x} d \xi \int_{0}^{x}\left|u^{\prime}(\xi)\right|^{2} d \xi+2|u(0)|^{2} \\
& \leq\left. 2 \cdot 1 \int_{0}^{1}\left|u^{\prime}(\xi) \xi^{2} d \xi+2\right| u(0)\right|^{2} .
\end{aligned}
$$

For the sake of argument, we can assume $\alpha \neq 0$. Therefore,

$$
\begin{aligned}
\int_{0}^{1}|u(x)|^{2} d x & \leq 2 \int_{0}^{1}\left|u^{\prime}(x)\right|^{2} d x+2|u(0)|^{2} \\
& =2 \int_{0}^{1}\left|u^{\prime}(x)\right|^{2} d x+\left(\frac{2}{\alpha}\right) \alpha|u(0)|^{2} \\
& \leq C_{1}\left[\int_{0}^{1}\left|u^{\prime}(x)\right|^{2} d x+\alpha u^{2}(0)\right], \text { where } C_{1}=\max \left(\frac{2}{\alpha}\right) \\
& \leq C_{1}\left[\int_{0}^{1}\left|u^{8}(x)\right|^{2} d x+\beta u^{2}(1)+\alpha u^{2}(0)\right] .
\end{aligned}
$$

Now we can prove inequality (6-16). For any $u \in H_{B}^{2}[0,1]$, from integration by parts, the boundary conditions and from lemma 6.52.1 we have

$$
\begin{aligned}
& \left(u,-A\left(\frac{\partial}{\partial x}\right) u\right)_{0}=\int_{0}^{1}\left[\left(\frac{d}{d x}\right)^{2} u(x)-b u(x)\right] u(x) d x \\
& =\int_{0}^{1}\left[\left(\frac{d}{d x}\right)^{2} u(x)\right] u(x) d x-b \int_{0}^{1} u^{2}(x) d x \\
& =-\int_{0}^{1}\left(\frac{d u(x)}{d x}\right)^{2} d x+\left.u(x) u^{\prime}(x)\right|_{0} ^{1}-b \int_{0}^{1} u^{2}(x) d x \\
& =-\int_{0}^{1}\left(\frac{d u(x)}{d x}\right)^{2} d x+u(1) u^{\prime}(1)-u(0) u^{\prime}(0)-b \int_{0}^{1} u^{2}(x) d x \\
& =-\int_{0}^{1}\left(\frac{d u(x)}{d x}\right)^{2} d x-\beta u^{2}(1)-\alpha u^{2}(0)-b \int_{0}^{1} u^{2}(x) d x \\
& \leq-\left[\int_{0}^{1}\left(\frac{d u(x)}{d x}\right)^{2} d x+\beta u^{2}(1)+\alpha u^{2}(0)\right] \\
& \leq-C_{0}^{1} \int_{0}^{1} u^{2}(x) d x \\
& =-\beta \|\left. u\right|_{0} ^{2}
\end{aligned}
$$

where $\beta=C_{0}>0$. This proves inequality ( $6-16$ ). Since we have verified the hypothesis of theorem 6.3.1, we can utilize those results. Hence, there exists a unique generalized solution, $u(x, t)$, of (6-31) with $u(x, 0) \equiv$ $u_{0}(x)$, satisfying the boundary conditions in the classical sense. Also, since $\beta=C_{0}>0$, the null solution is asymptotically stable with respect to the $L^{2}$ - norm.

Example 6.52.3. Let us consider the stability problem in example 6.52.1 with a heat source, or a nonlinear function on the right hand side. Consider the initial-boundary value problem

$$
\frac{\partial u(x, t)}{\partial t}-\sum_{1=1}^{n}\left(\frac{\partial}{\partial x_{1}}\right)^{2} u(x, t)+b u(x, t)=f(u) \quad x \varepsilon \Omega, t \geq 0
$$

$$
\begin{array}{ll}
\sigma_{0}(x) u(x, t)+\frac{\partial u(x, t)}{\partial n}=0 & x \varepsilon \partial \Omega, t \geq 0  \tag{6-32}\\
u(x, 0)=u_{0}(x) & \\
f(u)=\frac{u^{2}}{\lambda^{2}+u^{2}} & \lambda^{2}>0
\end{array}
$$

where the operators $A(D), B_{0}(x, D)$ are defined as in example $6,52,1, b>0$ and $\min _{x \in \partial \Omega} \sigma_{0}(x)=k_{1}>0$. I assert, if $\left|\frac{k}{\lambda}\right| \leq C_{0} \min \left(1, k_{1}\right)$, where $C_{0}$ is the constant in Friedrich's inequality in example 6.52.1, then there exists a unique generalized solution of (6-32) satisfying the boundary condition and initial condition, such that if $\left|\frac{k}{\lambda}\right|<C_{0} \min \left(1, k_{1}\right)$ then the null solution is asymptotically stable, and if $\left|\frac{k}{\lambda}\right|=C_{0} \min \left(1, k_{1}\right)$ the null solution is stable with respect to the $L^{2}$ - norm. From example 6.52.1, we know that the system $\left(A(D), B_{0}\left(x_{0}, D\right), \Omega\right)$ satisfies (5-9) and inequality (6-7) with $\beta \equiv C_{0} \min \left(1, k_{1}\right)$, and in order to use the results of theorem 6.41.2, it must be shown that the function $f$ satisfies ( $6-22$ ). We can see readily that $f$ maps all of $L^{2}(\Omega)$ into $L^{2}(\Omega)$ and maps bounded sets into bounded sets. It suffices to verify the following inequality

$$
\begin{equation*}
\left||f(u)-f(v)|_{0} \leq\left|\frac{k}{\lambda}\right|\right||u-v|_{0} \quad \text { for every } u, v \varepsilon L^{2}(\Omega) \tag{6-33}
\end{equation*}
$$

which shows that $f$ is continuous on the strong topology of $L^{2}(\Omega)$ to the weak topology and

$$
\left.(f(u)-f(v), u+w)_{0} \leq\left\|f(u)-\left.f(v)\right|_{0}| | u-v\right\|_{0} \leq\left|\frac{k}{\lambda}\right| \right\rvert\, u-v \|_{0}^{2}
$$

which is our desired result. To see (6-33), we have

$$
\left||f(u)-f(v)|_{0}^{2}=\int_{\Omega}\right| f(u)-\left.f(v)\right|^{2} d x=\int_{\Omega}\left|\frac{k u^{2}}{\lambda^{2}+u^{2}}-\frac{k v^{2}}{\lambda^{2}+v^{2}}\right|^{2} d x
$$

$$
\begin{aligned}
& =k^{2} \int_{\Omega}\left|\frac{\lambda^{2} u^{2}+u^{2} v^{2}-\lambda^{2} v^{2}-u^{2} v^{2}}{\left(\lambda^{2}+u^{2}\right)\left(\lambda^{2}+v^{2}\right)}\right|^{2} d x \\
& =k^{2}|\lambda|^{4} \int_{\Omega}\left|\frac{u^{2}-v^{2}}{\left(\lambda^{2}+u^{2}\right)\left(\lambda^{2}+v^{2}\right)}\right|^{2} d x \\
& =k^{2}|\lambda|^{4} \int_{\Omega}\left|\frac{u+v}{\left(\lambda^{2}+u^{2}\right)\left(\lambda^{2}+v^{2}\right)}\right|^{2}|u-v|^{2} d x \\
& \leq k^{2}|\lambda|^{4} \max _{x \varepsilon \Omega} \frac{|u(x)+v(x)|^{2}}{\left(\lambda^{2}+u^{2}(x)\right)^{2}\left(\lambda^{2}+v^{2}(x)\right)^{2}} \int_{\Omega}|u-v|^{2} d x \\
& =k^{2}|\lambda|^{4}\left(\frac{1}{\left.|\lambda|^{3}\right)^{2}| | u-v| |_{0}^{2}}\right. \\
& =\frac{k^{2}}{|\lambda|^{2}}| | u-v| |_{0}^{2}
\end{aligned}
$$

This follows, since it can be easily shown that for any $u, v$ real numbers

$$
\frac{|u+v|}{\left(\lambda^{2}+u^{2}\right)\left(\lambda^{2}+v^{2}\right)} \leq \frac{1}{|\lambda|^{3}} .
$$

Hence, we have verified inequality ( $6-33$ ) which shows that $f$ satisfies (6-22). Since problem (6-32) satisfies the hypothesis of theorem 6.41.2, we can apply these results and see that there exists a unique generalized solution $u(x, t)$ of (6-32) with $u(x, 0) \equiv u_{0}(x)$, such that $u(x, t)$ satisfies the boundary conditions in the generalized sense, and since $f(0)=0$, the null solution is asymptotically stable with respect to the $L^{2}$ - norm if $\left|\frac{k}{\lambda}\right| \leqslant C_{0} \min \left(1, k_{1}\right)$, and is stable if $\left|\frac{k}{\lambda}\right|=C_{0} \min \left(1, k_{1}\right)$.

Example 6.52.4. Let us consider a more involved problem, the generalized Laplacian, found in Lions-Magenes [18]

$$
\begin{array}{ll}
\frac{\partial u(x, t)}{\partial t}+\Delta^{2} u(x, t)=f(u) & x \varepsilon \Omega, t \geq 0 \\
\Delta u(x, t)=0, \frac{\partial}{\partial n}(\Delta u)(x, t)=0 & x \varepsilon \partial \Omega, t \geq 0  \tag{6-34}\\
u(x, 0)=u_{0}(x) &
\end{array}
$$

Where $A(D), B_{0}(D), B_{1}(D), f$ and $\Omega$ are defined below:

$$
A(D)=\Delta^{2}=\sum_{i, j=1}^{n}\left(\frac{\partial}{\partial x_{i}}\right)^{2}\left(\frac{\partial}{\partial x_{j}}\right)^{2}
$$

where the order of $A(D)$ is 4, and $m=2$;

$$
B_{0}(D)=\Delta, B_{1}(D)=\frac{\partial}{\partial n}(\Delta)
$$

where $\Delta=\sum_{i=1}^{n}\left(\frac{\partial}{\partial x_{i}}\right)^{2}=$ Laplacian;
$f(u)$ is a nonlinear function, mapping all of $L^{2}(\Omega)$ into $L^{2}(\Omega)$, and is continuous from the strong topology on $L^{2}(\Omega)$ to the weak topology, mapping bounded sets into bounded sets with $\mathrm{f}(0)=0$, and there exists a constant $k \leq 0$, such that for any $u, v \in L^{2}(\Omega)$
$(f(u)-f(v), u-v)_{o} \leq k\|u-v\|_{0}^{2} ;$
$\Omega$ is a bounded domain in $\mathrm{R}^{\mathrm{n}}, \mathrm{n} \geq 2$, such that $\partial \Omega$ is of class $\mathrm{C}^{\infty}$, $\Omega$ locally on one side of $\partial \Omega$. We define the function spaces, $C_{B}^{\infty}(\Omega)$ and $H_{B}^{4}(\Omega)$,

$$
\begin{aligned}
& C_{B}^{\infty}(\Omega)=\left\{u \varepsilon C^{\infty}(\bar{\Omega}) \left\lvert\, \Delta u=\frac{\partial}{\partial n}(\Delta u)=0\right. \text { on } \partial \Omega\right\} \\
& H_{B}^{4}(\Omega)=\text { completion of } C_{B}^{\infty}(\Omega) \text { with respect to the } H^{4}-\text { norm } \\
& =\left\{u \varepsilon H^{4}(\Omega)\left|<B_{0} u\right\rangle_{3 / 2}=\left\langle B_{1} u\right\rangle_{1 / 2}=0\right\}
\end{aligned}
$$

I assert that for any $u_{0}(x) \varepsilon H_{B}^{4}(\Omega)$, there exists a unique generalized solution, $u(x, t)$, of ( $6-34$ ) satisfying the boundary conditions and initial condition, such that if $k<0$, the null solution is asymptotically stable (if $k=0$, the null solution is stable) with respect to the $L^{2}-n o r m$.

To prove this assertion, we will show that problem (6-34)
verifies the hypothesis of theorem 6.41.2.
(a) The smoothness property on $\Omega$ is true from the above hypothesis.
(b) $A(D)$ is strongly elliptic in $\bar{\Omega}$. Indeed, for every $\xi \neq 0 \varepsilon R^{n}$

$$
\begin{aligned}
(-1)^{m} A_{o}(\xi) & =\sum_{i, j=1}^{n} \xi_{i}^{2} \xi_{j}^{2}=\xi_{1}^{2}\left(\sum_{j=1}^{n} \xi_{j}^{2}\right)+\ldots+\xi_{n}^{2}\left(\sum_{j=1}^{n} \xi_{j}^{2}\right) \\
& =\left(\sum_{j=1}^{n} \xi_{j}^{2}\right)^{2}>0 .
\end{aligned}
$$

(c) $\left\{B_{0}(D), B_{1}(D)\right\}$ is a normal system. Indeed, the orders $m_{0}=2, m_{1}=3$ are distinct. Now, after the transformation $\theta_{i}$ (see section 5.22) we obtain the transformed boundary operators

$$
\begin{aligned}
& \mathcal{S}_{0}(D)=\left(\frac{\partial}{\partial x_{n}^{\prime}}\right)^{2}+\sum_{i=1}^{n-1}\left(\frac{\partial}{\partial x_{i}^{\prime}}\right)^{2}=\left(\frac{\partial}{\partial n}\right)^{2}+\sum_{i=1}^{n-1}\left(\frac{\partial}{\partial x_{i}^{\prime}}\right)_{i}^{2} \\
& B_{1}(D)=\left(\frac{\partial}{\partial x_{n}^{\prime}}\right)\left[\left(\frac{\partial}{\partial x_{n}^{\prime}}\right)^{2}+\sum_{i=1}^{n}\left(\frac{\partial}{\partial x_{i}^{\prime}}\right)_{i}^{2}\right]=\left(\frac{\partial}{\partial n}\right)^{3}+\left[\sum_{i=1}^{n}\left(\frac{\partial}{\partial x_{i}^{\prime}}\right)_{i}^{2}\right]\left(\frac{\partial}{\partial n}\right)
\end{aligned}
$$

which are in the equivalent form (5-8) and satisfies definition 5.21.3.
(d) $\left\{B_{0}(D), B_{1}(D)\right\}$ satisfies the strong complementary condition: Indeed, from (6-35) and since $A(D)$ is invariant under $\theta_{1}$ (see example 5.22.1), we have that the system $\left\{A(D), B_{0}(D), B_{1}(D)\right\}$ is invariant under $\theta_{i}$. Therefore, we can apply theorem 5.22 .2 where it suffices to verify the strong complementary condition for just one point on $\partial \Omega$. Let us consider the point $X \varepsilon \partial \Omega$ such that the tangent hyperplane to $\partial \Omega$ at X is parallel to the plane $X_{n}=0$, and the normal vector to $\partial \Omega$ at $X$ is parallel to the $x_{n}-$ axis. Let $\xi^{\prime}=(0, \ldots, 1)$ be the nommal vector to $\partial \Omega$ at $X$ and $\xi=\left(\xi_{1}, \ldots, \xi_{n-1}, 0\right)$ be in the tangent hyperplane to $\partial \Omega$ at $X$. Let $\lambda>0$. First, we must find the $m=2$ roots with positive imaginary
part of the polynomial

$$
(-1)^{m} A_{0}\left(\xi+\tau \xi^{\eta}\right)+\lambda
$$

Letting $n^{2}=\sum_{i=1}^{n} \xi_{i}^{2}$, we have

$$
\begin{aligned}
(-1)^{m_{0}} A_{0}\left(\xi+\tau \xi^{\prime}\right)+\lambda & =A_{0}\left(\xi_{1}, \ldots, \xi_{n-1}, \tau\right)+\lambda \\
& =\left(\xi_{1}^{2}+\ldots+\xi_{n-1}^{2}+\tau^{2}\right)^{2}+\lambda \\
& =\left(n^{2}+\tau^{2}\right)^{2}+\lambda \\
& =\tau^{4}+2 n^{2} \tau^{2}+\left(n^{4}+\lambda\right) .
\end{aligned}
$$

It can be easily seen that

$$
\tau^{2}=\frac{-2 n^{2} \pm \sqrt{4 n^{4}-4\left(n^{4}+\lambda\right)}}{2}=-\eta^{2} \pm i \sqrt{\lambda}
$$

and if we let $\alpha=-n^{2}+i \sqrt{\lambda}$, we have

$$
\begin{aligned}
(-1)^{m_{0}}\left(\xi+\tau \xi^{\prime}\right)+\lambda=\left(\tau^{2}-\alpha\right)\left(\tau^{2}-\bar{\alpha}\right)= & \left(\tau-\alpha^{1 / 2}\right)\left(\tau+\alpha^{1 / 2}\right) \\
& \left(\tau-\bar{\alpha}^{1 / 2}\right)\left(\tau+\bar{\alpha}^{1 / 2}\right)
\end{aligned}
$$

where by a direct calculation we obtain

$$
\begin{aligned}
& \sqrt{\alpha}=(\alpha)^{1 / 2}=\frac{1}{\sqrt{2}}\left[\left(\sqrt{\eta^{4}+\lambda}-\eta^{2}\right)^{1 / 2}+1\left(\sqrt{\eta^{4}+\lambda}+\eta^{2}\right)^{1 / 2}\right] \\
& \sqrt{\bar{\alpha}}=(\bar{\alpha})^{1 / 2}=\frac{1}{\sqrt{2}}\left[-\left(\sqrt{n^{4}+\lambda}-n^{2}\right)^{1 / 2}+1\left(\sqrt{n^{4}+\lambda}+\eta^{2}\right)^{1 / 2}\right] .
\end{aligned}
$$

Therefore, the roots are

$$
\tau_{\dot{1}}^{*}(\eta, \lambda)=\sqrt{\alpha} \quad \tau_{2}^{*}(\eta, \lambda)=\sqrt{\alpha}
$$

and we obtain the following polynomial

$$
M^{*}(\eta, \lambda)=\left(\tau-\tau_{1}^{*}\right)\left(\tau-\tau_{2}^{*}\right)=(\tau-\sqrt{\alpha})(\tau-\sqrt{\alpha})=\tau^{2}-(\sqrt{\alpha}+\sqrt{\alpha}) \tau+\sqrt{\alpha} \sqrt{\alpha} .
$$

Next, we must prove the polynomials $B_{00}\left(\xi+\tau \xi^{\prime}\right)$ and $B_{10}\left(\xi+\tau \xi^{\prime}\right)$ are linearly independent modulo $M^{*}(\eta, \lambda)$. To show this, we see that

$$
B_{o o}\left(\xi+\tau \xi^{\prime}\right)=B_{o o}\left(\xi_{1}, \ldots, \xi_{n-1} \tau \tau\right)=\tau^{2}+n^{2}
$$

and upon division by $M^{*}(\eta, \lambda)$ we get the remainder

$$
r_{0}=\left(n^{2}-\sqrt{\alpha} \sqrt{\alpha}\right)+(\sqrt{\alpha}+\sqrt{\alpha}) \tau_{0}
$$

Similarly, for $B_{10}$ we see that

$$
\mathrm{B}_{10}\left(\xi+\tau \xi^{\prime}\right)=\mathrm{B}_{10}\left(\xi_{1}, \ldots, \xi_{n-1}, \tau\right)=\tau\left(\tau^{2}+n^{2}\right)=\tau^{3}+n^{2} \tau
$$

and upon division by $M^{*}(\eta, \lambda)$ we get the remainder

$$
r_{1}=-\sqrt{\alpha} \sqrt{\alpha}(\sqrt{\alpha}+\sqrt{\alpha})+\left[(\sqrt{\alpha}+\sqrt{\alpha})^{2}+\eta^{2}-\sqrt{\alpha} \sqrt{\alpha}\right] x_{\beta}
$$

Hence, since $\eta \neq 0$ and $\lambda>0$

$$
\begin{aligned}
& \operatorname{det}\left[\begin{array}{ll}
\left(\eta^{2}-\sqrt{\alpha} \sqrt{\alpha}\right) & (\sqrt{\alpha}+\sqrt{\alpha}) \\
-\sqrt{\alpha} \sqrt{\frac{-}{\alpha}}(\sqrt{\alpha}+\sqrt{\alpha}) & (\sqrt{\alpha}+\sqrt{\alpha})^{2}+\left(\eta^{2}-\sqrt{\alpha} \sqrt{\alpha}\right)
\end{array}\right] \\
& =\left(\eta^{2}-\sqrt{\alpha} \sqrt{\frac{1}{\alpha}}\right)\left[\left(\sqrt{\alpha}+\sqrt{\frac{-}{\alpha}}\right)^{2}+\eta^{2}-\sqrt{\alpha} \sqrt{\frac{1}{\alpha}}\right]+\sqrt{\alpha} \sqrt{\alpha}\left(\sqrt{\alpha}+\sqrt{\frac{-}{\alpha}}\right)^{2} \\
& =\eta^{2}(\sqrt{\alpha}+\sqrt{\alpha})^{2}+\left(\eta^{2}-\sqrt{\alpha} \sqrt{\alpha}\right)^{2} \\
& =\eta^{2}(\alpha+\bar{\alpha}+2 \sqrt{\alpha} \sqrt{\alpha})+\eta^{4}-2 n^{2} \sqrt{\alpha} \sqrt{\alpha}+\alpha \bar{\alpha} \\
& =n^{2}(\alpha+\bar{\alpha})+\eta^{4}+\alpha \bar{\alpha}
\end{aligned}
$$

$$
\begin{aligned}
& =n^{4}+n^{2}\left(-2 n^{2}\right)+\left(n^{4}+\lambda\right) \\
& =n^{4}-2 n^{4}+n^{4}+\lambda \\
& =\lambda \\
& \neq 0
\end{aligned}
$$

This shows that $\mathrm{B}_{00}\left(\xi+\tau \xi^{i}\right), \mathrm{B}_{10}\left(\xi+\tau \xi^{\gamma}\right)$ are linearly independent modulo $M^{*}(n, \lambda)$. Therefore, the system $\left\{B_{o}(D), B_{1}(D)\right\}$ satisfies the strong complementary condition.

We must now verify inequality (6-7). Letting $\operatorname{uEC}_{\mathrm{B}}^{\infty}(\Omega)$, we have from Green's formula found in M1kh1in [21], and the boundary conditions

$$
\begin{aligned}
& (u,-A(D) u)_{0}=\int_{\Omega} u(x)\left(-\Delta^{2} u(x)\right) d x \\
& =-\int_{\Omega} u(x) \Delta^{2} u(x) d x \\
& =-\int_{\Omega}[\Delta u(x)]^{2} d x-\int_{\partial \Omega}\left[u(x) \frac{\partial}{\partial n}(\Delta u(x))-\Delta u(x) \frac{\partial u(x)}{\partial n}\right] d(\partial \Omega) \\
& =-\int_{\Omega}[\Delta u(x)]^{2} d x \\
& \leq 0
\end{aligned}
$$

Hence, we have verified inequality (6-7).
If $f \equiv 0$, since the system $\left(A(D), B_{0}(D), B_{1}(D), \Omega\right)$ satisfies the hypothesis of theorem 6.2 .1 , we have that for any initial function $u_{0}(x) \varepsilon H_{B}^{4}(\Omega)$, there exists anique generalized solution, $u(x, t)$, of ( $6-34$ ), such that for any $t \geq 0, u(x, t) \varepsilon H_{B}^{4}(\Omega)$ and $u(x, t)$ satisfies the boundary conditions in a generalized sense, and $u(x, 0) \equiv u_{0}(x)$. Also, since $B=0$, the null solution is stable with respect to the $L^{2}$ - norm.

If $f \neq 0$, then $f$ satisfies $(6-22)$ and we have from theorem 6.41 .2 the same result as above whereby, if $k<0$, the null solution is asymptotically stable (and if $k=0$, the null solution is stable) with respect to the $L^{2}$ - norm. An example of such a nonlinear function is the one in example 6.52.3,

$$
f(u)=k \frac{u^{2}}{\lambda^{2}+u^{2}}, \lambda^{2}>0, k:<0
$$

These examples:11lustrate how the theary developed in sections 6.1 to 6.4 can be used to solve a large class of stability problems with very general boundary conditions, where these problems are of the form (6-1) and (6-2).

### 7.0. STABILITY OF SOLUTIONS TO THE

GENERAL BOUNDARY VALUE PROBLEM:

$$
\frac{\partial^{2} u(x, t)}{\partial t^{2}}+a \frac{\partial u(x, t)}{\partial t}+A(x, D) u=f(u)
$$

In the previous chapter we solved the stability problem for the initial-boundary value problem

$$
\begin{array}{ll}
\frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=f(u) & x \in \Omega, t \geq 0 \\
B_{j}(x, D) u(x, t)=0 & x \in \partial \Omega, t \geq 0 \quad(0 \leq j \leq m-1) \\
u(x, 0)=u_{0}(x) \quad \frac{\partial u(x, 0)}{\partial t}=v_{0}(x) &
\end{array}
$$

which includes as an example the heat equation, or diffusion equation. But there is a large class of physical problems which does not fit into the above theory, an example being the wave equation. In this chapter, we will consider the following elliptic partial differential equation.

$$
\begin{equation*}
\frac{\partial^{2} u(x, t)}{\partial t^{2}}+a \frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=f(u) \quad x \varepsilon \Omega, t \geq 0 \tag{7-1}
\end{equation*}
$$

where $a$ is a constant $\geq 0$ with the general boundary conditions

$$
B_{j}(x, D) u(x, t)=0 \quad x \varepsilon \partial \Omega, t \geq 0(0 \leq j \leq m-1)
$$

and initial condition

$$
u(x, 0)=u_{0}(x),
$$

where $u(x, t)$ is a vector valued function, such that for every $t \geq 0$,
$u(x, t)$ is in some prescribed Hilbert space, and $f$ is a nonlinear function defined on the Hilbert space.

We solve ( $7-1$ ) by reducing the problem to a system of equations, as in the IInear differential equations case, of the form

$$
\begin{equation*}
\frac{\partial \underline{u}}{\partial t}+\underline{A} \underline{u}=\underline{f}(\underline{u}) \tag{7-2}
\end{equation*}
$$

where $\underline{A}$ is a $2 \times 2$ matrix with operator elements, and $\underline{u}$ and $\underline{f}(\underline{u})$ are 2 - dimensional vectors whose lements are functions in a prescribed Hilbert space. By choosing the correct base Hilbert space we can consider the equation (7-2) as an abstract operator equation of the form

$$
\frac{\mathrm{du}(t)}{\mathrm{dt}}+\mathrm{A} \underline{u}(t)=\underline{f}(\underline{u})
$$

where $A$ is an abstract operator defined on some base Hilbert space, in this case $H \equiv H_{B}^{m}(\Omega) \times L^{2}(\Omega), \underline{u}$ is an element of $H_{s}$ and $\underline{f}(\underline{u})$ is a nonlinear function defined on $H$ into $H$, and again using the results of Pao [23], we obtain sufficient conditions to ensure the existence, uniqueness and stabllity of solution to (7-1). We will consider the linear case, $f(u) \equiv 0$, and aso the nonlinear case, for $\Omega \in R^{n}$ with $n \geq 1$. The resules of Pao [24] for a Dirichlet problem are shown to be apecial case of the results in this chater. Examples will be considered to see how this theory can be applied to solving specific stability problems.
7.1. Stability of the Solution of a Lineax Initial-Boundary Value Problem

In this section we will give sufficient conditions so guarantee
the existence, uniqueness and stability of the null solution to the initialboundary value problem (7-1).

Let us consider the following initial-boundary value problem,

$$
\begin{align*}
& \frac{\partial^{2} u(x, t)}{\partial t^{2}}+a \frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=0 \quad x \varepsilon \Omega, t \geq 0 \\
& B_{j}(x, D) u(x, t)=0 \quad x \varepsilon \partial \Omega, t \geq 0 \quad(0 \leq j \leq m-1)  \tag{7-3}\\
& u(x, 0)=u_{0}(x), \frac{\partial u(x, 0)}{\partial t}=v_{0}(x)
\end{align*}
$$

where a is a constant $\geq 0$,
$A(x, D)$ is a linear fomal partial differential operator with infinitely differentiable coefficients in $\bar{\Omega}$, written in the divergence form

$$
A(x, D)(\cdot)=\sum_{|\rho|,\left.|\sigma|_{\leq m}(-1)^{\dagger \rho}\right|_{D^{\rho}}\left(a_{\rho \sigma}(x) D^{\sigma}(\cdot)\right)}
$$

and the boundary operators, $\left\{B_{j}\right\}_{j=0}^{m-1}$, are written in the form

$$
B_{j}(x, D)=\sum_{{\mid h k m_{j}} b_{j h}(x) D^{h} \quad(0 \leq j \leq m-1)}
$$

such that the system $\left(A(x, D),\left\{B_{j}\right\}, \Omega\right)$ satisfies:
(i) $\Omega$ is a bounded domain in $\mathrm{R}^{\mathrm{n}}, \mathrm{n} \geq 1$, such that the boundary, $\partial \Omega$ is of class $C^{\infty}, \Omega$ locally on one side of $\partial \Omega$.
(ii) $A(x, D)$ is strongly elliptic in $\bar{\Omega}$, with infinitely differentiable coefficients, $a_{\rho \sigma}$ in $\bar{\Omega}$.
(iii) $\left\{B_{f}\right\}_{j=0}^{m+1}$ is a normal systera, satisfying the strong is anearly independent ser, and similarly $\left\{B_{f}^{-}\right\}_{j=0}^{m-1}$ is a Inearly independent set). Also, the coefficients, $b_{\text {fh }}$ are infinitely differm
entiable on $\partial \Omega$.
(iv) $A(x, D)$ is formally self-adjoint, that is for any $u, v \in C_{B}^{\infty}(\Omega)$

$$
(u, A(x, D) v)_{0}=(A(x, D) u, v)_{0}
$$

(v) For any $u, v \varepsilon C_{B}^{\infty}(\Omega)$,

$$
\begin{aligned}
\int_{\Omega} \sum_{\rho \rho},|\sigma| \leq m & \left.(-1)\right|_{u(x) D^{\rho}\left(a_{\rho \sigma}(x) D^{\sigma} v(x)\right) d x} \\
& =\left.\int_{\Omega}\right|_{\rho \mid,}|\sigma|_{\leq m^{a}}{ }_{\rho \sigma}(x) D^{\rho} u(x) D^{\sigma} v(x) d x .
\end{aligned}
$$

(vi) There exists a constant $k>0$, such that for any $u \varepsilon C_{B}^{\infty}(\Omega)$

$$
(u, A(x, D) u)_{o} \geq k\|u\|_{m}^{2}
$$

Let us define the vectors

$$
\underline{u}=\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]=\left[\begin{array}{c}
u \\
\frac{\partial u}{\partial t}
\end{array}\right], \underline{v}=\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right]
$$

where $\underline{u}, \underline{v} \varepsilon H \equiv H_{B}^{m}(\Omega) \times L^{2}(\Omega)$, where the inner product on $H$ is given by

$$
(\underline{u}, \underline{v})_{H}=\left(u_{1}, v_{1}\right)_{m}+\left(u_{2}, v_{2}\right)_{0}
$$

inducing the norm

$$
\|\underline{u}\|_{\mathrm{H}}^{2}=\left\|u_{1}\right\|_{\mathrm{m}}^{2}+\left\|u_{2}\right\|_{\mathrm{o}}^{2}
$$

which makes H a real Hilbert space.
We now define the operator $T_{0}$,

$$
\begin{align*}
& D\left(T_{0}\right)=C_{B}^{\infty}(\Omega)  \tag{7-5}\\
& \left(T_{0} u\right)(x)=A(x, D) u(x) \quad u \in D\left(T_{0}\right)
\end{align*}
$$

Let T denote the closure of $\mathrm{T}_{\mathrm{o}}$ in $\mathrm{L}^{2}(\Omega)$, and from lemma 6.2 .4 T is defined as follows:

$$
\begin{align*}
& D(T)=H_{B}^{2 m}(\Omega)  \tag{7-6}\\
& (T u)(x)=A(x, D) u(x) \quad u \in D(T)
\end{align*}
$$

We will show that the abstract operator T satisfies the conditions that
$D(T)$ and $R(T)$ are both contained in $L^{2}(\Omega)$, such that $D(T)$ is dense in $L^{2}(\Omega)$, and for any $\alpha>0, R(\alpha I-(-T))=L^{2}(\Omega)$. Also, $-T$ is strictly dissipative with respect to the $\mathrm{L}^{2}$ - inner product.

Lemma 7.1.1. Let $T_{0}$ be defined in (7-5). Then for any $u, v \in D\left(T_{0}\right)$

$$
\left(v, T_{0} u\right)_{0}=\left(u, T_{0} v\right)_{0}
$$

Also, $-T$ is strictly dissipative with respect to the $L^{2}$ - inner product, that is, there exists a constant $k_{1}>0$, such that for any $u \in D(T)$

$$
(u,(-T) u)_{0} \leq-k_{1}\|u\|_{0}^{2} .
$$

Proof. From condition (7-4(iv)) and the definition of $T_{0}$, we have for any $u, v \in D\left(T_{0}\right)$

$$
\left(v, T_{0} u\right)_{0}=\left(u, T_{0} v\right)_{0}
$$

Since the identity injection from $H^{m}(\Omega)$ into $L^{2}(\Omega)$ is continuous, and since (7-4(vi)) holds, we have for any $u \in D\left(T_{0}\right)$

$$
\left(u,\left(-T_{0}\right) u\right)_{0} \leq-k\|u\|_{m}^{2} \leq-k C_{0}\|u\|_{0}^{2}=-k_{1}| | u \|_{0}^{2}
$$

Let $u \in D(T)$. Since $T$ is the smallest closed extension of $T_{o}$ in $L^{2}(\Omega)$, we know there exists a sequence $u_{n} \varepsilon D\left(T_{0}\right)$, such that

$$
u_{n} \overrightarrow{L^{2}(\Omega)} \quad u_{,} \quad T_{0} u_{n} \vec{L}^{2}(\Omega) \quad T u \quad \text { as } n \rightarrow \infty
$$

Therefore, from the continuity of the $\mathrm{L}^{2}$ - inner product

$$
\begin{aligned}
\left(u_{,}(-T) u\right)_{0} & =\frac{11 m}{n}\left(u_{n},\left(-T_{0}\right) u_{n}\right)_{0} \\
& \leq-k_{1} \frac{1 f_{n} m}{}\left\|u_{n}\right\|_{0}^{2} \\
& =-k_{1}\|u\|_{0}^{2}
\end{aligned}
$$

Lemma 7.1.2. $T$ is a linear operator such that $D(T) C L^{2}(\Omega)$, $R(T) \subset L^{2}(\Omega)$ and $D(T)$ is dense in $L^{2}(\Omega)$. Also, for any $\alpha>0$,

$$
R(\alpha I-(-T))=L^{2}(\Omega)
$$

Proof. From the definition of $T$ and from lema 6.2 .6 we have that $D(T) \subset L^{2}(\Omega), R(T) \subset L^{2}(\Omega)$ and $D(T)=H_{B}^{2 m}(\Omega)$ is dense in $L^{2}(\Omega)$. Utilizing lemmas 6.1 .3 and 6.1 .4 and the fact that ( $-T$ ) is dissipative, we have for any $\alpha>0$

$$
R(\alpha I-(-T))=L^{2}(\Omega)
$$

(If $n=1$, the same result holds, using lemmas 6.3.1 and 6.3.3.) qed We now define the abstract operator $A$;

$$
\begin{aligned}
& \mathrm{D}(\mathrm{~A})=\mathrm{H}_{\mathrm{B}}^{2 \mathrm{~m}}(\Omega) \times \mathrm{H}_{\mathrm{B}}^{\mathrm{m}}(\Omega)=\mathrm{D}(\mathrm{~T}) \times \mathrm{H}_{\mathrm{B}}^{\mathrm{m}}(\Omega) \\
& \mathrm{Au}=\left[\begin{array}{ll}
0 & -\mathrm{I} \\
\mathrm{~T} & \mathrm{aI}
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
\mathrm{u}_{2}
\end{array}\right]=\left[\begin{array}{l}
-\mathrm{u}_{2} \\
\mathrm{~T} u_{1}+\mathrm{au}
\end{array}\right] \quad \underline{u} \in \mathrm{D}(\mathrm{~A}) \quad(7-7)
\end{aligned}
$$

where $a$ is the constant in (7-3), and the real base Hilbert space

$$
\begin{equation*}
H \equiv H_{B}^{m}(\Omega) \times L^{2}(\Omega) \tag{7-8}
\end{equation*}
$$

obtaining the abstract operator equation

$$
\begin{array}{rl}
\frac{d u}{\underline{u}}(t)  \tag{7-9}\\
d t & A \underline{u}(t) \\
\underline{u}(0) & =\underline{u}_{0} \quad \underline{u}_{0} \in D(A) .
\end{array}
$$

It must be shown that the operator, $A$, satisfies the conditions of lemma 6.1.2. We first show that the domain and range of $A$ are both contained in $H_{\text {s }}$ such that $D(A)$ is dense in $H$ and $R(I-(-A))=H$.

Lemma 7.1.3. Let $A$ be the abstract operator defined in (7-7),
then $D(A) \subset H, R(A) \subset H$ such that $D(A)$ is dense in $H$ and $R(I-(-A))=H$. Proof. $D(A) \equiv H_{B}^{2 m}(\Omega) \times H_{B}^{m}(\Omega) \subset H_{B}^{m}(\Omega) \times L^{2}(\Omega) \equiv H$, since $H_{B}^{2 m}(\Omega) \subset H_{B}^{m}(\Omega)$ and $H_{B}^{m}(\Omega) \subset L^{2}(\Omega)$. Also, from the definition of $A$, it is readily seen that, for any $u \in D(A)$

$$
A \underline{A} \varepsilon H_{B}^{m}(\Omega) \times L^{2}(\Omega) \equiv H
$$

It follows that $R(A) C H$.
$D(A)$ is dense in $H$. Indeed, since $C_{B}^{\infty}(\Omega) \subset H_{B}^{2 m}(\Omega) \subset H_{B}^{m}(\Omega)$ and $C_{B}^{\infty}(\Omega)$ is dense in $H_{B}^{m}(\Omega)$, we have that $H_{B}^{2 m}(\Omega)$ is dense in $H_{B}^{m}(\Omega)$. Similarly, since $C_{0}^{\infty}(\Omega) \subset H_{B}^{m}(\Omega) \subset L^{2}(\Omega)$, and $C_{0}^{\infty}(\Omega)$ is dense in $L^{2}(\Omega)$, we have that $H_{B}^{m}(\Omega)$ is dense in $L^{2}(\Omega)$. Therefore, $D(A) \equiv H_{B}^{2 m}(\Omega) \times H_{B}^{m}(\Omega)$ is dense in $H_{B}^{m}(\Omega) \times L^{2}(\Omega) \equiv H$.

$$
\text { Finally, } R(I-(-A))=R(I+A)=H
$$

Indeed, let

$$
\underline{w}=\left[\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right] \varepsilon H \equiv H_{B}^{m}(\Omega) \times L^{2}(\Omega)
$$

We must prove that there exists a $\underline{u} \in D(A)$, such that $(I-(-A)) \underline{u}=(I+A) \underline{u}=\underline{w}$, which is equivalent to showing there exists $u_{1} \varepsilon D(T)$ and $u_{2} \varepsilon H_{B}^{m}(\Omega)$, such that

$$
(I+A) \underline{u} \equiv\left[\begin{array}{cc}
I & -I \\
T & (1+a) I
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]=\left[\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right] \text {. }
$$

Hence, it suffices to show there exists $u_{1} \varepsilon D(T)$ and $u_{2} \varepsilon H_{B}^{m}(\Omega)$ such that
(i) $u_{1}-u_{2}=w_{1}$;
(ii) $T u_{1}+(1+a) u_{2}=w_{2}$

Substitute $u_{2}=u_{1}-w_{1}$ into (ii), which implies

$$
T u_{1}+(1+a) u_{1}=(1+a) w_{1}+w_{2}
$$

or, written in another form

$$
[(1+a) I-(-T)] u_{1}=(1+a) w_{1}+w_{2}
$$

By lemma 7.1 .2 , since $(1+a)>0$, we have $R[(1+a) I-(-T)]=L^{2}(\Omega)$ which implies, since $(1+a)_{w_{1}}+W_{2} \varepsilon L^{2}(\Omega)$, that there exists $u_{1} \varepsilon D(T)=H_{B}^{2 m}(\Omega)$ satisfying

$$
[(1+a) I-(-T)] u_{1}=(1+a) w_{1}+w_{2}
$$

Let us define $u_{2} \equiv u_{1}-w_{1} \varepsilon H_{B}^{m}(\Omega)$, and we can see
(i) $u_{1}-u_{2}=u_{1}-\left(u_{1}-w_{1}\right)=w_{1}$;
(ii) $T u_{1}+(1+\mathrm{a}) \mathrm{u}_{2}=\mathrm{T} u_{1}+(1+\mathrm{a})\left(\mathrm{u}_{1}-\mathrm{w}_{1}\right)$
$=[(1+a) I-(-T)] u_{1}-(1+a) w_{1}$
$=w_{2}$.

Therefore, we have shown $R(I-(-A))=H$, and have completed the proof of this lemma. qed

We introduce an equivalent inner product on $H$ and show that the operator, $-A$, is dissipative (or strictly dissipative) with respect to this equivalent inner product.

Let us define the operator $S$ :

$$
\begin{align*}
& D(S)=D\left(T_{0}\right) \times L^{2}(\Omega) \\
& S(\underline{u})=\left[\begin{array}{ll}
2 T_{0}+a^{2} I & a I \\
a I & 2 I
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right] \quad \underline{u} \in D(S) . \tag{7-10}
\end{align*}
$$

where we can see $D(S)$ is dense in $H$.
Let us define a functional $V(\underline{u}, \underline{v})$ on $D(S)$ as follows: for any $\underline{u}, \underline{Y} \in D(S)$

$$
V(\underline{u}, \underline{y}) \equiv(\underline{u}, S \underline{v})_{0}
$$

We will show that this is a continuous bilinear functional on $D(S)$, in the
topology of $H$, which defines an equivalent inner product on $D(S)$ and we will extend this to an equivalent inner product, $\overline{\mathrm{V}}(\mathrm{u}, \mathrm{v})$, on all of H . Then we will show, -A, is dissipative with respect to this equivalent inner product on H .

Lemma 7.1.4. The functional $V(\underline{u}, \underline{v})$ defined above is a continuous bilinear functional on $\mathrm{D}(\mathrm{S})$ in the topology of H .

Proof. It is clear the $V(\underline{u}, \underline{v})$ is bilinear. Let

$$
\underline{u}=\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right], \underline{v}=\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right] \varepsilon D(S) .
$$

By definition, we see that

$$
\begin{align*}
v(\underline{u}, \underline{v}) & =\left(\left[u_{1}, u_{2}\right],\left[\begin{array}{c}
2 T_{0} v_{1}+a^{2} v_{1}+a v_{2} \\
a v_{1}+2 v_{2}
\end{array}\right]\right)_{0}  \tag{7-11}\\
& =2\left(u_{1}, T_{0} v_{1}\right)_{0}+a^{2}\left(u_{1}, v_{1}\right)_{0}+a\left(u_{1}, v_{2}\right)_{0} \\
& +a\left(u_{2}, v_{1}\right)_{0}+2\left(u_{2}, v_{2}\right)_{0}
\end{align*}
$$

We must first show that there exists a constant $k \geq 0$, independent of $u_{1}, v_{1}$, such that

$$
\left|\left(u_{1}, T_{0} v_{1}\right)_{0}\right| \leq k| | u_{1}\left|\left\|_{m}| | v_{1}\right\|_{m}\right.
$$

Indeed, utilizing condition (7-4(v)), the inequalities

$$
\begin{aligned}
& \sum_{i}\left|a_{i} b_{i}\right| \leq\left[\sum_{i}\left|a_{i}\right|^{2}\right]^{1 / 2}\left[\sum_{1}\left|b_{i}\right|^{2}\right]^{1 / 2} \\
& \int_{\Omega_{i}} f(x) g(x) d x \leq\left[\int_{\Omega} f^{2}(x) d x\right]^{1 / 2}\left[\int_{\Omega^{g}} g^{2}(x) d x\right]^{1 / 2}
\end{aligned}
$$

and letting $M=\max a_{\rho \sigma}(x)$, we have the following inequality

$$
|\rho|,|\sigma| \leq m
$$

$$
\begin{aligned}
& \left|\left(u_{1}, T_{0} v_{1}\right)_{0}\right|=\left|\int_{\Omega} \Sigma\right| \rho\left|,|\sigma|_{\leq m}(-1) u_{1}^{|\rho|}(x) D^{\rho}\left(a_{\rho \sigma}(x) D^{\sigma} v_{1}(x)\right) d x\right| \\
& =\left|\int_{\Omega} \sum_{|\rho|}\right| \sigma\left|\leq m^{a}{ }_{\rho \sigma}(x) D^{\rho} u_{1}(x) D^{\sigma}{ }_{v_{1}}(x) d x\right| \\
& \leq M \mid \int_{\Omega} \sum_{|\rho|,|\sigma| \leq m^{D}{ }^{\rho} u_{1}(x) D^{\sigma} v_{1}(x) d x \mid} \\
& \leq M \int_{\Omega} \Sigma_{|\rho|,|\sigma| \leq m}\left|D^{\rho} u_{1}(x) D^{\sigma} v_{1}(x)\right| d x \\
& \leq M \int_{\Omega}\left[\sum_{|\rho| \leq m}\left|D^{\rho} u_{1}(x)\right|^{2}\right]^{1 / 2}\left[\sum_{|\sigma| \leq m}\left|D^{\sigma} v_{1}(x)\right|^{2}\right]^{1 / 2} d x \\
& \leq M\left[\sum_{|\rho| \leq m} \int_{\Omega}\left|D^{\rho} u_{1}(x)\right|^{2} d x\right]^{1 / 2}\left[\sum_{\mid \sigma\} \leq m} \int_{\Omega}\left|D^{\sigma} v_{1}(x)\right|^{2} d x\right]^{1 / 2} \\
& m m\left\|u_{1}\right\|_{m}\left\|v_{1}\right\| \|_{m}
\end{aligned}
$$

Therefore, since $\|\cdot\|_{0} \leq c_{0}\|\cdot\| \|_{m}$ and by letting $k_{0}=\max \left[2 M+a^{2} C_{o}^{2}, a C_{0}, 2\right]$, we have the following inequality:

$$
\begin{aligned}
& |v(\underline{u}, \underline{v})| \leq 2\left|\left(u_{1}, T_{0} v_{1}\right)_{0}\right|+a^{2}\left|\left(u_{1}, v_{1}\right)_{0}\right|+a\left|\left(u_{1}, v_{2}\right)_{0}\right| \\
& +a\left|\left(u_{2}, v_{1}\right)_{0}\right|+2\left|\left(u_{2}, v_{2}\right)_{0}\right| \\
& \leq 2 \mathrm{~m}\left\|\mathrm{u}_{1}\right\|_{\mathrm{m}}\left\|\mathrm{v}_{1}\right\|_{\mathrm{m}}+\mathrm{a}^{2} \mathrm{c}_{0}^{2}\left\|\mathrm{u}_{1}\right\|_{\mathrm{m}}\left\|\mathrm{v}_{1}\right\|_{\mathrm{m}}+\mathrm{aC} \mathrm{c}_{\mathrm{o}}\left\|\mathrm{u}_{1}\right\|_{\mathrm{m}}\left\|\mathrm{v}_{2}\right\|_{0} \\
& +a_{0}\left\|u_{2}\right\|_{o}\left\|v_{1}\right\|_{m}+2\left\|u_{2}\right\|_{o}\left\|v_{2}\right\|_{0} \\
& \leq k_{0}\left[\left\|u_{1}\right\|_{m}\left\|v_{j}\right\|_{m}+\left\|u_{1}\right\|_{m}\left\|v_{2}\right\|_{0}+\left\|u_{2}\right\|_{0}\left\|v_{1}\right\|_{m}\right. \\
& +\left\|u_{2}\right\|_{0}\left\|v_{2}\right\|_{0} \\
& =k_{0}\left(\left\|u_{1}\right\|_{m}+\left\|u_{2}\right\|_{0}\right)\left(\left\|v_{1}\right\|_{m}+\left\|v_{2}\right\|_{0}\right)_{0}
\end{aligned}
$$

Squaring both sides and using the well known Inequality

$$
(\alpha+\beta)^{2} \leq 2\left(\alpha^{2}+\beta^{2}\right) \quad \text { for } \alpha, \beta \text { any real numbers }
$$

we have

$$
\begin{aligned}
|v(\underline{u}, v)|^{2} & \leq k_{o}^{2}\left(\left\|u_{1}\right\|_{m}+\left\|u_{2}\right\|_{o}\right)^{2}\left(\left\|v_{1}\right\|_{m}+\left\|v_{2}\right\|_{o}\right)^{2} \\
& \leq 4 k_{o}^{2}\left(\left\|u_{1}\right\|_{m}^{2}+\left\|u_{2}\right\|_{o}^{2}\right)\left(\left\|v_{1}\right\|_{m}^{2}+\left\|v_{2}\right\|_{o}^{2}\right)
\end{aligned}
$$

Therefore, we have

$$
\begin{align*}
|v(\underline{u}, \underline{v})| & \leq 2 k_{o}\left(\left\|u_{1}\right\|_{m}^{2}+\left\|u_{2}\right\|_{o}^{2}\right)^{1 / 2}\left(\left\|v_{1}\right\|_{m}^{2}+\left\|v_{2}\right\|_{o}^{2}\right)^{1 / 2} \\
& =2 k_{0}\|\underline{u}\|_{H}\|\underline{v}\|_{\mathrm{H}} \tag{7-12}
\end{align*}
$$

or $V(\underline{u}, \underline{v})$ is continuous in the topology of $H$. qed

Lemma 7.1.5. The bilinear functional $V(\underline{u}, \underline{v})$ defines an equivalent inner product on $D(S)$ in $H$, and the extension, $\bar{V}(\underline{u}, \underline{v})$, of $V(\underline{u}, \underline{v})$ to $H$ defines an equivalent inner product on the whole space $H^{\circ}$

Proof. Let

$$
\underline{u}=\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right], \underline{v}=\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right] \varepsilon D\left(T_{0}\right) \times L^{2}(\Omega)=D(S)
$$

and define

$$
(\underline{u}, \underline{v})_{s} \equiv V(\underline{u}, \underline{v})=(\underline{u}, S \underline{v})_{0}
$$

It is first shown that this defines an inner product on $D(S)$. Since $V$ is bilinear, we have linearity in the first term of ( $u, \underline{v})_{s}$. From lema 7.1.1, and (7-11) we have

$$
(\underline{u}, \underline{y})_{s}=V(\underline{u}, \underline{v})
$$

$$
\begin{aligned}
& =2\left(u_{1}, T_{0} v_{1}\right)_{0}+a^{2}\left(u_{1}, v_{1}\right)_{0}+a\left(u_{1}, v_{2}\right)_{0} \\
& +a\left(u_{2}, v_{1}\right)_{0}+2\left(u_{2}, v_{2}\right)_{0} \\
& =2\left(v_{1}, T_{0} u_{1}\right)_{0}+a^{2}\left(v_{1}, u_{1}\right)_{0}+a\left(v_{2}, u_{1}\right)_{0} \\
& +a\left(v_{1}, u_{2}\right)_{0}+2\left(v_{2}, u_{2}\right)_{0} \\
& =V(\underline{v}, \underline{u}) \\
& =(\underline{v}, \underline{u})_{s}
\end{aligned}
$$

which shows that $(\underline{u}, \underline{v})_{s}$ is symmetric.
From condition ( $7-4$ (vi)), we have the following inequality
by letting $k_{2}=\min (2 k, 1)$ where $k$ is the constant in condition ( $7-4(v i)$ )

$$
\begin{aligned}
(\underline{u}, \underline{u})_{s} & =2\left(u_{1}, T_{0} u_{1}\right)_{o}+a^{2}\left(u_{1}, u_{1}\right)_{0}+a\left(u_{1}, u_{2}\right)_{0}+a\left(u_{2}, u_{1}\right)_{0}+2\left(u_{2}, u_{2}\right)_{0} \\
& \geq 2 k\left\|u_{1} \mid\right\|_{m}^{2}+\int_{\Omega}\left[a^{2} u_{1}^{2}(x)+2 a u_{1}(x) u_{2}(x)+2 u_{2}^{2}(x)\right] d x \\
& =2 k \| u_{1}| |_{m}^{2}+\int_{\Omega}\left[\left(a u_{1}(x)+u_{2}(x)\right)^{2}+u_{2}^{2}(x)\right] d x \\
& \geq 2 k \| u_{1}| |_{m}^{2}+\int_{\Omega} u_{2}^{2}(x) d x \\
& \geq k_{2}\left[\left\|u_{1}| |_{m}^{2}+\right\| u_{2}| |_{0}^{2}\right] \\
& =k_{2}| | \underline{u} \|_{H}^{2}
\end{aligned}
$$

Hence, we have shown that there exists a constant $k_{2}>0$, such that for any $u \in D(S)$

$$
\begin{equation*}
\|\underline{u}\|_{s}^{2} \geq k_{2}\|\underline{u}\|_{H^{*}}^{2} \tag{7-13}
\end{equation*}
$$

From the inequality, we have that $\left(\underline{u}_{,}, \underline{u}\right)_{s} \geq 0$ and $\left(\underline{u}_{s} \underline{u}\right)_{s}=0$ if and only
if $\underline{u}=0$. Therefore, $(\underline{u}, \underline{v})_{s}$ is an inner product on $D(S)$. Aiso, from (7-12) and (7-13) we can see that the inner product ( $\underline{u}, \underline{v})_{s}$ is equivalent to the one defined on $H$, that is, there exists constants $k_{0}, k_{2}>0$, such that for any $u \in D(S)$

$$
\begin{equation*}
\sqrt{k_{2}}\|\underline{u}\|_{\mathrm{H}} \leq\|\underline{u}\|_{\mathrm{s}} \leq \sqrt{2 \mathrm{k}_{\mathrm{o}}}\|\underline{\mathrm{u}}\|_{\mathrm{H}} \tag{7-14}
\end{equation*}
$$

This inner product is extended to all of H by the following definition

$$
(\underline{u}, \underline{v})_{e} \equiv \bar{V}(\underline{u}, \underline{v})=\lim _{n \neq \infty} V\left(u_{n}, v_{n}\right)=\operatorname{lifm}_{n \neq \infty}\left(u_{n}, v_{n}\right)_{s}, \underline{u}, \underline{v} \varepsilon H
$$

where $\underline{u}_{n} v_{n}$ are sequences in $D(S)$ such that

$$
\underline{u}_{\mathrm{n}} \underset{\mathrm{H}}{\rightarrow} \underline{\underline{u}}, \quad \underline{v_{\mathrm{n}}} \underset{\mathrm{H}}{ } \underline{\underline{v}} \quad \text { as } \mathrm{n} \rightarrow \infty \text { 。 }
$$

(.,.) $e^{\text {defines an inner product on } H \text {. Indeed, from the }}$ definition of $(\underline{u}, \underline{v})_{e}$ and the bilinearity of $\left(u_{n}, v_{n}\right) s,(\underline{u}, \underline{v})_{e}$ is linear in the first term. Also, since

$$
(\underline{u}, \underline{v})_{e}=\lim _{n=\infty}\left(u_{n}, v_{n}\right) s=\lim _{n \rightarrow \infty}\left(v_{n}, u_{n}\right) s=(\underline{v}, \underline{u})_{e}
$$

then ( $\underline{u}, \underline{y}$ ) $e^{\text {is symmetric. From ( } 7-14 \text { ) we have }}$

$$
\begin{aligned}
&(\underline{u}, \underline{u})=\lim _{n+\infty}\left(u_{n^{\prime}} \underline{u}_{n}\right) \\
& \geq
\end{aligned}
$$

This shows us that $(\underline{u}, \underline{u})_{e} \geq 0$, and $(\underline{u}, \underline{u})_{e}=0$ if and only if $\underline{u}=0$ which proves that $(0,0) e^{\text {is }}$ an inner product on $H$.

Finally, we must prove that $(0,0)$ e is equivalent to the inner product defined on $H$. This follows from the inequalities, using (7-14)

$$
\begin{aligned}
& \|\underline{u}\|_{e}^{2}=\lim _{n \rightarrow \infty}\left\|\underline{u_{n}}\right\|_{s}^{2} \leq 2 k_{o \lim _{n \rightarrow \infty}}\left\|\underline{u_{n}}\right\|_{H}^{2}=2 k_{0}\|\underline{u}\|_{H}^{2} \\
& \|\underline{u}\|_{e}^{2}=\lim _{n \rightarrow \infty}\left\|u_{n}\right\|_{s}^{2} \geq k_{2} \lim _{n \rightarrow \infty}\left\|u_{n}\right\|_{H}^{2}=k_{2}\|\underline{u}\|_{H^{\circ}}^{2}
\end{aligned}
$$

Therefore, we have defined an inner product on $H,\left(\ldots, e^{\prime}\right.$, which is equivalent to the original inner product defined on $H$.

It remains to prove the dissipativity of the operator -A.
Lemma 7.1.6. Let $A$ be the abstract operator defined in (7-7). Then -A is strictly dissipative with respect to the inner product (0, $)_{\mathrm{e}}$ if $a>0$, and is dissipative with respect to $(,,$.$) e if a=0$, where $a$ is the coefficient in (7-3).

Proof. This lemma is proved in 3 steps.
(i) First, we show that -A is strictly dissipative on $\mathrm{D}\left(\mathrm{T}_{0}\right) \times \mathrm{XD}\left(\mathrm{T}_{0}\right)$
if $a>0$, and is dissipative if $a=0$. Let us pick

$$
\underline{u}=\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right] \varepsilon D\left(T_{o}\right) \operatorname{xD}\left(T_{o}\right) \subset S
$$

Since $\operatorname{Au\varepsilon D}(S)$ and $(0,0)_{e}$ coincides with $(\ldots,)_{s}$ on $D(S)$, if we let $k_{1}=$ $\min \{k, 1\}$, where $k$ is the constant in (7-4(iv)), we have the following inequality from lemna 7.1.1, and the definitions of the operators $S$ and $A$,

$$
\begin{aligned}
& (\underline{u},-A \underline{u})_{e}=(\underline{u},-A \underline{u})_{s}=(\underline{u}, S(-A) \underline{u})_{0} \\
& =\left(\left[u_{1}, u_{2}\right],\left[\begin{array}{cc}
2 T_{0}+a^{2} I & a I \\
a I & 2 I
\end{array}\right]\left[\begin{array}{c}
u_{2} \\
-T_{0} u_{1} a u_{2}
\end{array}\right]\right)_{0} \\
& =\left(\left[u_{1}, u_{2}\right],\left[\begin{array}{c}
2 T_{0} u_{2}+a^{2} u_{2}-a T_{0} u_{1}-a^{2} u_{2} \\
a u_{2}-2 T_{0} u_{1}-2 a u_{2}
\end{array}\right]\right) \\
& =\left(\left[u_{1}, u_{2}\right],\left[\begin{array}{c}
2 T_{0} u_{2}-a T_{0} u_{1} \\
-2 T_{0} u_{1}-a u_{2}
\end{array}\right]\right)
\end{aligned}
$$

$$
\begin{aligned}
& =2\left(u_{1}, T_{o} u_{2}\right)_{o}-a\left(u_{1}, T_{o} u_{1}\right)_{0}-2\left(u_{2}, T_{0} u_{1}\right)_{0}-a\left(u_{2}, u_{2}\right)_{0} \\
& =-a\left(u_{1}, T_{o} u_{1}\right)_{o}-a\left(u_{2}, u_{2}\right)_{o} \\
& \leq-a k\left\|u_{1}| |_{m}^{2}-a\right\|_{u_{2}} \|_{o}^{2} \\
& \leq-a k_{1}\left[\left\|u_{1}\right\|_{m}^{2}+\left\|u_{2}\right\| \|_{o}^{2}\right] \\
& =-a k_{1}| | \underline{u} \|_{H}^{2} \\
& \leq-\frac{a k_{1}}{2 k_{o}}\|\underline{u}\|_{e}^{2} \\
& =-\beta\|\underline{u}\|_{e}^{2}
\end{aligned}
$$

where $\beta=\frac{a k_{1}}{2 k_{0}} \geq 0$, and $\beta=0$ if and only if $a=0$.
This proves that $-A$ is strictly dissipative on $D\left(T_{0}\right) \times D\left(T_{0}\right)$ if $a>0$ and is dissipative if $a=0$.
(ii) Secondly, we show -A is strictly dissipative on $\mathrm{D}(\mathrm{T}) \times \mathrm{D}\left(\mathrm{T}_{0}\right)$
if $a>0$, and is dissipative if $a=0$. Letting

$$
\underline{u}=\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right] \varepsilon D(T) \times D\left(T_{0}\right)
$$

we see that $\operatorname{Au\varepsilon D}(S)$ and

$$
\begin{aligned}
& (\underline{u},(-A) \underline{u})_{e}=\lim _{n \rightarrow \infty}\left(\underline{u}_{n},(-A) \underline{u}\right)_{s}=\operatorname{lifm}_{n \rightarrow \infty}\left(u_{n}, S(-A) \underline{u}\right)_{0}= \\
& (\underline{u}, S(-A) \underline{u})_{0}
\end{aligned}
$$

where $\underline{u}_{n} \varepsilon D(S)$ such that $\underline{u}_{n} \rightarrow \underline{u} \quad$ as $n \rightarrow \infty$ 。 Therefore,

$$
\left.\underline{(u}_{9}(-A) \underline{u}\right)^{=}=\left(\underline{u}_{,} S(-A) \underline{u}_{0}=\left(u_{1}, u_{2}\right],\left[\begin{array}{cc}
2 T_{0}+a^{2} I & a I \\
a I & 2 I
\end{array}\right]\left[\begin{array}{l}
u_{2} \\
-T u_{1}-a u_{2}
\end{array}\right]\right)_{0}
$$

$$
=2\left(u_{1}, T_{0} u_{2}\right)_{0}^{-a\left(u_{1}, T u_{1}\right)_{0}-2\left(u_{2}, T u_{1}\right)_{0}-a\left(u_{2}, u_{2}\right)_{0} .}
$$

Since $T$ is the smallest closed extension of $T_{0}$ in $L^{2}(\Omega)$, there exists a sequence $v_{n} \varepsilon D\left(T_{0}\right)$, such that

$$
v_{n_{L}(\Omega)} \overrightarrow{u_{1}} \text {, and } T_{0} v_{n} \underset{L^{2}(\Omega)}{ } T u_{1} \text { as } n \rightarrow \infty \text {. }
$$

From lemma 7.1.1,

$$
\left(u_{2}, T u_{1}\right)_{0}=\lim _{n \rightarrow \infty}\left(u_{2}, T_{0} v_{n}\right)_{0}=\lim _{n \rightarrow \infty}\left(T_{0} u_{2}, v_{n}\right)_{o}=\left(T_{0} u_{2}, u_{1}\right)_{0}=\left(u_{1}, T_{0} u_{2}\right)_{0}
$$

Let us define

$$
\underline{u_{n}}=\left[\begin{array}{l}
v_{n} \\
u_{2}
\end{array}\right] \varepsilon D\left(T_{0}\right) \times D\left(T_{o}\right) \operatorname{ld}(s) .
$$

I assert

$$
\underline{u n}_{\mathrm{H}} \underline{\underline{u}} \quad \text { as } n \rightarrow \infty \text {. }
$$

Indeed, it suffices to show

$$
\mathrm{v}_{\mathrm{n}} \underset{\mathrm{H}^{\mathrm{m}}(\Omega)}{ } \quad \mathrm{u}_{1} \quad \text { as } \mathrm{n} \rightarrow \infty
$$

From lemma 6.2.1, and the fact that $v_{n}-u_{1} \varepsilon H_{B}^{m}(\Omega)$ we have the following inequality

$$
\left\|v_{n}-u_{1}\right\|_{m} \leq c_{o}\left\|v_{n}-u_{1}\right\| \|_{2 m} \leq c_{o} c_{1}\left[\left\|T_{o} v_{n}-T u_{1}\right\|_{0}+\left\|v_{n}-u_{1}\right\|_{0}\right]
$$

Since the term on the right converges to 0 , as $n \rightarrow \infty$

$$
v_{\mathrm{n}}^{\mathrm{H}^{\mathrm{m}}(\Omega)} \underset{\mathrm{l}}{\overrightarrow{1}} \quad \mathrm{u}_{1} \quad \text { as } \mathrm{n} \rightarrow \infty
$$

which proves the assertion.

Since (.,..) e is equivalent to $(\ldots,)_{\mathrm{H}}$, we have

$$
\left\|\underline{u}_{n}\right\|_{e{ }_{R^{1}}}\|\underline{u}\|_{e} \text { as } n \rightarrow \infty
$$

Therefore, from part (i)

$$
\begin{aligned}
& (\underline{u},(-A) \underline{u})_{e}=2\left(u_{1}, T u_{2}\right)_{o}^{\left.-a\left(u_{1}, T u_{1}\right)_{o}^{-2\left(u_{2}\right.}, T u_{1}\right)_{o}-a\left(u_{2}, u_{2}\right)_{o}} \\
& =-a\left(u_{1}, T u_{1}\right)_{0}-a\left(u_{2}, u_{2}\right)_{0} \\
& =\lim _{n \rightarrow \infty}\left[a\left(v_{n},\left(-T_{0}\right) v_{n}\right)_{0}-a\left(u_{2}, u_{2}\right)_{0}\right] \\
& =\lim _{n \rightarrow \infty}\left(u_{n},(-A) u_{n}\right) e \\
& \leq-\beta \lim _{n \rightarrow \infty}\left\|u_{n}\right\|_{e}^{2} \\
& =-\left.\beta| | \underline{u}\right|_{e} ^{2}
\end{aligned}
$$

where $\beta=\frac{a k_{1}}{2 k_{0}}$. This shows $-A$ is strictly dissipative on $D(T) \times D\left(T_{0}\right)$ if $a>0$, and is dissipative if $a=0$.
(iii) Thirdly, we show -A is strictly dissipative on $D(A)$ if a $>0$ and is dissipative if $a=0$. Let

$$
\underline{\mathbf{u}}=\left[\begin{array}{l}
\mathbf{u}_{1} \\
\mathbf{u}_{2}
\end{array}\right] \varepsilon D(A)=D(T) \operatorname{xH}_{B}^{m}(\Omega) .
$$

Since $u_{2} \varepsilon H_{B}^{m}(\Omega)$, there exists a sequence $w_{n} \varepsilon D\left(T_{0}\right)$, such that

$$
w_{n} \underset{H^{m}(\Omega)}{ } u_{2} \quad \text { as } n \rightarrow \infty
$$

and from the continuity of the injection mapping from $H_{B}^{m}(\Omega)$ into $L^{2}(\Omega)$

$$
\mathrm{w}_{\mathrm{n}} \underset{\mathrm{~L}^{2}(\Omega)}{ } \mathrm{u}_{2} \quad \text { as } \mathrm{n} \rightarrow \infty
$$

If we define

$$
\underline{u_{n}}=\left[\begin{array}{l}
u_{1} \\
w_{n}
\end{array}\right] \varepsilon D(T) \times D\left(T_{0}\right)
$$

we see that

$$
\underline{u}_{\mathrm{n}} \rightarrow \underline{\mathrm{u}} \quad \text { as } \mathrm{n} \rightarrow \infty
$$

and

$$
\underset{\underline{n}}{A u_{n}}=\left[\begin{array}{l}
-w_{n} \\
T u_{1}+a w_{n}
\end{array}\right] \quad \rightarrow \quad\left[\begin{array}{l}
-u_{2} \\
T u_{1}+a u_{2}
\end{array}\right]=A \underline{u} \text { as } n \rightarrow \infty
$$

Since (.,.)e is equivalent to $(0,0)_{H}$, we have that

Therefore, from part (ii)

$$
\begin{aligned}
(\underline{u},(-A) \underline{u}) & =\lim _{n \rightarrow \infty}\left(u_{\underline{a}},(-A) u_{n}\right) \\
& \leq-\beta \lim _{n \rightarrow \infty}| | u_{n} \|_{e} \\
& =-\beta| | \underline{u} \|_{e^{*}} \text { where } \beta=\frac{a k_{1}}{2 k_{0}} .
\end{aligned}
$$

Hence, we have proved that -A is strictly dissipative with respect to (.,.) $e_{\text {if } a>0, ~ a n d ~ i s ~ d i s s i p a t i v e ~ i f ~}^{a}=0$. qed

We are now ready to prove our main result, and solve the stability problem for (7-3).

Theorem 7.1.1. Let us consider the initial-boundary value problem (7-3) satisfying the conditions (7-4). Then, for any $u_{o}(x) \in D(T)=H_{B}^{2 m}(\Omega)$ and for any $v_{0}(x) \varepsilon H_{B}^{m}(\Omega)$, there exists a unique generalized solution, $u(x, t)$, of (7-3) such that $u(x, t)$ satisfies the boundary conditions in a generalized
sense (if $n=1$, in the classical sense), and satisfies the initial conditions

$$
u(x, 0) \equiv u_{0}(x), \frac{\partial u(x, 0)}{\partial t} \equiv v_{0}(x) .
$$

Furthermore, the null solution is asymptotically stable with respect to the $L^{2}-$ norm if $a>0$, and is stable if $a=0$.

Proof. We define the abstract operator $A$ as in (7-7) on the real Hilbert space $H \equiv \mathrm{H}_{\mathrm{B}}^{\mathrm{m}}(\Omega) \mathrm{xL}^{2}(\Omega)$ obtaining the abstract operator equation in (7-9). From lemma 7.1 .3 we have that $A$ is a linear operator with domain and range both contained in $H$, such that $D(A)$ is dense in II and $R(I-(-A))=H$. From lemma $7.1 .6,-\mathrm{A}$ is strictly dissipative with respect to (.,.) e if a $>0$ and is dissipative if $a=0$. We can now use the results of lemma 6.1.2, that is, for any

$$
\underline{u}_{0}=\left[\begin{array}{l}
u_{0} \\
v_{0}
\end{array}\right] \varepsilon D(A)=H_{B}^{2 m}(\Omega) \times H_{B}^{m}(\Omega)
$$

there exists a unique solution $\underline{u}(t)$ of ( $7-9$ ), such that for any $t \geq 0$, $\underline{u}(t) \varepsilon D(A)$, and $\underline{u}(0)=\underline{u}_{0} \cdot A 1$ so, since $\underline{0} \varepsilon(A)$ and $A(\underline{0})=0$, the null solution is asymptotically stable if $\beta>0$, and is stable if $\beta=0$. From this result, we have for any $u_{0}(x) \varepsilon H_{B}^{2 m}(\Omega)$ and $v_{o}(x) \varepsilon H_{B}^{m}(\Omega)$, there exists a unique generalized solution, $u(x, t)$, of (7-3), such that for any $t \geq 0$, $u(x, t) \varepsilon H_{B}^{2 m}(\Omega)$ and $u(x, 0)=u_{0}(x)$ and $\frac{\partial u(x, 0)}{\partial t}=v_{0}(x)$. Also, $u(x, t)$ satisfies the boundary conditions in a generalized sense (if $n=1$, in the classical sense). Finally, the null solution is asymptotically stable if $a>0$ (and is stable if $a m 0$ ) with respect to the $L^{2}-$ norm. qed

### 7.2. Stability of the Solution of a

 Nonilnear Initial-Boundary Value ProblemIn the previous section, sufficient conditions were given on the system $\left(A(x, D),\left\{B_{j}\right\}, \Omega\right)$ to guarantee the existence, uniqueness and stability of the solution to a linear initial-boundary value problem. In this section, we generalize the results of section 7.1 to the nonlinear case and sufficient conditions are given to ensure the stability of the solution of the nonlinear problem described below.

Let us consider the following initial-boundary value problem:

$$
\begin{align*}
& \frac{\partial^{2} u(x, t)}{\partial t^{2}}+a \frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=f\left(x, u, \frac{\partial u}{\partial t}\right) x \varepsilon \Omega, t \geq 0 \\
& B_{j}(x, D) u(x, t)=0 \\
& u(x, 0)=u_{0}(x), \quad \frac{\partial u(x, 0)}{\partial t}=v_{0}(x) \tag{7-16}
\end{align*}
$$

where $A(x, D)$ and $B_{j}(x, D)$ are defined as follows,

$$
\begin{align*}
& A(x, D)(\cdot)=\sum_{|\rho|,|\sigma|_{\leq m}(-1)}|\rho|_{D^{\rho}\left(a_{\rho \sigma}(x) D^{\sigma}(\cdot)\right)} \\
& B_{j}(x, D)=\sum_{|h| \leq m_{j}} b_{j h}(x) D^{h}
\end{align*}
$$

where the system $\left(A(x, D),\left\{B_{j}\right\}, \Omega\right)$ satisfies condition (7-4) and is defined on the real base Hilbert space $H \equiv H_{B}^{m}(\Omega) \times L^{2}(\Omega)$ and $f\left(x, u, \frac{\partial}{\partial t}\right)$ satisfies the following condition:
$f$ is defined on all of $H_{B}^{m}(\Omega) L^{2}(\Omega)$ into $L^{2}(\Omega)$, and there exists
a constant $k \geq 0$, such that for any $u_{1}, v_{1} \in H_{B}^{m}(\Omega)$, and for any $\mathrm{u}_{2}, \mathrm{v}_{2} \varepsilon \mathrm{~L}^{2}(\Omega)$
$\left\|f\left(x, u_{1}, u_{2}\right)-f\left(x, v_{1}, v_{2}\right)\right\|_{0} \leq k\left[\sum_{|\alpha| \leq m}\left\|D^{\alpha} u_{1}-D^{\alpha} v_{1}\right\|_{o}^{2}+\left\|u_{2}-v_{2}\right\|_{o}^{2}\right]^{1 / 2}$.
As in section 7.1, we define
$\underline{u}=\left[\begin{array}{l}u_{1} \\ u_{2}\end{array}\right]=\left[\begin{array}{l}u \\ \frac{\partial u}{\partial t}\end{array}\right] \varepsilon H \equiv H_{B}^{m}(\Omega) \times L^{2}(\Omega)$

$$
\underline{f}(\underline{u})=\left[\begin{array}{l}
0  \tag{7-18}\\
f\left(x, u_{1}, u_{2}\right)
\end{array}\right] \varepsilon H
$$

and $A$ is the abstract operator defined in (7-7) which leads to the abstract evolution equation

$$
\begin{align*}
\frac{d \underline{u}(t)}{d t}+\underline{A u}(t) & =\underline{f}(\underline{u}) \\
\underline{u}(0) & =\underline{u}_{0} . \tag{7-19}
\end{align*}
$$

Utilizing the results of section 7.1 we are ready for the main result of this section.

Theorem 7.2.1. Let us consider the initial-boundary value problem (7-16) such that the system ( $A(x, D),\left\{B_{j}\right\}, \Omega$ ) satisfies (7-4) and the nonlinear function $f$ satisfies (7-17). Then, for any $u_{0}(x) \varepsilon H_{B}^{2 m}(\Omega)$ and for any $v_{o}(x) \varepsilon H_{B}^{m}(\Omega)$, there exists a unique generalized solution, $u(x, t)$, of the equation (7-16), such that for any $t \geq 0, u(x, t) \varepsilon H_{B}^{2 m}(\Omega)$ with $u(x, 0)=u_{o}(x)$ and $\frac{\partial u(x, 0)}{\partial t}=v_{0}(x)$, and $u(x, t)$ satisfies the boundary conditions in a generalized sense (if $n=1$, in the classical sense). Furthermore, if $f(0)=0$, the null solution, is asymptotically stable if $\mathrm{k}<\left(\frac{\mathrm{k}_{2}}{2 \mathrm{k}}\right)_{\mathrm{o}}^{1 / 2}{ }_{\beta}$, and is stable if $\mathrm{k}=\left(\frac{\mathrm{k}_{2}}{2 \mathrm{k}}\right)_{0}^{1 / 2}{ }_{\beta}$, with respect to the $\mathrm{L}^{2}$ - norm, where $k_{0}, k_{2}$ are defined in (7-14) and $\beta$ is defined in (7-15),

Proof. We define the abstract operator $A$ in (7-7) and $\underline{f}$ in (7-18) with the corresponding abstract operator equation (7-19) defined on the real Hilbert space $H \equiv H_{B}^{m}(\Omega) x L L^{2}(\Omega)$. From Lemmas 7.1 .3 and 7.1 .6 we have that $A$ is a linear operator, with domain and range contained in $H$ such that $D(A)$ is dense in $H$, and $R(I-(-A)) H$, Also, $-A$, satisfies the inequality: there exists a constant $\beta \geq 0$, such that for any $u \in D(A)$

$$
(\underline{u},-A \underline{u})_{e} \leq-\beta| | \underline{u} \|_{e}^{2}
$$

where (.,.)e is the equivalent inner product on $H$, defined in lemma 7.1.5, and $\beta$ is the dissipativity constant defined in (7-15). Now, let us consider

$$
\underline{f}(\underline{u})=\left[\begin{array}{l}
0 \\
f\left(x, u_{1}, u_{2}\right)
\end{array}\right] .
$$

f is defined on all of $H \equiv H_{B}^{m}(\Omega) x L^{2}(\Omega)$ into $H_{B}^{m}(\Omega) \times L_{L}{ }^{2}(\Omega)$ and for any $\underline{u}, \underline{v}$ EH such that

$$
\underline{u}=\left[\begin{array}{c}
u_{1} \\
u_{2}
\end{array}\right] \underline{v}=\left[\begin{array}{c}
v_{1} \\
v_{2}
\end{array}\right] \varepsilon H^{\prime}
$$

since

$$
\underline{f}(\underline{u})-\underline{f}(\underline{v})=\left[\begin{array}{c}
0 \\
f\left(x, u_{1}, u_{2}\right)-f\left(x, v_{1}, v_{2}\right)
\end{array}\right]
$$

we have the following inequality, from (7-17)

$$
\begin{aligned}
& \|\underline{f}(\underline{u})-\underline{f}(\underline{v})\|_{e} \leq\left(2 k_{o}\right)^{1 / 2} \| \underline{f}(\underline{u})-\underline{f}(\underline{v})| |_{H} \\
& =\left(2 k_{o}\right)^{1 / 2}\left\|f\left(x, u_{1}, u_{2}\right)-f\left(x, v_{1}, v_{2}\right)\right\|_{0} \\
& \leq\left(2 k_{o}\right)^{1 / 2} k\left[\sum_{|\alpha| \leq m}| | D^{\alpha} u_{1}-D^{\alpha} v_{1}| |_{o}^{2}+\left|\left|u_{2}-v_{2}\right|\right|_{o}^{2}\right]^{1 /} \\
& =\left(2 k_{o}\right)^{1 / 2} k\left[| | u_{1}-v_{1}| |_{m}^{2}+\left|\left|u_{2}-v_{2}\right|\right|_{o}^{2}\right]^{1 / 2} \\
& =\left(2 k_{o}\right)^{1 / 2} \mathrm{k}| | \underline{u}-\underline{v}| |_{\mathrm{H}} \\
& \leq\left(\frac{2 \mathrm{k}_{\mathrm{o}}}{\mathrm{k}_{2}}\right)^{1 / 2} \mathrm{k}| | \underline{\mathrm{u}}-\underline{\mathrm{v}}| |_{\mathrm{e}} \text {. }
\end{aligned}
$$

Hence, the hypothesis of lemma 6.4 .1 is satisfied and applying the results, if we let

$$
\underline{u}_{0}=\left[\begin{array}{l}
u_{0}(x) \\
v_{0}(x)
\end{array}\right] \varepsilon D(A)=H_{B}^{2 m}(\Omega) \operatorname{xH}_{B}^{m}(\Omega)
$$

then, there exists a unique solution, $\underline{u}(t)$ of $(7-19)$ with $\underline{u}(0)=u_{0}$, and if $\underset{f}{f}(0)=0$ the null solution is asymptotically stable if $k<\left(\frac{k_{2}}{2 k}\right)_{0}^{1 / 2} \beta_{0}$, and is stable if $k=\left(\frac{k_{2}}{2 k_{0}}\right)^{1 / 2} \beta$, with respect to the Honorm, where $k_{0} k_{2}$ are defined in (7-14) and $\beta$ is defined in (7-15). From this result, we have that there exists a unique generalized solution, $u(x, t)$, of (7-16), such that, for any $t \geq 0, u(x, t) \varepsilon H_{B}^{2 m}(\Omega), \frac{\partial u(x, t)}{\partial t} \varepsilon H_{B}^{m}(\Omega)$, with $u(x, 0)=u_{0}(x)$ and $\frac{\partial u(x, 0)}{\partial t}=v_{0}(x)$. Also, $u(x, t)$ satisfies the boundary conditions in a generalized sense, if $n=1$ in the classical sense. Finally, if $f(0)=0$, the null solution is asymptotically stable if $k<\left(\frac{k_{2}}{2 k_{0}}\right)^{1 / 2} \beta$, and is stable if $k=\left(\frac{k_{2}}{2 k_{0}}\right)^{1 / 2} \beta$, with respect to the $L^{2}$-norm.

### 7.3. Applications to Partial Differential Equations

There is a large class of physical problems which fit into the theory developed in sections 7.1 and 7.2 , among these being the wave equation. In this section, we consider some applications which illustrate how the theory can be applied to solving specific problems. In section 7.31, we consider a Dirichlet problem and show that the result obtained by Pao and Vogt in [24] is just a special case of the results in 7.1 and 7.2 . In section 7.32 , we consider some specific examples which show how the theory can be applied to solving a large class of initial-boundary value problems.
7.31. Dirichlet Problem

In this example, we show that the Dirichlet problem worked out by Pao and Vogt in [24] is just a special case of theorems 7.1.1 and 7.2.1.

Pao considered the following initial-boundary value problem

$$
\begin{gather*}
\frac{\partial^{2} u(x, t)}{\partial t^{2}}+a \frac{\partial u(x, t)}{\partial t}-\sum_{i, j=1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i j}(x) \frac{\partial u(x, t)}{\partial x_{j}}\right)-c(x) u(x, t) \\
f\left(x, u, \frac{\partial u}{\partial x_{i}}, \sum_{\partial x_{j}}^{\partial u} \quad\{\varepsilon \Omega, t \geq 0\right. \\
u(x, t)=0 \quad x \varepsilon \partial \Omega, t \geq 0  \tag{7-20}\\
u(x, 0)=u_{0}(x), \frac{\partial u(x, 0)}{\partial t}=v_{0}(x)
\end{gather*}
$$

$$
A(x, D)(0)=-\sum_{i, j=1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i j}(x) \frac{\partial}{\partial x_{j}}(0)\right)-c(x)
$$

$$
B_{0}(D)=I \quad \text { (where } I \text { is the identity operator) }
$$

and the system ( $A(x, D), B_{0}, \Omega$ ) satisfies the following conditions,
(i) $a \geq 0, \Omega$ is a bounded domain in $R^{n}, n \geq 1$, such that $\partial \Omega$ is of class $C^{\infty}$, locally on one side of $\Omega$.
(ii) $a_{i j}(x) \equiv a_{j 1}(x) \varepsilon C^{\infty}(\bar{\Omega})\left(1 \leq i_{g} j \leq n\right), \quad c(x) \varepsilon C^{\infty}(\bar{\Omega})$ such that $\max _{x \in \Omega} c(x)<0$, and we let $c_{m}=\min _{x_{\varepsilon} \bar{\Omega}}(-c(x)), c_{M}=\max _{x \varepsilon}(-c(x))$.
(iii) $A(x, D)$ is strongly elliptic in $\bar{\Omega}$ of order $2 m=2$, that is, there exists a constant $\alpha>0$, such that for any $\xi=\left(\xi_{1} \ldots, \xi_{\mathrm{n}}\right) \varepsilon \mathrm{R}^{\mathrm{n}}$, and any $\mathrm{x} \varepsilon \bar{\Omega}$

$$
\sum_{i, j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j} \geq \alpha \sum_{i=1}^{n} \xi_{i}^{2}
$$

(Iv) $f$ is a nonlinear function defined on all of $H_{0}^{1}(\Omega) \times L^{2}(\Omega)$ into $L^{2}(\Omega)$, and there exists a constant $k_{1} \geq 0$, such that for any $u_{1}, v_{1} \varepsilon H_{0}^{1}(\Omega)$, and any $u_{2}, v_{2} \in L^{2}(\Omega)$

$$
\begin{aligned}
& \left\|f\left(x_{0} u_{1}, u_{2}\right)-f\left(x_{0}, v_{1}, v_{2}\right)\right\|_{0} \\
\leq & k_{1}\left[\left\|u_{1}-v_{1}\right\|_{0}^{2}+\sum_{i=1}^{n}\left\|\frac{\partial u_{1}}{\partial x_{1}}-\frac{\partial v_{1}}{\partial x_{i}}\right\|_{0}^{2}+\left\|u_{2}-v_{2}\right\|_{0}^{2}\right]^{1 / 2}
\end{aligned}
$$

We show that for any $u_{0}(x) \varepsilon H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$, and any $v_{0}(x) \varepsilon H_{0}^{2}(\Omega)$ there exista a unique generalized solution, $u(x, t)$, of (7m20) such that for every $t \geq 0, u(x, t) \in H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$, satisfying the boundary
conditions in the generalized sense (if n 1 , In the classical sense). with

$$
u(x, 0)=u_{0}(x) \frac{\partial u(x, 0)}{\partial t}=v_{0}(x)
$$

Also, if $f(0)$, the null solution is asymptotically stable if $k_{1}<\left(\frac{k_{2}}{2 k_{0}}\right)^{1 / 2} \beta$ and is stable if $k_{1}$ sin $\left(\frac{k_{2}}{2 k_{0}}\right)^{1 / 2} \beta$ with respect to the $L^{2}$ norm, where $k_{0}, k_{2}$ are the constants $i n(7,14)$, and $\beta=\frac{a \min \left(k_{2}, 1\right)}{2 k}$ where $k \min \left(\alpha, c_{m}\right)$.

We assert that the system $\left(A(x, D), B_{0}, \Omega\right)$ satisfies (7-4). It should be noted in this example that $H_{B}^{1}(\Omega)=H_{0}^{1}(\Omega)$ (see remark 3,46,1).

From the hypothesis, we have the smoothness condition on $\Omega$ and the strong ellipticity of $A\left(x_{8} D\right)$. It was shown in example 5.21 .1 that $\left\{B_{0}\right\}$ is a normal system and satisfies the strong complementary condie cion (if $n=1, B_{o}^{+}$and $B_{0}^{-}$are each linearly independent). The coefficients of $A\left(x_{0} D\right), B_{0}(D)$ are infinicely differentiable. A( $x, D$ ) is formally selfadjoint, in the sense that for any $u_{g} v \in C_{B}^{\infty}(\Omega)$

$$
(u, A(x, D) v)_{0} \quad(A(x, D) u, v)_{0}
$$

Indeed. from integration by parts and the boundary condition

$$
\begin{gathered}
\left(u_{g} A(x, D) v\right)_{0} \int_{\Omega} u(x)\left[\infty \sum_{i, j=1}^{n} \frac{\partial}{\partial x_{1}}\left(a_{i j}(x) \frac{\partial v(x)}{\partial x_{j}}\right) c(x) v(x)\right] d x \\
\int_{\Omega} L_{i_{j}, j}^{n} a_{1 j}(x) \frac{\partial u(x)}{\partial x_{1}} \frac{\partial v(x)}{\partial x_{j}} d x=\int_{\Omega} c(x) u(x) v(x) d x
\end{gathered}
$$

$$
\begin{aligned}
& ==\int_{\Omega_{i}}^{L_{i, j=1}^{n} v(x)} \frac{\partial}{\partial x_{j}}\left(a_{i j}(x) \frac{\partial u(x)}{\partial x_{i}}\right) d x-\int_{\Omega} c(x) v(x) u(x) d x \\
& =\int_{\Omega} v(x)\left[-\sum_{i, j=1}^{n} \frac{\partial}{\partial x_{j}}\left(a_{j i}(x) \frac{\partial u(x)}{\partial x_{i}}\right)-c(x) u(x)\right] d x \\
& =(v, A(x, D) u)_{0}{ }^{\circ}
\end{aligned}
$$

It is clear from the above equality, that for any $u_{9} v \in C_{B}^{\infty}(\Omega)$

$$
\begin{aligned}
\int_{\Omega} u(x)\left[-\sum_{i, j=1}^{n}\right. & \left.\frac{\partial}{\partial x_{i}}\left(a_{i j}(x) \frac{\partial v(x)}{\partial x_{j}}\right)-c(x) v(x)\right] d x \\
& =\int_{\Omega}\left[\sum_{i, j=1}^{n} a_{i j}(x) \frac{\partial u(x)}{\partial x_{i}} \frac{\partial v(x)}{\partial x_{j}}-c(x) u(x) v(x)\right] d x
\end{aligned}
$$

It remains to show that there exists a constant $k>0$, such that for any $u \in C_{B}^{\infty}(\Omega)$

$$
(u, A(x, D) u)_{0} \geq k\|u\|_{1}^{2}
$$

where $\|u\|_{1}^{2}$ is the norm on $H_{o}^{1}(\Omega)$. Indeed, from integration by parts the boundary conditions and the strong ellipticity of $A(x, D)$, we have for any $u \in C_{B}^{\infty}(\Omega)$,

$$
\begin{aligned}
& \left(u_{g} A\left(x_{8} D\right) u\right)_{0}-\int_{\Omega_{i}} \sum_{i, j=1}^{n} u(x) \frac{\partial}{\partial x_{i}}\left(a_{i j}(x) \frac{\partial u(x)}{\partial x_{j}}\right) d x-\int_{\Omega} c(x) u^{2}(x) d x \\
& =\int_{\Omega_{i}} \sum_{i_{g} j=1}^{n} a_{i j}(x) \frac{\partial u(x)}{\partial x_{1}} \frac{\partial u(x)_{d x}}{\partial x_{j}}+\int_{\Omega}[-c(x)] u^{2}(x) d x \\
& \geq \alpha \int_{\Omega_{1}} \sum_{1=1}^{n}\left(\frac{\partial u(x)}{\partial x_{1}}\right)^{2} d x+c_{m} \int_{\Omega^{u}}{ }^{2}(x) d x
\end{aligned}
$$

$$
\begin{aligned}
& \geq \min \left(\alpha, c_{m}\right)\left[\int_{\Omega_{i=1}} \sum_{i=1}^{n}\left(\frac{\partial u(x)}{\partial x_{i}}\right)^{2} d x+\int_{\Omega} u^{2}(x) d x\right] \\
& =\min \left(\alpha, c_{m}\right) \|\left. u\right|_{1} ^{2}
\end{aligned}
$$

Finally, we see that $f$ satisfies (7-17). Indeed, from the hypothesis, $f$ is defined on all of $H_{0}^{1}(\Omega) \times L^{2}(\Omega)$ into $L^{2}(\Omega)$ and there exists a constant $k_{1} \geq 0$, such that for any $u_{1}, v_{1} \in H_{0}^{1}(\Omega)$ and any $u_{2}, v_{2} \varepsilon L^{2}(\Omega)$

$$
\left\|f\left(x, u_{1}, u_{2}\right)-f\left(x, v_{1}, v_{2}\right)\right\|_{0}
$$

$$
\begin{aligned}
& \leq k_{1}\left[\left\|u_{1}-v_{1}\right\|_{0}^{2}+\sum_{i=1}^{n}\left\|\frac{\partial u_{1}}{\partial x_{i}}-\frac{\partial w_{1}}{\partial x_{i}}\right\|_{0}^{2}+\left\|u_{2}-v_{2}\right\|_{0}^{2}\right]^{1 / 2} \\
& =k_{1}\left[\sum_{|\alpha| \leq 1} \| D^{\left.\alpha u_{1}-D^{\alpha} v_{1}\left\|_{0}^{2}+\right\| u_{2}-v_{2} \|_{0}^{2}\right]^{1 / 2}}\right.
\end{aligned}
$$

Therefore, we have verified the hypothesis of theorem 7.2.1 (if $f\left(x, u, \frac{\partial u}{\partial x_{1}}, \frac{\partial u}{\partial t}\right) \equiv 0$, we can use theorem $7,1.1$ ) and the results apply, This gives us our desired conclusion and shows that the result in [24] is a special case of theorem 7.1.1 and 7.2.1.
7.32. Specific Examples

In this section, we give specific examples which show how cerm tain stability problems fit into the theory developed in sections 7.1 and 7.2.

Example 7,32.1. Consider the following nonlinear initialmboundex ary value problan tated in Lions and Magenes [18]

$$
\begin{array}{ll}
\frac{\partial^{2} u(x, t)}{\partial t^{2}}-\Delta u(x, t)+b u=f\left(u, \frac{\partial u}{\partial t}\right) & x \varepsilon \Omega, t \geq 0 \\
\frac{\partial u(x, t)}{\partial n}=0 & x \varepsilon \partial \Omega t \geq 0 \\
u(x, 0)=u_{0}(x), \frac{\partial u(x, 0)}{\partial t}=v_{0}(x)
\end{array}
$$

where $A(D), B_{0}(D), \Omega$ and the function spaces $C_{B}^{\infty}(\Omega), H_{B}^{2}(\Omega)$, and $H_{B}^{1}(\Omega)$ are defined follows:

$$
A(D)=-\Delta+b=-\sum_{i=1}^{n}\left(\frac{\partial}{\partial x_{i}}\right)^{2}+b
$$

where the order of $A(D)$ is $2 \mathrm{~m}=2$, and $\mathrm{b}>0$,

$$
B_{0}(D)=\frac{\partial}{\partial n} \text {. }
$$

$\Omega$ is a bounded domain in $R^{n}, n \geq 2$, such that the boundary, $2 \Omega$, is of class $C^{\infty}$, locally on one side of $\Omega$

$$
\begin{aligned}
C_{B}^{\infty}(\Omega) & =\left\{u \varepsilon C^{\infty}(\bar{\Omega}) \left\lvert\, \frac{\partial u}{\partial n}=0\right. \text { on } \partial \Omega\right\} \\
H_{B}^{2}(\Omega) & =\text { completion of } C_{B}^{\infty}(\Omega) \text { with respect to the } H^{2} \text { norm } \\
& =\left\{u \varepsilon B^{2}(\Omega) \mid<B_{O}^{u>} 1 / 2=0\right\} \\
H_{B}^{1}(\Omega) & =\text { completion of } C_{B}^{\infty}(\Omega) \text { with respect to the } H^{1} \text { morm }
\end{aligned}
$$

$f$ is, in general, a nonlinear function which maps all of $H_{0}^{1}(\Omega) \times L^{2}(\Omega)$ into $L^{2}(\Omega)$, and there exists a constant $k_{1} \geq 0$ such that for any $u_{1 s} v_{1} \in H_{o}^{1}(\Omega)$ and $u_{2}, v_{2} \varepsilon L^{2}(\Omega)$

$$
\left|\left|f\left(u_{1}, u_{2}\right)=f\left(v_{1} v_{2}\right)\right|\right|_{0}^{\leq k_{1}}\left[| | u_{1}=v_{1}\left\|_{0}^{2}+\sum_{i m 1}^{n}\left|\frac{\partial u_{1}}{\partial x_{i}} \frac{\partial v_{1}}{\partial x_{1}}\right|_{0}^{2}+| | u_{2}=v_{2}\right\|_{0}^{2}{ }_{0}^{1 / 2}\right.
$$

We assert that problem (7*21) verifies the hypothesis of theorem 7.2 .1 from which we have the following result: for any $u_{0}(x) \varepsilon H_{B}^{2}(\Omega)$ and any $v_{0}(x) \varepsilon H_{0}^{1}(\Omega)$ there exists a unique generalized solution, $u(x, t)$ of ( $7=20$ ), such that for every $t \geq 0, u(x, t) \varepsilon H_{B}^{2}(\Omega)$, with $u(x, 0)=u_{0}(x)$ and $\frac{\partial u(x, 0)}{\partial t} v_{0}(x)$. Also $u(x, t)$ satisfies the boundary conditions in a generalized sense and if $f(0) * 0$ the null solution is asymptotically atable if $k<\left(\frac{k_{2}}{2 k_{0}}\right)^{1 / 2} \beta_{\text {, and if }}$ $k=\left(\frac{k_{2}}{2 k_{0}}\right)^{1 / 2}$ is stable with respect to the $L^{2}$ morm, where $k_{0} k_{2}$ are the constants in $(7-14)$ and $\beta=\min [1, b] C_{0}$ where $C_{0}$ is the constant in the inequality $\|u\|_{0} \leq c_{0}\|u\|_{1}^{2}$

First, we must show that the systen ( $A(D){ }_{9} B_{0} \Omega$ ) satisfies (7an4), where we let $H \equiv H_{B}^{1}(\Omega) \times L^{2}(\Omega)$.

The moothnesa of $\partial \Omega$ is seen from the hypothesis. The fact that $A(D)$ is strongly elliptic in $\bar{\Omega}$ is proved in example 6.52 .1. $\left\{B_{0}\right\}$ is a normal system since the order $1 s m_{o}=1$ and is of the form (5-8) and satisfies the equivalent definition $5,21.3$. Since $B_{0} \frac{\partial}{\partial n}$ we see as in example $6,52,1_{\text {, }}$ that $\left\{B_{0}\right\}$ atigiies the atrong complemena tary condition. Also $\left\{B_{0}\right\}$ is independent of time.

We must now show that $A\left(X_{,} D\right)$ is formally selfordjoint, that is, for any $u_{s} v \in C_{B}^{\infty}(\Omega)$

$$
\left(u_{v} A(D) v\right)_{0}=\left(A(D) u_{v} v\right)_{0}
$$

This follows from Green formulas as found in Mikhinn [21], and using the boundary conditions leting $u_{q} v \in C_{B}^{*}(\Omega)$

$$
\begin{aligned}
\left(u_{g} A(D) v\right)_{o} & =\int_{\Omega} u(x)[-\Delta v(x)+b v(x)] d x \\
& =-\int_{\Omega} u(x) \Delta v(x) d x+b \int_{\Omega} u(x) v(x) d x \\
& =\int_{\Omega_{\Omega}} L_{i=1}^{n}\left(\frac{\partial u(x)}{\partial x_{i}}\right)\left(\frac{\partial v(x)}{\partial x_{i}}\right) d x-\int_{\partial \Omega} u(x) \frac{\partial v(x)}{\partial n} d(\partial \Omega) \\
& +b \int_{\Omega} u(x) v(x) d x \\
& =-\int_{\Omega} v(x) \Delta u(x) d x+\int_{\partial \Omega} v(x) \frac{\partial u(x)_{d}}{\partial n} d(\partial \Omega)+b \int_{\Omega} u(x) v(x) d x \\
& =\int_{\Omega} v(x)[-\Delta u(x)+b u(x)] d x \\
& =(v, A(D) u)_{0}
\end{aligned}
$$

Also, from the above equality, we have for any $u, v \in C_{B}^{\infty}(\Omega)$

$$
\begin{aligned}
& \int_{\Omega^{u}} u(x)[-\Delta v(x)+b v(x)] d x=\int_{\Omega}\left[\sum_{1=1}^{n}\left(\frac{\partial u(x)}{\partial x_{1}}\right)\left(\frac{\partial v(x)}{\partial x_{1}}\right)+b u(x) v(x)\right] d x . \\
& \text { Let } u \varepsilon C_{B}^{\infty}(\Omega), \text { we have }
\end{aligned}
$$

$$
\left(u_{0} A(D) u\right)_{0} \geq k| | u \|_{1}^{2}
$$

where $k=m i n[1, b]$. Indeed, from Green's formula and the boundary conditions

$$
\begin{aligned}
\left(u, A(D)_{u}\right)_{0} & =-\int_{\Omega} u(x) \Delta u(x) d x+b \int_{\Omega} u^{2}(x) d x \\
& =\int_{\Omega} \sum_{i=1}^{n}\left(\frac{\partial u(x)}{\partial x_{i}}\right)^{2} d x \quad o \int_{\partial \Omega} u(x) \frac{\partial u(x)}{\partial n} d(\partial \Omega)
\end{aligned}
$$

$$
\begin{aligned}
& +b \int_{\Omega} u^{2} d x \\
& =\iint_{\Omega} \sum_{i=1}^{n}\left(\frac{\partial u(x)}{\partial x_{i}}\right)^{2} d x+b \int_{\Omega} u^{2}(x) d x \\
& \geq \min [1, b]\left[\int_{\Omega} \sum_{i=1}^{n}\left(\frac{\partial u(x)}{\partial x_{i}}\right)^{2} d x+\int_{\Omega} u^{2}(x) d x\right\} \\
& =k\|u\|_{1}^{2}, \quad k=\min [1, b]>0
\end{aligned}
$$

The nonlinear function, $f$ satisfies (7-17) as was proved in section 7.31 , and the hypothesis of theorem 7.11 has been verified. Now, applying those results, we obtain the desired conclusion. The same results can be verified readily for the case $n=1$.

Example 7.32.2. We will now solve the problem considered by Movchan in a paper [22], where he considered the stability of elastic systems. We will rigorously show this problem fits into our theory. The system satisfies the following equation

$$
\frac{\partial^{2} u(x, t)}{\partial t^{2}}+\left(\frac{\partial}{\partial x}\right)^{4} u(x, t)-b\left(\frac{\partial}{\partial x}\right)^{2} u(x, t)=0 \quad x \in[0,1], t \geq 0
$$

with the boundary conditions

$$
\begin{equation*}
u(0, t)=\left(\frac{\partial}{\partial x}\right)^{2} u(0, t)=0, u(1, t)=\left(\frac{\partial}{\partial x}\right)^{2} u(1, t)=0 \quad t \geq 0 \tag{7-22}
\end{equation*}
$$

where $b>0$, and we define the operators $A\left(\frac{\partial}{\partial x}\right), B_{0}^{+}\left(\frac{\partial}{\partial x}\right)$, $B_{1}^{+}\left(\frac{\partial}{\partial x}\right), B_{0}^{\infty}\left(\frac{\partial}{\partial x}\right), B_{1}^{\infty}\left(\frac{\partial}{\partial x}\right)$ and the function apaces, $H_{B}^{4}[0,1]$, and $n_{B}^{2}[0,2]$ 。

$$
A\left(\frac{\partial}{\partial x}\right)=\left(\frac{\partial}{\partial x}\right)^{4}=a\left(\frac{\partial}{\partial x}\right)^{2}
$$

where the order of $A\left(\frac{\partial}{\partial x}\right)$ is $4 \%$ and $m$ as

$$
\begin{aligned}
& B_{0}^{+}\left(\frac{\partial}{\partial x}\right) u(1, t) u(1, t), \quad B_{1}^{+}\left(\frac{\partial}{\partial x}\right) u(1, t)=\left(\frac{\partial}{\partial x}\right)^{2} u(1, t) \\
& B_{0}\left(\frac{\partial}{\partial x}\right) u(0, t) u(0, t), \quad B_{1}^{+}\left(\frac{\partial}{\partial x}\right) u(0, t)=\left(\frac{\partial}{\partial x}\right)^{2} u(0, t) \\
& H_{B}^{2}[0,1]=\text { completion of } C_{B}^{m}[0,1] \text { with respect to the } H^{2}=\text { norm } \\
& H_{B}^{4}[0,1]=\left\{u \& H^{4}[0,1] \left\lvert\, u(1)=\left(\frac{d}{d x}\right)^{2} u(1)=u(0)=\left(\frac{d}{d x}\right)^{2} u(0)=0\right.\right\}
\end{aligned}
$$

and we let the base space be $H \equiv H_{B}^{2}[0,1] \times L^{2}[0,1]$,
We will show that problem (7-22) satisfies the hypothesis of theorem $7,1,1$, which gives us the result that for any $u_{0}(x) \varepsilon H_{B}^{4}[0,1]$ g and $v_{0}(X) \varepsilon H_{B}^{2}[0,1]$, there exists a unique generalized solution, $u(x, t)$, of ( $7 \infty 22$ ), guch that for every $\left.t \geq 0, u(x, t) \varepsilon H_{B}^{4}, 0,1\right]_{\%}$ with $u(x, 0)=u_{0}(x)$ and $\frac{\partial u(x, 0)}{\partial t}=v_{0}(x)$. Also, $u(x, t)$ satisfies the boundary conditions in the classical sense and the null solution is stable with respect to the $\mathrm{L}^{2}$ norm.

We must prove that the system ( $A\left(\frac{\partial}{\partial x}\right),\left[B_{j}^{+} B_{j}^{m}\right\}$ ) satisfies (7-4). $A(D)$ is obviously strongly elliptic and the boundary operators $\left\{B_{0}^{+} B_{1}^{+}\right\}$ are linearly independent since the orders are distinct. The ame appliea to the syatem $\left\{\mathrm{B}_{0}^{\infty} \mathrm{B}_{1}^{m}\right\}$.

A( $\frac{\partial}{\partial x}$ ) 18 formally self-adjoint, Indeed, letting $u, v \varepsilon H_{B}^{4}[0,1]$, we have from integration by parts and the boundary conditions

$$
\begin{aligned}
\left(u, A\left(\frac{\partial}{\partial x}\right) v\right)_{0} & =\int_{0}^{1} u(x)\left[\left(\frac{d}{d x}\right)^{4} v(x)-b\left(\frac{d}{d x}\right)^{2} v(x)\right] d x \\
& =\int_{0}^{1}\left(\frac{d}{d x}\right)^{2} u(x)\left(\frac{d}{d x}\right)^{2} v(x) d x
\end{aligned}
$$

$$
\begin{aligned}
& +\left.\left[u(x)\left(\frac{d}{d x}\right)^{3} v(x)-\frac{d u(x)}{d x}\left(\frac{d}{d x}\right) v(x)\right]\right|_{0} ^{1} \\
& +b \int_{0}^{1}\left(\frac{d u(x)}{d x}\right)\left(\frac{d v(x)}{d x}\right) d x-\left.a u(x)\left(\frac{d u(x)}{d x}\right)\right|_{0} ^{1} \\
& =\int_{0}^{1}\left(\frac{d}{d x}\right)^{4} u(x) \cdot v(x) d x-b \int_{0}^{1}\left(\frac{d}{d x}\right)^{2} u(x) v(x) d x \\
& =\int_{0}^{1}\left[\left(\frac{d}{d x}\right)^{4} u(x)-b\left(\frac{d}{d x}\right)^{2} u(x)\right] v(x) d x \\
& =\left(A\left(\frac{\partial}{\partial x}\right) u, v\right)_{0}
\end{aligned}
$$

From the above equality, we have for any $u, v \in H_{B}^{4}[0,1]$

$$
\int_{0}^{1} u(x)\left[\left(\frac{d}{d x}\right)^{4} v(x)-\left(\frac{d}{d x}\right)^{2} v(x)\right] d x=\int_{0}^{1}\left[\left(\frac{d}{d x}\right)^{2} u(x)\left(\frac{d}{d x}\right)^{2} v(x)+b \frac{d u(x)}{d x} \frac{d v(x)}{d x}\right] d x
$$

Finally, for any $u \in H_{B}^{4}[0,1]$

$$
\left(u, A\left(\frac{\partial}{\partial x}\right) u\right)_{0} \geq k_{1}\|u\|_{2}^{2} \quad \text { for some } k_{1}>0
$$

Indeed, from integration by parts, the boundary conditions, and the well known inequality since $u(0)=u(1)=0$

$$
\int_{0}^{1}\left(\frac{d u(x)}{d x}\right)^{2} d x \geq \pi^{2} \int_{0}^{1} u^{2}(x) d x
$$

we have

$$
\begin{aligned}
\left(u, A\left(\frac{\partial}{\partial x}\right) u\right)_{0} & =\int_{0}^{1} u(x)\left[\left(\frac{d}{d x}\right)^{4} u(x)=b\left(\frac{d}{d x}\right)^{2} u(x)\right] d x \\
& =\int_{0}^{1}\left[\left(\frac{d}{d x}\right)^{2} u(x)\right]^{2} d x+b \int_{0}^{1}\left(\frac{d u(x)}{d x}\right)^{2} d x \\
& \geq \int_{0}^{1}\left[\left(\frac{d}{d x}\right)^{2} u(x)\right]^{2} d x+\frac{b}{2} \int_{0}^{1}\left(\frac{d u(x)}{d x}\right)^{2} d x+\frac{\pi^{2} b}{2} \int_{0}^{1} u^{2}(x) d x \\
& \geq \min \left[1, \frac{b}{2} \frac{\pi^{2} b}{2}\right] \int_{0}^{1}\left[\left[\left(\frac{d}{d x}\right)^{2} u(x)\right]^{2}+\left(\frac{d u(x)}{d x}\right)^{2}+u^{2}(x)\right\} d x \\
& =k\|u\|_{2}^{2} .
\end{aligned}
$$

Hence, we have shown that the system ( $A\left(\frac{\partial}{\partial x}\right),\left\{B_{j}^{+}, B_{j}^{\infty}\right\}$ ) satisfies the hypothesis of theorem 7.1 .1 and we obtain the desired result, since $a=0$ 。
8.0. CONCLUSIONS

### 8.1. The Objective of the Research

The objective of the dissertation is to establish some criteria for the existence and uniqueness as well as the stability of the solution to linear and nonlinear partial differential equations with general boundary conditions. The following initial-boundary value problems are considered

$$
\begin{align*}
& \frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=f(u)  \tag{8-1}\\
& \frac{\partial^{2} u(x, t)}{\partial t^{2}}+a \frac{\partial u(x, t)}{\partial t}+A(x, D) u(x, t)=f(u) \tag{8-2}
\end{align*}
$$

with general boundary conditions

$$
B_{j}(x, D) u(x, t)=0 \quad(0 \leq j \leq m-1)
$$

and initial condition

$$
u(x, 0)=u_{o}(x) .
$$

With the correct definition of the base Hilbert space, $H$, equations ( $8-1$ ) and (8-2) with the boundary conditions and initial condition are reduced to the abstract operator equation

$$
\begin{align*}
\frac{d u(t)}{d t}+A u(t) & =f(u)  \tag{8-3}\\
u(0) & =u_{o}
\end{align*}
$$

where $A$ is the abstract, linear, unbounded operator extension of $A(x, D)$ defined on part of the real Hilbert space $H$, and $f$ is a nonlinear function on all of $H$ into itself. Pao in [23] developed a stability theory for the abstract equation ( $8-3$ ), In which sufficient condtions were given to ensure the existence, uniqueness and stability or asymptotic stability of the solution of (8-3). Stability criteria is then established for the problems
(8-1) and (8-2) from the results obtained for the abstract equation (8-3).
First, the initial-boundary value problem (8-1) is considered, for the linear case, $f(u) \equiv 0$. By defining the base Hilbert space as $H \equiv L^{2}(\Omega)$, and defining the appropriate abstract operator, the abstract operational equation (8-3) is formed and utilizing the results of Pao [23], a stability criteria for the system $\left(A(x, D),\left\{B_{j}\right\}, \Omega\right)$ is estab1ished. The nonlinear case, $f(u) \neq 0$, is considered, and by placing additional restrictions on the function $f$, criteria for the existence, uniqueness and stability of a solution are obtained. Since the boundary conditions for the cases $\mathrm{n} \geq 2$ and $\mathrm{n}=1$ differ, these cases are treated separately.

Next, the partial differential equation (8-2) with general boundary conditions is considered. For the linear case, $f(u) \equiv 0$, by defining the base Hilbert space as $H \equiv H_{B}^{m}(\Omega) x L L^{2}(\Omega)$ and the correct abstract operator, A, as a $2 \times 2$ matrix with operator elements, the abstract operator equation (8-3) is formed, and by defining an equivalent inner product on H , stability criteria is established for the abstract equation (8-3), and from these results, sufficient conditions are placed on the system ( $A(x, D)$, $\left.\left\{B_{j}\right\}, \Omega\right)$ which guarantees the existence and stability of the solution to (8-2). Placing additional assumptions on the nonlinear function $f \neq 0$, guarantees a stability criteria for the nonlinear problem (8-2).

Applications are given which show how the theory can be applied to many physical and engineering problems. In particular, it is shown that the Dirichlet problem is just a special case of the general theory, and how we have generalized the theory to include a much larger class of problems. In the following section, a brief description of the main results of this research are given.

### 8.2. The Main Results

The initial-boundary value problem (8-1) with general boundary conditions are investigated in Chapter 6.0. The linear case, $f(u) \equiv 0$, is considered first. By constructing the abstract operational differential equation (8-3), the operator extension, $A$, of $A(x, D)$ is shown in lemmas 6.2 .3 and 6.2 .4 to be the smallest closed linear extension of $A(x, D)$ defined on $C_{B}^{\infty}(\Omega)$. Sufficient conditions are given in theorem 6.2.1, to ensure the existence, uniqueness, stability or asymptotic stability of the solution to the linear problem. The one-dimensional case, $\mathrm{n}=1$, is considered separately and stability criteria is established in theorem 6.3.1. With additional assumptions on the nonlinear function, $f(u) \neq 0$, the nonlinear stability problem is then solved for the case $n \geq 2$, in theorem 6.41.2. For the case $n=1$, the results are found in theorem 6.42.1. In theorem 6.51.1, it is shown that the Dirichlet problem worked out by Buis in [7] is a special case of theorems 6.2.1 and 6.3.1. Specific applications are worked out in examples 6.52.1 and 6.52.2.

The initial-boundary value problem (8-2) with general boundary conditions are investigated in Chapter 7.0. The linear case is first studied. With an inner product $(., .)_{e}$ on H , defined in lemma 7.1.5, which is proved in this lemma to be equivalent to the original inner product defined on $H$, conditions for existence, uniqueness, stability and asymptotic stability are established in theorem 7.1.1. By imposing addicional restrictions on the nonlinear function, $f(u) \neq 0$, the nonlinear problem is solved in theorem 7.2.1. In example 7.31.1, it is shown that a Dirichlet problem worked out by Pao and Vogt in [24] is just a special case of theorem 7.2.1. Specific Applications are worked out in examples 7.32.1 and 7.32.2.

### 8.3. Some Suggested Further Research

In this work, we have studied the initial-boundary value problems (8-1) and (8-2) with homogeneous boundary conditions. Lions-Magenes in [18] solved the existence and uniqueness problem for the nonhomogeneous elliptic equation

$$
\begin{array}{ll}
A(x, D) u=f(u) & \text { on } \Omega \\
B_{j}(x, D) u=g_{j} & \text { on } \partial \Omega \quad(0 \leq j \leq-1) .
\end{array}
$$

The methods used here and the work done in [18] suggest an approach to establishing a stability criteria for the nonhomogeneous initial-boundary value problem, which include the homogeneous problem as a special case.

The stability problems (8-1) and (8-2) hawe been solved in a Hilbert space context. Pao in [23] established a stability criteria for the operational differential equation (8-3), in a Banach space using semi-scalar products, suggesting this work can be done in a Banach space setting.

Stability is a norm property, and stability criteria is established with respect to the $L^{2}-$ norm. From the Sobolev Imbedding theorem which states that if $\Omega$ is smooth enough and $m$ is a large enough integer, $H^{m}(\Omega) C C^{\circ}(\bar{\Omega})$, and if $u \varepsilon H^{m}(\Omega) C C^{\circ}(\Omega)$, then pointwise stability can be considered. This suggests that possibility of defining a different base Hilbert space, say $H^{\mathrm{m}}(\Omega)$, and establishing a stability criteria with respect to the $H^{m}$-norm.

In this Appendix we will prove that the following two definitions are equivalent:

$$
\begin{aligned}
& \mathrm{H}_{\mathrm{B}}^{2 \mathrm{~m}}(\Omega)=\text { completion of } \mathrm{C}_{\mathrm{B}}^{\infty}(\Omega) \text { in the } \mathrm{H}^{2 \mathrm{~m}}-\text { norm } \\
& \mathrm{H}_{\mathrm{B}}^{2 \mathrm{~m}}(\Omega)=\text { completion of } \mathrm{C}_{\mathrm{B}}^{2 \mathrm{~m}}(\Omega) \text { in the } \mathrm{H}^{2 \mathrm{~m}} \text {-norm. }
\end{aligned}
$$

The proof uses the following facts found in Schechter [44], and properties of $\left\{A(x, D), B_{j}(x, D), \Omega\right\}$ satisfying (5-9), Letting

$$
\begin{aligned}
& R=\left\{f \varepsilon L^{2}(\Omega) \mid \text { there exists a } u \varepsilon H^{2 m}(\Omega) \text {, such that } A u=f,\right. \text { and } \\
& \left.B_{j} u=0 \text { on } \partial \Omega(0 \leq j \leq m-1)\right\} \\
& N=\left\{u \varepsilon H^{2 m}(\Omega) \mid A u=0, B_{j} u=0 \text { on } \partial \Omega(0 \leq j \leq m-1)\right\}
\end{aligned}
$$

From the definition of $R^{\perp}=\left\{g \varepsilon L^{2}(\Omega) \mid(g, f)_{0}=0\right.$, for all $\left.f \varepsilon R\right\}$, and similarly $N^{\perp}$ we have from Schechter [24] the following facts:
(i) $\operatorname{NCC}{ }^{\infty}(\bar{\Omega})$
(i1) $R \subset C^{\infty}(\bar{\Omega})$
(iii) There exists a $k_{1}>0$, such that for every $u \in \mathbb{N}^{\perp}$,

$$
\|u\|_{2 m} \leq K_{1}\left[\|A u\|_{0}+\sum_{j=0}^{m-1}\left\langle B_{j} u>2 m-m_{j}-\frac{1}{2}\right]\right.
$$

(iv) there exists $K_{2}>0$, such that for every $u \varepsilon \mathrm{H}^{2 \mathrm{~m}}(\Omega)$

$$
\|A u\|_{0} \leq K_{2}\|u\|_{2 m}
$$

Let $u \varepsilon C_{B}^{2 m}(\Omega)$, and $\varepsilon>0$ be given. We will show by construction there exists a $z \varepsilon C_{B}^{\infty}(\Omega)$ such that $\|z-u\|_{2 m}<\varepsilon$. From the General Projection theorem in [24], since $N$ is a closed subspace we can let
$u=u^{2}+u^{\prime \prime}$, where $u^{\prime} \varepsilon N^{b}$ and $u^{\prime \prime} \varepsilon N$.

There exists a $v \in C^{\infty}(\bar{\Omega})$, such that $\left\|u^{i}-\mathrm{v}\right\|_{2 \mathrm{~m}}<\varepsilon$. Also, from the General

Projection theorem in [24], since $R$ is a closed subspace in $L^{2}(\Omega)$, we have

$$
A v=f+g, \quad \text { where } f \varepsilon R \text { and } g \varepsilon R^{\perp}
$$

We can see since $v, g \varepsilon C^{\infty}(\bar{\Omega})$, that $f \varepsilon C^{\infty}(\bar{\Omega})$. By definition of $R$, and from remark 2.1, theorem 2.1 in [24], we can see there exists a wec ${ }^{\infty}(\bar{\Omega}) \cap N$ such that

$$
A w=f, \quad B_{j} w=0 \quad \text { on } \partial \Omega \text { 。 }
$$

We can now see since $\mathrm{Au}^{\prime \prime}=0$, and $u_{\varepsilon} \mathrm{C}_{\mathrm{B}}^{2 \mathrm{~m}}(\Omega)$

$$
\begin{aligned}
& A\left(w-u^{\prime}\right)=A w-A\left(u-u^{\prime \prime}\right)=f-A u \\
& B_{j}\left(w-u^{\prime}\right)=B_{j} w-B_{j}\left(u-u^{\prime \prime}\right)=0 \text { on } \partial \Omega .
\end{aligned}
$$

I now assert that

$$
\left\|w-u^{\prime}\right\|_{2 m} \leq \varepsilon K_{1} K_{2}
$$

To prove this we note that since $f \varepsilon R, A u^{\prime}=A u \varepsilon R, f-A u^{\prime} \varepsilon R$ and $g \varepsilon R^{\perp}$, from Yosida [35], $\left(f-A u{ }^{\text { }}\right)+g € R+R^{\perp}$ imply

$$
\left\|f-A u^{\prime}+g\right\|_{0}^{2}=\left\|f-A u^{\prime}\right\|_{0}^{2}+\|g\|_{0}^{2}
$$

thus, from facts (iii) and (iv),

$$
\begin{aligned}
\left\|w-u^{\prime}\right\|_{2 m} & \leq K_{1}\left\|A\left(w-u^{i}\right)\right\|_{0}=K_{1}\|f-A u\|_{0}=K_{1}\left\|f-A u^{\prime}\right\|_{0} \\
& \left.\leq K_{1}\left\|f-A u^{i}\right\|_{0}^{2}+\|g\|_{0}^{2}\right]^{1 / 2} \\
& =K_{1}\left\|f+g-A u^{v}\right\|_{0} \\
& =K_{1}\left\|A v-A u^{i}\right\|_{0} \\
& \leq K_{1} K_{2}\left\|v-u^{i}\right\|_{2 m} \\
& <\varepsilon K_{1} K_{2}
\end{aligned}
$$

Now if we define $z=w+u^{\prime \prime}$, we see that since $w \varepsilon C^{c}(\bar{\Omega}) \cap N$ and $B_{j} w=0$ on $\partial \Omega$, and $u^{\prime \prime} \varepsilon N$, that $z \varepsilon C_{B}^{\infty}(\bar{\Omega})$. Finally

$$
\left|\left|z-u\left\|_{2 m}| | w+u^{\prime \prime}-u\right\|_{2 m}\left\|w-u^{\prime}\right\|_{2 m}<\varepsilon K_{1} K_{2} . \quad\right.\right. \text { qed }
$$
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Possibilities For Future Research
Future research should concentrate on extending the class of nonlinearities which can be handled within this framework and to broaden the class of Lyapunov functionals considered. Also, specific applications should be considered, and in connection with this, certain computing techniques should be implemented.
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