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SUMMARY

Further work has been carried out on correlation length and time
studies of the plasma turbulence spectrum in the highly ionized argon
arc. New probe diagnostics have been developed to allow improved measure-
ments of radial;azimuthal,and axial parameters. The relation between wave
growth in different frequency regions of the spectrum and the sense of
energy cascade has been studied both experimentally and theoretically.
Preliminary results show differences from those of other workers. The
technique used can also be applied to determine whether classical or anoma-
lous diffusion across the magnetic field is dominant. An optical diagnostic
method has been developed for remote sensing of coherent instabilities and
a feedback scheme has been succegsfully applied to stabilize the plasma
against the development of these coherent instabilities. A theorebical
analysis shows promise in explaining the underlying mechanisms respongible
for wave growth in different radial regions of the inhomogeneous plasma.



INTRODUCTION

This report is concerned with the new results which have been obtained
since the last semi-annual status report in October, and results presented
at the November meeting of the American Physical Society are not included.
This paper was: "Correlation Measurements of Plasma Turbulence Spectra',
G. Huchital, J. H. Noon and W, C. Jennings, Bull. Amer. Phys. Soc. 15, 1428

(1970).

The main emphasis in the present study is on the complex interplay and
energy exchange between turbulent portions of the observed spectrum and
coherent oscillations in the plasma. This is also related to plasma losses
across the magnetic field. Although we have the capability of making experi-
mental measurements over a limited range of wave numbers and frequencies,
it is clear that in an inhomogeneous plasma in a magnetic field, significant
differences can be anticipated in various regions of the plasma.

In addition we have developed new diagnostic techniques and a feedback
stabilization scheme. This allows the possibility of controlling turbulence
and instability levels without the necessity for altering plasma parameters
by external controls such as gas flow rate, magnetic field, etc. A variety
of experiments are planned to take advantage of this facility.

A1l of the work carried out has relevance both to problems of thrustors
for manned space flight and to energy generation by plasma means. The tech-
niques used have general applicability.



I. Determination of Diffusion Coefficient by the Diffusion Wave Technique

In the hollow cathode discharge, if charged-particle density perturba-
tions are excited in one region of the plasma by an external source generating
a sinusoidal electric field, density waves will diffuse from the point of
excitation. These waves are called diffusion waves. By monitoring the
amplitude of the density fluctuations and the phase, both the type of diffu-
sion in a magnetic field and the magnitude of the diffusion coefficient can
be determined.

This technique was named and first employed gy Golubev 3 His plasmas
had a relatively low charged particle density (10° - 10t /cm ) and were
dominated by charged particle-neutral atom collisions at pressures of 0.03 -
1.0 Torr. Golubev's experimental measurements agreed with collisional
ambipolar diffusion theory for magnetic fields up to 1500 oersteds. Flannery
and Brown~ used this diffusion wave technique to estimate diffusion rates
across the magnetic field in a dense, highly ionized argon plasma where charged
particle collisions must be taken into account. They used a hollow cathode
discharge similar to the device at Rensselaer. The diffusion waves were
excited by superimposing an alternating component on the discharge current.
This caused the density perturbation to be applied to the arc core plasma

and gave rise to diffusion radially outward from the core. Flannery and
Brown's results, (taken over a very small magnetic field range (500 - 550G)
appear to indicate that collisional diffusion is the dominant process. They
were unable to go beyond this range of magnetic field because the noise

level in the plasma increased to the point where measurements of density
amplitudes and phases of the diffusion wave were impossible. No mention was
made in their report of whether or not coherent oscillationswere present,

nor was the diffusion coefficient monitored with changes in the level of

noise or turbulence.

In the Rensselaer arc we are able to carry out measurements over an
increased range of magnetic field (200 - 2200 gauss), by making use of a
PAR HR8 1ock—1n amplifier. 1In thls way it is possible to study both colli-
sional (B-2), and turbulent (B™1) diffusion with and without the presence
of large coherent instabilities, while also monitoring the effect of the
level of turbulence on the diffusion. We can also exbend measurements over
a much larger range of magnetic fields, where anomalous plasma transport is
more likely to be important.

A, Diffusion Wave Theory

We have developed a theory which represents an extension of that pre-
sented by Flannery and Brown, and offers the possibility of examining the
effect of turbulence not only upon the type of diffusion across the magnetic
field, but also on the way in which energy cascades amongst different fre-
quency components.



The plasma is considered quasi-neutral, (n, = n_), and the diffusion
wave source is located close to the arc core, ailowing the wave to diffuse
radially outward. Assuming a radial flux of particles due to diffusion,
and using the ion continuity equation, the gpatial variation of the diffu-
sion wave in density and phase may be solved for.

The ion continuity equation
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where E’r and gﬁ@ are the radial and axial fluxes of ions respectively.
Adopting the model used by Flannery and Brown, the following assumptions
are made:

1. The plasma density and temperature are axially uniform over
the length of the arc, L}in the region considered

2. The radial flux of particles, f‘ , 18 constant along the
axial length of the arc r

3. The ions are st£7§ming axially with a directed velocity
vV, o= (x Te/mi) *,

With these assumptions equation (2) may be integrated along the axial
direction z to yield
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*This assumption is based on Self and Ewald's3 theoretical treatment of
transport in a one dimensional low pressure discharge. Self and Ewald
found that at low pressures the directed plasma velocity near the end
walls was the Bohm sheath velocity.



€-is an adjustable parameter of the order of unity, to allow for the fact
that assumption (3) above may not be entirely correct, and is determined
from experimental data.

Therefore
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There are two possible cases to consider

a. If the jon diffusion may be described by the rate of anomalous

diffusion
w ol 2 (nTR)
e = ﬁé@ o (5)

Here we have changed the original form of the Bohm equation to
include the effect of electron temperature gradients.

b. For classical ambipolar diffusion the radial flux may be
approximated by
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Where y ., is the electron-ion collision frequency
We is the electron cyclotron frequency
T, T, is the electron, ion temperature in eV

Equation (6) is strictly valid only for the case of a fully ionized
plasma. For the case of a highly ionized discharge it represents a minimum
value for radial flux since the effective collision frequency is under-
estimated.

BOHM DIFFUSION

For the case of Bohm diffusion, equation (4) may be written as
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We assume that the density is given by n = ng + n,, where n> is the
static density of ions and ny is the density perturbatlon of the®diffusion



wave which is of the form N
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Using this perturbation in equation (7) and taking only the time varying
component, yields
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Setting the imaginary part of this equation = O
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This can be golved for the radial variation of the amplitude of the
perturbation
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Using this result and the real part of equation (9) an equation for k,
the wave number of the diffusion wave, can be found
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Assuming kr = ¢, where 525 = phase shift in radians, we can obtain another
equation
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The diffusion coefficient D&@ is given by

%g = (fel ()

CLASSICAL DIFFUSION

The same calculations can be performed for the case of classical diffu-
sion using equations (4) and (6). From this we find
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The diffusion coefficient is given by
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USING THEORETICAL PREDICTIONS

In order to be able to fit the theory to experimental results for k or
¢, a digital computer solution is required. The quantities € and D, serve
ag adjustable parameters in the theory, but a unique solution requires fixing
both quantities.

In practice, temperature and density profiles are determined by Lang-
muir probe measurements in the plasma. In order to see the different
effects classical and Bohm diffusion have on the propagation of a diffu-
sion wave, sample density and temperature profiles representing typical
arc conditions were taken, (see Fig. 1), and fed into the digital computer
to predict the propagation of the diffusion wave. It can be seen that for
both Bohm and classical (Figs. 2 and 3) diffusion, the propagation of the
diffusion wave is greatly affected by both the magnetic field strength and
the frequency of the wave itself., It also can be seen that for a given
frequency diffusion wave Bohm and classical diffusion theory predict vastly
different propagation characteristics.

THE EXPERIMENT

The diffusion wave is fed into the plasma by placing an alternating
voltage on a Langmuir probe positioned at the edge of the arc core.
The density amplitude and phase of The wave is detected by another ILang-
muir probe which is radially movable in the same plane as the feeder
probe. To measure the density amplitude the resulting probe signal is
fed into a Hewlett Packard model 310 wave analyzer. The phase of the
wave is determined by feeding the probe signal into a PAR model HR 8
lock-in amplifier. These measurements are being performed at this tinme.
The use of the high sensitivity lock-in amplifier should increasge the
range of magnetic fileld strength that this technique is applicable to,
thus making it possible to obgerve changes in the magnitude of the



diffusion coefficient and the change from classical {o anomalous diffu-
sion with changes in the level of turbulence and the onset of large
coherent instabilities such as the drift wave and ion acoustic wave
previously reportedB.



Typical Arc Conditions
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Phase Shift vs. distance from arc core; B = 350 G, € ;
B =1500 G, & , Classical Diffusion w = 6 KHz; o© , B = 350@)
€, B = 1500 G Bohm Diffusion w = 60 KHz
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Phase Shift of Diffusion Wave vs. distance from arc core;

4 6 Kz, 4 30 KHz for Bohm Diffusion; © 6 KHz; @ 30 Kz
for Classical Diffusion; B = 890 G
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II. Wave Wave-Interaction

Nonlinear interaction between different waves in a plasma has been
considered by several authors -10, 1t is found that if the wave numbers
and frequencies of three waves satisfy the condition ky + kg = kg and
w3 + W = W, the amplitudes of the three waves are coupled under the con-
dition of classical diffusion. If Bohm diffusion is assumed, no coupling
between the waves is evident. This can be seen by examining the two basic
equations of the last section.

For the case where we assume Bohm diffusion, using the continuity
equation we have -
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For ¢lassical diffusion
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Assuming a density n = n_ + n_ where n_ is the density perturbation and
no %% n,, only the equation relatgd to clagszl.cal diffusion will be non-linear
in the density n. Thus if we assume the perturbed density is of the form

3
Np = E "y (11-3)
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d?j = Kj r - WjI K = real constant
K3 = Kl + K2 W = real constant
W3 = Wl + W2

Equation IT-1 will exhibit no coupling between the three perturbations n ,
and n,, whereas the classical diffusion equation (II-2) will couple the d.c.
densiéy n, along with 0y, 0, and n3.
. . cre (kr - wt)
The usual notation for a perturbation in density is nece
If we let k and w both be complex quantities with k = K + kr(r) and
@, =W+ wr(t) the perturbation can be written in the form

2

+ C.C.
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If we let N(r) & e e and a(t) a e e
the perturbation can be written in the form of equation IT-L.

Inserting equation II-k4 into equation IT-2 we end up with an equation
of the form
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One possible s$lut10n to this equation can be found by setting all
coefficients of e % Therefore

A(r, t) +1B (r, ) = 0
or
A(I‘,t)::o H B(I‘,t)=o

For this case if we let N(r) be real
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The real part of equation II-7 is
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where Al’ Bl and Cl are the appropriate terms in brackets in equation II-9
or II-8.

W
Similarly for the coefficients of e 2 (equation II-6)
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where in equations II 12, 13 A,, B,, C, replace the equivalent terms Al’ Bl’
Cl in equations IT 10, 11 with the subscripts 1 and 2 interchanged.

v

Also for the coefficients of e
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If we assume that the third wave is 1n1t1ally absent (a3(0) = 0) and
, the real parts of these eguations~can be written
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Eliminating a, from the above equations
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where |a and la are the initial values of waves 1 and 2. Thus we
can see tgiat the time gependence of the three waves are directly coupled to
each other.

Solving equations II-17 and II-20 for \asl we find
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Equations of this form were derived by Da85 using the continuity and
momentum equations for electrons along with Maxwell's equations. He was
able to solve equation IT-21 and similar equations for §a2\ and \a_\
to show that the energy is being periodically exchanged among the thre& waves
in an energy transfer cycle. Under a specific sebt of conditions this trans-
fer of energy will go only in one direction. The third wave begins to grow
continually and the first two wave gradually die out.

This technique may be used to explain some of the three wave interactions
we observe in the Rensselaer hollow cathode discharge, but its importance may
lie in extending the perturbations to include turbulent oscillations.

Assuming a perturbation of the form

& iv,
n, = EE N.a.e J9+¢c.c.
J j=1 4 J

coupled equations of the form
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can be found which may be used to explain the cascade of energy amongst
different frequency components in a turbulent plasma.
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IITI. Experiment

Examples of the wave-wave interaction process can be seen in our plasma
by externally exciting a diffusion wave (see Section 1) in the presence of a
large coherent oscillation. Figure 4 shows the interaction of a diffusion
wave at 60 KHz with a b4 KHz ion acoustic wave and its harmonics. Both sum

and difference frequency waves are excited (wpy + OTAW, ODW + WHarmonics/®
The same effect can be seen for the interaction of a diffusion wave and a

5 KHz drift wave (Fig. 5), but in this case no harmonics of the drift wave
were preSent. Sum and difference frequencies were generated at wpy + wy and
only the sum frequency at wpy + 2 3. The difference frequency wpyy - 2 wy
may be lost in the noise gince no correlation technigues was used to attempt
to separate it out.

Wave interactions like this do not always occur for all radial positions
in the arc. In Fig. 6 the diffusion wave at 60 KHz is interacting with an
ion acoustic wave and its harmonics., It appears that only sum frequencies are
generated. At the same time, the diffusion wave interacts with a small oscilla-
tion located at 25KHz causing it to decrease in amplitude and almost become
lost in the noise.

Fig. 7 was taken at a radial position where no large harmonics of the
ion acoustic wave were present, and in this case the application of the
diffusion wave feeds energy into a broad range of frequencies around 25 KHz
without affecting the ion acoustic wave or its harmonics significantly.

These effects can be seen for a large range of diffusion wave freguencies

(25 KHz - 100 KHz at least). Work is being carried out at this time to
determine exactly what plasma conditions are influencing the wave-wave inter-
actions which occur.

If the data of Fig. T is studied on a graph with an expanded amplitude
axis it can be seen that the energy of the diffusion wave is being coupled
out both up ai% down the frequency spectrum. This is contrary to what was
found by Roth™™ who observed a cascade of energy only from low frequencies
to higher frequencies. These differences may be reconciled by a theory
based on wave-wave interactions as described in the last section. Quanti-
tative predictions, however, are not possible at the present time.

The cascade of energy in both directions can be seen more clearly
under different operating conditions where any coherent oscillations that
are present are smaller than the ion acoustic or drift waves discussed
previously. Figure 8 shows clearly that the energy from the diffusion
wave is cascading in both directions, with most of the energy going into
those frequency components close to the diffusion wave frequency. The low
frequency portion of the spectrum is also affected. The noise level seems
to rise slightly, while the coherent oscillation is shifted in frequency.
Again at different positions in the plasma the direction of cascade is not
constant. At a different radius, (Fig. 9), only the part of the spectrum
near the wave is affected by the excitation of the diffusion wave. Changing
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the magnetic field also causes a different effect, as in Fig. 10, where the
addition of the diffusion wave has no effect on the turbulent spectrum.

At this time it has not been possible to correlate the different types
of energy cascade observed with changing plasma conditions but work is con-
tinuing on this topic. It seems likely that the wave-wave interaction theory
described in the last section can be used to explain observed phenomena,
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IV. Feedback Stabilization

A Introduction

Much of the work carried out recently at Rensselaer is concerned with
establishing whether anomalously high loss rates of charged particles from
a plasma confined by a magnetic field are related to the presence of tur-
bulence and coherent instabilities. In order to quantitatively investigate
the physical mechanisms involved, it is necessary to be able to control the
magnitude of these oscillations by means other than altering external para-
meters such as gas flow-rate, pressure and magnetic field. We have recently
developed feedback stabilization techniques to apply fo these previcusly
identified instabilities in the Rensselaer HCD source’, The preliminary
results presented in this report deal mainly with one of the coherent insta-
bilities, the drift-dissipative wave. We find that the amplitude of this
instability can be controlled over a range from complete suppression (to
the noise level), to an enhancement factor of approximately two.

The stabilization system developed involves: (1) a sensing or moni-
toring element which provides a signal proportional to the magnitude of the
instability, (2) a phase-shifting, amplifying network, and (3) a suppressing
element by which a nulling or compensating signal is fed back into the plasma.
The initial work reported here involved the use of Langmuir probes as both
sensing and suppressing elements, but the major objective of the program is
to develop remote sensing and suppressing applicable to higher energy density
plasmas where it is not feasible to introduce elements within the plasma con-
fining chamber. Further, such a technique would produce the minimum pertur-
bation of the plasma medium.

Work on stabilization techniques in a variety of plasma devices has been
reported by many auth03f with varying degrees of_success; for exggple Arsenin
and Chuyanov™ , Kea%3>1’lz Parker and Thomassen ™, Simonen et al™™, and Tanaca
and Hagi<”, have done experiments on the drift wave using localized feedback
elements.,

lga{§ations of the type of suppressor element have beeng%nvestigated by
Chen™~"’"~, where neutral beams werglemployed, and Chu et al™~ used microwaves.
Infrared lasers have been proposed™ as the suppressing element, but no experi-
mental work has been performed.

Extending this technique to other instabilities; Garscadden and Bletzinger22
have used feedback to stabilize an ion acoustic wave, while worg on the traniﬁ
verse KelvigéHelmholtz instability has been reported by Carlyle 3, Chu et al™ ",
and Simonen™ . Attempts to control the cyclotgon instability have been made by

Arsenin, Zhil'tsov, Likhtenshtein and Chulnov=C.

A part from the microwave experiment and those using neutral beams, all
the suppressing elements used to date have commonly been large plate electrodes.
These devices may perturb the plasma by their contact with it and thus are
undesirable.
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B. PFeedback Stabilization System

The feedback stabilization system developed is shown in block diagram
form in Fig. 12. The sensor probe was biased at -50 v (ion saturation region),
and the current drawn was passed through a resistor to yield a voltage pro-
portional to the charged particle density (current) fluctuations associated
with the instability. This signal was then filtered by the selective ampli-
fier, resulting in a 3 - 4 KHz bandwidth, centered at the frequency of the
instability. The reason for attenuating the remainder of the frequency
spectrum was to avoid the possibility of the suppressor signal containing
frequencies which could excite higher order eigenmodes of the instability.
The a.c. suppressor signal was then phase shifted, amplified and applied to
the suppressor probe through a biasing network. The biasing network allows
the suppressor electrode to be at either a positive or a negative d-c level
with respect to the plasma.

Three probes were used, all of 20 mil diameter tungsten wire and 5 mm
long. The probes are movable radially, and sensor and suppressor probes are
separated axially by approximately 1 cm. The detecting probe is located
30 cm away from the feedback elements, at the same azimuthal position. It
is biased exactly as the sensor probe. All guantitative measurements of the
amplitude of the instability are read from the detector probe gignal, using
the wave analyzer ag a frequency selective voltmeter.

Measurements are made of the amplitude of the instability, both in the
unperturbed state (no feedback), and during the application of the suppressing
signal. The gain of the feedback system, the phase shift introduced by the
feedback network, -and the change in frequency of the ingtability under the
application of the suppressor signal are also recorded. The amplitudes, gain,
and frequency can all be accurately measured by the model 310 wave analyzer.
Phase shift is measured to within 5° through the use of a PAR-HR-8, precision
lock-in amplifier. This is a significant improvement over the error inherent
in phase measurement systems used in other laboratoriesd® Gain and phase
are measured at the suppressor probe, with the input to the phase shift net-
work as the reference,

Although data acquisition would seem straightforward, several problems
are introduced by the dynamics of the feedback network, the instrumentation
and the turbulence of the arc discharge, reflected in the noise level of the
signals involved.

The noise problem cannot be completely resolved and indeed the effect
of thege turbulent plasma fluctuations represent a major interest in this
work. Efforts have been made to prevent any externally introduced noise
level below that inherent in the arc itself, by using low noise components
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such as the 213 preamplifier. Noise can significantly degrade the reliability
of any measurement, especially that of phase. Thus a simple phase measurement
system, such as an externally triggered oscilloscope, is totallly inadequate
for our purposes. The major reason for employing the HR-8 lock-in amplifier
to measure phase is its ability to distinguish coherence even when there is
only a small signal to noise ratio.

The problems in instrumentation have all been satisfactorily overcome
except for that caused by the extreme non-linearity of the dynamic response
of a Langmuir probe, and the fact that the probe response changes with posi-
tion in the arc, In essence we have an impedance matching problem where the
input resistance changes by four orders of magnitude over the dynamic range
involved. This problem cannot be entirely solved since it is inherent in
the device. It has been found, however, that best results are obtained by
biasing the suppressor probe slightly positive with respect to floating
potential (electron collecting).

There is one other problem introduced by the dynamics of the system
that makes necessary particular care in measurement. As will be shown in
the next section, the instability frequency changes as a function of phase
shift. This presents an instrumentation problem in the measurement of the
phase shift introduced. It is necessary to continually monitor this fre-
guency change, otherwise significant phase errors, of the order of 40o° can
result, since the HR-8 utilizes high Q, tuned amplifiers. This source of
error can be eliminated by retuning the reference channel of the HR-8 for
each measurement. This is a valid procedure as the Q of the reference
channel is the same ag the Q of the signal channel, both being set by exter-
nal controls.

After elimination or reduction of the insgtrumentation problems out-
lined above, the system developed has provided data with a high degree of
reproducibility. Furthermore, the basic components of the gystem are
readily adaptable to the use of other types of sensor and suppressor elements.

C., Feedback Stabilization of the Drift Wave

1. Theoretical Considerations

The feedback stabilization system was developed for the purpose of
studying plasma turbulence in the presence of controlled amplitude, coherent
oscillations. No satisfactory theory applicable to our inhomogeneous, hi%hly
ionized plasma has been devised to explain how stabilization works. Keen 3
has used a phenomenological approach to a theory, based on his experimgets
in a somewhat similar device. He makes use of the Van der Pol equation®',
modified to include a phase shift term, n, (1 ): E?l

=t - T; T = the delay
time; T = @, the phase shift = constant.

2
2’ L (x-@n) :'T% Fwin +9Wen (M) =0 (41)



n, = density fluctuation

W, = natural frequency of the oscillation

¢ = linear growth rate of the oscillation

B = non-linear saturation coefficient of the oscillation
g = absolute gain of the feedback system

T = quasi-time

The modification to Van der Pol's equaﬁlon g w (T ), represents the
density fluctuation phase-shifted, ( 7 ); and ampll%led (g).

Writing equation (1) in the form of a difference-differential equation
and assuming a solution of the form n. = a sin wt, the following conditions

hold for the steady state: L
2 2 2 2 .
2 - a® = g (a7 fow) 8 sin (1-2)
of = ¢b2 (1 + g cos @) (L-3)
1/2 .
where a_ = (ha/3B) = unperturbed amplitude
and a = perturbed amplitude

Rearranging equation (2):
2
o

(a./a,o)2 =1+g (E%; ) sin @ (4-14)

Effect of Phase:

This predicts that (a/a )2 will vary as sin § when the phase shift is
changed, with greater varlatlon for higher wvalues of gain, and optimum
suppression at 270°. (sin 270° = -1). Equation (3) predicts @ = w_ at
@ = 270°; therefore, with @ for optimum suppression, we have: ©

(a/a )% =1 - & (2) (1-5)

Effect of Gain:

This predicts a linear decrease of (a/a ) from 1 to O as g is increased
from O to a/w_.

Returning to equation (3), taking the square root of each side we obtain:

® =0 (ll+ g cos ¢)l/2 (4-6)
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2
At maximum suppression g .. = a/wo £ 1, therefore (g cos §) < 1
and (6) can be expanded to yield:

2
—_— ['l+g028¢ _ (gEOS) +_“j

2
o (4-7)
®=-o = Ao=-5 g cos g
2 A(D _ g cos ¢

Equation (7) predicts the frequency of the instability will change with
phase shift and follow a cosine variation. It also predicts larger frequency
changes for higher gains. :

Realizing the limited validity of the model represented in the Van der Pol
approach, it is expected that this theory will only indicate the major trends
to be expected in any real feedback system. This is confirmed by the experi-
mental data presented in the next section.

2. Experimental Results

Presented in this section are preliminary results exhibiting the ability
of the feedback system to control the amplitude of the drift instability which
develops in the plasma under certain operating conditions of the arc.

Equation (5) of the preceeding section predicts a linear plot of (a/a )2
vs., Gain, with ¢ set for optimum suppression. This data is shovm in Fig. 13
for several radi%l separations of the sensor and suppressor probe. It can be
seen that (a/a )© is a monotonically decreasing function of the gain, although
the relationship is not linear as predicted by (5), except over a small range
of gain., TFig. 13 shows also that best results are obtained when the suppressor
probe is located in the region where the instability has its meximum growth
rate; and that as the radial separation is increased, suppression becomes less
effective.

Data of (a/ao)2 vs. phase shift, for two different gains, is presented in
Fig. 14. It is readily apparentthat greater suppression occurs at higher gain,
as predicted by equationg(H). “ols equation also predicts a functional varia-
tion of sin @ for (a/a,)”, where § is the phase shift. The data is in agreement .
with this predicted variation, but optimum suppression occurs at approximately
300° instead of 270°,

Fig. 15 shows the change of frequency of the instability as a function of
phase shift. Equation (7) predicts a cos @ variation. The data definitely
shows this trend.



_36..

£] 3¥nbIH

<—— NIYE) dovaaasy

O0F ooz¢ 001

i 1 T . ¥

W300="M¥ e o

T13naT astoy —ASAAA—

WOZTO=Y-Y e

WO 0="8-Y ¢

wa9-0="3-y &

II09 50T * 9°6¢ = J ‘ssnep 00gT g

Zi 2°) = °F ‘sqTon g6°0 = O

0862 JO 3JTys oseyd 9B SINOO0 uotsseaddns umwtqado

‘WNMWTXEBW SABM 9ITJIP oYl JO moawﬁwom TeTPred ayl e mpomm
J40SUSS 8(] JO UOT3BOOT POXTJ oyq ST WO 9°0 pue ‘f°0 ‘20
‘0°0 Jo soqoad xossoxddns pue momsmm Jo suoraeasdos TBTDBI
JI0F ‘uren Woeqpeed “SA oABpM W TIQ Y3 JO SpnaTTdwre pPoonpsy

i

20

60

90O

80

,4__,__2(02%)') JanLindwyy azontay]



_37_

4903 1 0T X 0°6 = g ‘ssnep SEET €
ZI Q°g = © ¢ or .. O
89 ="F sy10A Q'T = ® £
“UNWIXEN SATM 9JTAP = WO T = ¥ 3% i 1.%
mmpoagnﬁommwmeSm pue Josueg (LG pue 06T) suTed QUSISIITD
OM3 J0F °qJTus oseyd *SA oaBM 9ITJap Y3 Jo spngITdwe poonpsy

~<—— (533¥93Q) L JIHG ISVHY

02 08/ o6+ | 0
s T i ! !
®
e
26 =9 «
061=9 e
o ®
) X
. X
® X ° x
® X L
® X
o * ; 4
Xy X
®
o X X @
® o o
®

v
o)
(°n4,) FANLWY a3ona3Y

Q
K4

e




-38-

*@ s0o Jo g01d ® ST SUTT PTTOS
oty ‘sesodind uostaedmod Jof T SINSTL J0F $B SUOTITPUOY
ayq Jopun 43Tus osvyd °*sA SaeMm 1FTJIP 89Ul JO afueyo Lousnbeii ¢T *Bta

Ot~
GO~
<—— (8334930) LAIHS 3SVHA >
0Le 08/ 04 .wm/
e 4 l Mar O WA
/° J
@ |
= CO+
)
10O+
BS0)~ —
N.W = @ ]
04/ =9 x v



_39_

ot

9] 3MNOI4
< (W)°H-Y

0’¢ o1+ 0

O/~

1
m

22093 4 0T X 6°6 = d ‘ssmen 0021
Zy g = %3 ‘sqToa £z = Ve

‘Wwo Q0 = omlm qe uoIssaxddns umwIxXew J10J 398 ‘queqSU0D S4B JTYUS
oseyd pue UTBY) ‘UNWIXEW S9ABM JTIP oyj 48 oqoad JOSUSS SY3

JO UOTABOOT POXTJ 9yl ST om *goqoad Josseaddns pur JOoSuss JO

uoTqersedes TeTPBI OU} *SA 9ABM QJTJIP SU3 JO 9PngTdure peonpsy

i

- QY

~— (°%,)3AnLI1dWY 030003y



”ITeM

Represented in Fig. 16 is (a/a )2 vs. R-R_, the radial separation of
the sensor and suppressor probes. he sensor probe is fixed at the drift
wave maximum, RO; and the phase shift and gain are kept constant at their
values for meximum suppression at R—RO = 0 cmn. This graph points out the
effect of the spatial separation, and allows an estimate of the spatial
coherence length of the instability. The suppressor signal should be
injected within a spatial coherence length of The sensor signal in order
to achieve suppression. The magnitude of the spatial coherence length is
of order 1.5 cm for the conditions under which the data shown in Fig. 16
was taken. :

Fig. 17 is included in this discussion for completeness and shows the
variation in amplitude of the drift wave as a function of R-R_, without
feedback., Under these particular operating conditions R was®1.0 cm from
the core of the plasma. The radial location at which maximum amplitude
of the drift wave occurs changes, (1ying closer to the arc core), as the
external magnetic field is increased.

3. Discussion

Keen's13 data fitted the equations presented earlier remarkably well.
His highly ionized plasms was somewhat similar to ours, but there were several
differences in apparatus and technique.

The biggest difference in the feedback system was that Keen used wup to
four large plate electrodes for his suppressing elements. These are in con-
tact with the outer region of the plasma and the presence of the suppressor
elements alone may significantly perturb the plasma. A Iangmuir probe is a
much more localized element.

Keen used up to four separate feedback loops for suppression, whereas
we employed only one.

These two differences could account for any variations in observed
results. .- Moreover his device is not exactly like our HCD. Keen's hollow
cathode arc has baffles and differential pumping, with an electrostatic
field«free region for the plasma, and a lower level of plasma turbulence
than we observe. Such a regime of operation could also be achieved in
our device, but would defeat the purpose of studying the effects of turbu-
lence on plasma properties.

The phenomenological approach through Van der Pol's equation can be
used to explain the observed experimental observations. However a theory,
derived from basic plasma equations, relating the constants and variables
of this equation to parameters of the discharge would be much more desirable
for a ggller understanding of feedback stabilization. Simonen, Chu, and
Hendel ™™ have used this approach successfully on their Q-machine., The
difference between thermal cesium plasmas and HCD plasmas precludes any
attempt to apply this theory directly to our device. A modified form relating
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density, temperature, their spatial gradients, collision times, electric
fields, etc. may well be successful. For example, the 'apparent' dis-
crepancy in the predicted value of the phage shift for maximum suppression
may be related to the phase difference between the charged particle density
and potential fluctuations associated with the drift wave.
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V. Optical Detection Techniques for Plasma Instabilities

A, Introduction

An optical technique has been developed for detecting and measuring
plasma instabilities in the Rensselaer hollow cathode discharge by moni-
toring fluctuations in the intensity of the light emitted by the plasma.
The initial interest in this system arose from investigation of feed-~
back stabilization of plasma instabilities which is described elsewhere
in this report. The feedback loop reguires a remote sensing element
capable of detecting the instability without perturbing the plasma.

Although Langmuir probes are the simplest and best understood diagnostic
elements, their usefulness in a feedback stabilization system is limited by
the fact that their performance may be rapidly degraded when used in high
energy plasma devices. An optical system, on the other hand, offers two
major advantages over the Langmuir probe. First, by monitoring spontaneous
light emission, an optical measurement in no way disturbs the plasma medium
under consideration. Secondly, an optical system allows measurements tobe
made in any region of the plasma, regardless of temperature if a reasonable
degree of optical thinness exists. An optical system usually, however, has
one distinct disadvantage when compared to a Langmuir probe. An optical
system lacks a high degree of spatial resolution and yields information
which is averaged over a much large volume of the plasma than obtained by
a Langmuir probe. The system we have developed, however, demonstrates
good spatial resolution perpendicular to its optical axis, and some resolu-
tion along its optical axis. The system has not only shown itself to be a
sensor of a fully developed instability, but has proven to be a useful
diagnostic tool; for example, it has allowed exploration of the core of the
hollow cathode discharge where Langmuir probe measurements cannot readily
be made,

B. Degign and Operation

The optical sensor consists of a 1L inch single-stage boresight optical
system built to fit an existing probe port on the Rensselaer hollow cathode
discharge. The boresgight consists of three lenses: a 30 mm focal length
microscope objective, a 125 mm eyepiece, and a 34 mm field lens mounted on
movable stops in acylindrical housing fitted inside the Pyrex probe port.
The boresight actually acts as a periscope by guiding light from the plasma
through the long, narrow arm of the probe port and forming a three dimen-—
sional image of the plasma core and the surrounding lower density plasma
at a location Ll cm from the end of the Pyrex arm. A sampling slit of
adjustable width, which can be moved either along the optical axis or trans-
verse to it, is positioned within the three dimensional image. Positioning
of the sampling slit allows light from a certain spatial region of the
plasma to pass through.it, while blocking light from other regions. This
allows greater spatial resolution than most optical systems, where the aim
is to focus as much light as possible on a single focal plane. The Rensse-
laer system strives to separate the planes of optimum focus, reducing the
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depth of focus by using low f numbers. Data taken with slits of different
size oriented in a direction transverse to the optical axis and located at
different positions along the optical axis of the lens system indicate that
the longitudinal resolution is about an order of magnitude below that in the
transverse direction; thus we could examine light from a region of the plasma
defined by the cross~sectional area and position of the slit so that we sample
a region 1 mm long transverse to the axis but 1 cm in extent along the optical
axis. Measurements of relative modulation of light intensity, as discussed
later, are in agreement with approximate calculations of the depth of focus
and degree of resolution to be expected from the optical system.

Light passing through the sampling slit is reimaged, using another lens,
on the entrance slit of a l/h m Ebert type grating monochromator. Iight out-
put from the monochromator is detected by an R 212 photomultiplier tube and
the signal voltage is measured across the photomultiplier load resistor.

The total signal voltage is taken as a measure of the overall light intensity
at the optical wavelength selected by the monochromator and is measured
directly on an integrating digital voltmeter.

Along with the position of the sampling slit, the other variable para-
meter of the system is the wavelength setting of the monochromator. Suitable
adjustment allows selection of individwal argon lines, or a section of the
continuum spectrum. Further adjustment allows recording of wideband light
signals consisting of 1light of all wavelengbths falling on the entrance slit.

The time-dependent part of the photomultiplier signal represents time-
dependent fluctuations in the light intensity falling on the photomultiplier.
These intensity fluctuations are related to fluctuations of the plasma corre-
sponding to the instability. The photomultiplier signal is amplified by a
PAR 213 Preamplifier before being displayed on a Tektronics Spectrum Analyzer,
and processed by a H.P. 310 Wave Analyzer. Fig. 18 shows the system in block
diagran.

Data is taken by recording the frequency spectrum ocubput of the wave
analyzer on an X-Y Recorder, measuring the instability peak amplitude and
the noise level and recording the digital voltmeter reading. A relative
modulation factor is computerl by normalizing each signal value to the
respective overall light intensity measured by the DVM, i.e.

eak Vhoise)/VDVMf

Previously, instability data from the arc plasma has been presented in
terms of peak amplitude alone. In some optical measurements, however, the
noise level can be appreciable compared to the peak signal level (see Fig.
20 and Fig. 19). Further, since the overall light intensity changes rapidly
over a small (radial) region of the plasma (see Fig. 22), it is necessary to
normalize each measurement of a fluctuation in light intensity in terms of
the overall intensity sampled by the instrument. Hence, what is measured
is the fractional modulation of the optical signal at the frequency of the
instability.

Relative Modulation = (Vb
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Langmuir probe data, presented for comparison, is measured using the
same instrumentation (Fig. 18) and is plotted using the same normalization
procedure. For this case, the data represent the fractional modulation
of the plasma potential,

C. Characteristics of the Optical Sensor

Examples of the frequency spectra obtained from the optical system
are shown in Fig. 20 and Fig. 19. The figures show a comparison of the
results obtained for the drift wave instability using a floating ILangmuir
probe, using two different Argon I lines and using the wideband cohfigura—
tion for two transverse positions of the sampling slit.

At the edge of the core (Fig. 19), where the Iangmuir probe has reached
the limit of its penetration without excessive heating, the two single line
signals and the wide band signal behave similarly. All three show a large
low frequency noise component with the ratio of the peak signal amplitude
to the continuum signal level ("signal to noise ratio") ranging from 6 to 1
for the wide band signal to T to 1 for the 43&5& line. The Langmuir probe
at the same position shows a signal to noise ratio of 9 to 1 which represents
1little improvement over the optical measurement.

Although data is shown for only two Argon I lines, the visible spectrum
in the range of optical wavelengths from 3500 to 6000 g has been compared ‘
for different transverse positions of the slit by sweeping the monochromator
wavelength and recording the relative output of the photomultiplier.

Results showed little or no change in the relative magnitude of the

strongest Argon I, II and IIT lines. Relative modulation was compared for
the 10 strongest lines at two slit positions and showed only small random
variations from line to line with no particularly strongly modulated lines

or any discernable trends.

In general, the Langmuir probe gives better signal to noise ratios,
especially far from the core. However, the optical system permits explora-
tion of the core which has been impossible with a Langmuir probe. The wide-
band configuration demonstrates greater sensitivity at lower light levels
than do single line measurements. This is illustrated in Fig. 3 where, at
a distance of 0.5 cm from the edge of the core, the appearance of the Lang-
muir probe signal to noise ratio increases to 15 To 1, whereas the signals
from both single line measurements are virtually lost in the noise. The
large low frequency component remains, but the overall signal level is
reduced. The wide band signal still shows the instability, but at a much
reduced signal to noise ratio of gpproximately 2 to 1.

D. Radial Profile of the Drift Wave

The design of the optical sensor includes provisions for moving the
sampling slit either transverse to or parallel to the optical axis. Figures
22 and 21 show the results of moving the slit in the transverse direction
when the discharge conditions are adjusted togive rise to a strong drift wave.
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Figure 21 shows & comparison of radial plots obtained from the Tang-
muir probe, the L806 R line and from the wide band sensor. In the core,
for radii less than 0.5 cm, only the optical sensor can be used. The
observed sighal amplitude falls to zero with the slit adjusted to sample
light from the central region of the core. For the discharge conditions
used, the Langmuir probe and optical senscr give similar results from the
edge of the core out to 1.6 cm, showing the amplitude of the drift wave
falling to zero at roughly the same point. Beyond 1.6 cm where the overall
light intensity collected by the boresight optics is very low, neither the
4806 R 1ine nor the wideband sensors yield any useful information. The
Langmuir probe, however, continues to indicate the presence of the drift
waves at reduced amplitude.

Figure 22 shows that although the overall light intensity increases
when approaching the center of the core, the relative modulation repre-
senting the drift wave falls to zero. Because the noise level increases
considerably in the core, frequency spectrum data alone does not rule
out the existence of the wave in the core. Therefore the optical signal
was also processed by a PAR 100 Signal Correlator. The aubto correlation
measurements indicated no coherent oscillation in the center of the core.

This is the first time we have been able to use a technique for
detecting the drift wave in the core itself. It is to be expected that
the maximum amplitude of the driftwave would occur in the region of
steepest gradients of either the density or temperature of the charged
particle components of the plasma. ILangmuir probe data show that a wave
maximum occurs in the region of a steep ion density gradient Jjust outside
the core. The optical probe data of Fig. 22 give fresh information, but
its interpretation is not straightforward. The data indicate that the
relative modulation is zero at the center of the core., If the longitudinal
resolution of the optical system is indeed allowing us to examine only the
center of the core, and if problems of optical opacity and light intensity
are not confusing the issue, then we have an interesting result. Further
work is in progress to settle this matter.

It is also clear that the maximum amplitude of the driftwave does not
occur in the region where a maximum occurs in the radial gradient of the
4806 R light intensity. However this light intensity is connected with
the neutral particle density rather than the charged particle density.

The wave amplitude should ccrrelate more strongly with the ion density.
Clearly the use of the optical probe offers the opportunity of gaining a
great deal more information in a region previously inaccessible for
diagnostic purposes.
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E. Fubture Investigation

In the future, it is planned to use the optical sensor to study the
ion acoustic wave instability in a manner similar to that described for
the drift wave. Preliminary work hag shown that ion acoustic waves can
also be detected with the optical sensor. It is also planned to evaluate,
quantitatively, the resolution of the sensor along its optical axis, and
to test its effectiveness in plotting axial profiles of the drift wave and
ion acoustic wave,

Further experiments will be performed using both ILangmuir and optical
probe sensing units and various geometrical shapes will be tried as suppres-
sing elements, (plate, screen, cylinders etc.), in order to allow stabiliza-
tion at the lowest value of gain or power input which can be achieved.,

We are also investigating a remote feedback element congisting of turns
of wire around the pyrex envelope containing the arc. Fig. 23 shows some
initial experimental data taken with this magnetic probe and points up its
usefulness as a sensing element. This figure showg the presence of an ion
acoustic wave. The magnetic coil offers advantages for use as a remote
sensing element, but its feasibility as a remote suppressing element is yet
to be determined.

Combinations of sensing and suppressing elements will be investigated
for instabilities other than drift waves. In addition now that we have the
capability of applying feedback stabilization to the plasma, quantitative
investigation of the effect of growth and relative magnitude of various
instabilities on plasma phenomena can proceed. With the amplitudes of
coherent instabilities controlled by the feedback stabilization technique,
effects on charged particle density and temperature profiles, diffusion
loss rates, level of turbulence, power spectra, etc. can be studied in
detail. '
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INSTABILITY AMPLITUDES (Theoretical)

Tangmuir probe observations show that the amplitude of the driftwave
instability peaks just outside the arc core, although the actual radial
position of wave maximum depends on the magnetic field strength and the
gas pressure. The optical probe data shows that the amplitude of the drift-
wave may fall to zero within the arc core. We have carried out some pre-
liminary theoretical work which can be used to explain these experimented
observations. Since further work is required, only a bried outline is
included in the present report.

Invoking a fluid model in cylindrical geomebry, the continuity equations
for ions and electrons. can be used to obtain expressions for the transverse
and radial velocity components. First order perturbations in the ion density
and plasma potential can then be introduced and lead to a dispersion equation,
the imaginary part of which, (¢T>9 is related to the wave growth rate. This
expression has the follow1ng form when terms of small magnitude (appropriate
to the plasma conditions in the arc) are dropped:

s / :
. \N
%, iy v g | + /g»z“é; < L‘Jca )_ 4»7)50))& Z_'
= —= ——a
‘I 2 ){'e wcc <c wcc
where wci(e) the cyclotron freguency of the ion, (electron)
kZ = the axial wave number
Vd = +the lon drift wvelocity
ie(o) the collision frequency between ions and electrons (neutrals)
Yo = ))é’ + ¥ o = the effective electron collision frequency,
Note that flute modes (k = 0) are not allowed, since finite kZ is required

for wave growth. The 1mportant term affecting growth is ms )) / 3> ., since
the stability criterion involves this term, is requiring © ©
k, Oy vy (1 - moW /m » ) :: b n) 2. . If k, is finite the wave
will grow, provided (m W ? <Tl However if this term € is of
the order of unity, ana may %e elther p031t1ve or negative in different regions
of the plasma, we can understand how onset and growth of the driftwave are
affected. For a value of magnetic field B = 1500 Gauss, for example,
vy = 107 em/sec, ®oy = b x 107 sec™, so that our criterion becomes:

9

kz€ > )')ie 2)io

In the arcgkz is_of order 10“2, and € of order 1, so that values of order
e =10 sec™! ana Yig = 10° sec™! are required for growth. These
values are not unreasonable in the highly ionized argon plasma, although
magnitudes of ion collision frequencies in a magnetic field are not well
known,
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This simplified analysis shows how important are gradients in charged
particle density and temperature, which affect the effective collision fre-
gquencies. Different radial regions of the plasma must be considered
separately. In addition the phase difference between plasma potential and
coherent density fluctuations must be included in a more comprehensive
theoretical analysis.
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