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PREFACE

This report describes a feasibility and conceptual design study of a Vibra-
tion Generator Transient Waveform Control System performed by The Boeing
Company from July 1968 to June 1968 under Contract NAS5-15171. The work was
administered by Joseph P. Young, Structural Dynamics Branch, Test and Evaluation
Division, NASA Goddard Space Flight Center.

Boeing personnel who participated in the investigation include: Darrell

R. Harting, program manag.y: Jay M. LeBrun, principal investigator; and John
Favour, research engincer. Program support was provided by: Charles Whitmore,
computer programming; and James Brown, envirommental laboratory operations.

The information contained in this report 1s also released as Boeing
Document D2-114438-1.
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~ ABSTRACT

This report presents tie results of a feasibility and conceptual design
study for on—-line transient waveform control of typically available electro-
magnetic and hydraulic vibrators. The control concept is implemented with
modern digital computing alzurithms and the reciprocal properties of -the dis-
crete Fourier transform using a time-invariant linear system approach. Compen-
sation for frequency dependent distortion, due to the electrical and mechanical
components of the vibration test system, produces the Jesired arbitrary complex
transient-time history at the test article. Impulse techniques were used to
define the test system transfer function. The study clements include:

i) Fourier integral transform error study;

2) Empirical results from a prototy pe control system;

1) Control system error'analysis and test equipment limitations;
4) Conceptual design of a control system;

5) Cost estimate of the proposed system. -

Successful control of uu electromagnetic vibration test system initiated
its immediate use to satisiy shock test requirements, per MIL 810-3 specification.
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INTRODUCTION

Spacecraft vibration is caused by two different sources. The first is
characterized by a continuous process, such as launch booster noise or tran-
sonic buffet, and requires that the process be analyzed by harmonic analysis
with a statistical consideration. The second is transient in nature and arises
from impulses, such as engine starts and stops and staging operations. This
type requires that the process be analyzed as a transient. The widespread
practice of applying continuous sine-sweep vibration tests (generalized har-
monic analysis) to spacecraft which experience transient excitation of high
level is too conservative. The results of this study demonstrate that
transient waveform control of electromagnetic vibration test equipment is
feasible, and provides a better method of simulating a transient environment
in a laboratory (Figures 1 and 2).

This final report covers the work performed under NASA Goddard Contract
NAS5-15171, Feasibibility and Conceptual Design Study - Vibration Generator
Transient Waveform Control System. The purpose of the contract is to:

i) Perform a feasibility and conceptual design study of an on-line control
system capable of operating in near real time;

2) Provide an analysis of the proposed system;

3) State considerations of adverse effects of possible nonlinearities on
the control system performance;

4) Control transient waveforms at the test article, using either an
electromagnetic or a hydraulic vibrator, with time duration from 0.1
miliisecond to 2.0 seconds, and frequency content from 2 Hz to 5,000 Hz.
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PL20 AT T+234.5 0G0-D FLIGHT TRANSIENT

Figure 1: TRANSTENT WAVEFORM CONTROL APPLIED TO SPACECRAFT
FLIGHT TRANSIENTS
L249 Vibrator, PP120/150 Amplifier, Specimen Weight 4507b
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PRELIMINARY DISCUSSION

The procedures and results of this investigation are presented in the
following sections.

1) In the "General Outline of Approach" Section, the problem and proposed
method of solution are presented with the practical difficulties involved
in obtaining a solution.

2) In the "Fourier Integral Transform Error Study' Subsection, the results
of an empirical analysis are directed at answering the question, 'what is
required to accurately represent a bounded-transient time function in the
frequency domain?"” The analysis in this section provides direction for
the subsequent experimental work.

3) The results of experlments with a prototype digital control system are
included in the "Experimental Investigation with a Transient Waveform
Prototype Control System'" Subsection. Both flight data from an OGO-D
spacecraft and an analytic function were synthesized on typical vibration
test apparatus using a laboratory general purpose computer.

4)  The "“Control System Empirical Error Study,"” "Equipment Limitations,’ and

"Nonlinearities" Subsections include practical experience with the pro-

totype system, analvtic and empirical presentations of system errors,

and equipment limitations with a concise commentary on the adverse effect

of nonlinearities. A statistical definition of the centrol system per-

formance is presented in Appendix III,

5) The requirements for implementing a Transient Waveform Contrcl System in as
near an on-line fashion as possible are included in the "Conceptual Design
of Contrcl System" and "Cost Lstimate of Proposed System' subsections.

Particular emphasis was directed at using both time and frequency domain
criteria for the adequacy of the controlled waveforms. Thé digital prototype
contrcl system has many print and plot options within the sequence of computa-
tion. A complete sequence is included with examples illustrating Fourier
transform properties of transient data derived from digital calculations.

The graphs of the Fourier transform modulus carry a distinct error in the
low frequency domain. The low frequency error sources have been isolated,
evaluated, and corrective action outlined within the scope of this feasibility
study is included in the text.

Appendix I, "Error rnalysis of a Transient Waveform Control System,' pre-~
sents a detailed error model of the propcsed control system. The analysis in
this section was developed from a mathematical viewpoint and the notation is
self contained. Its basic assumption of 'white' wide band stationary noise was
invalidated with laboratory expcrlunce on the prototype conttol system. The
"Control System Empirical Error Study" Section, included in the text, is semi-
empirical, directly relating the findings of the feasibility study and concep-

. tual design.



Appendix II, presents distortion data on both NASA-Goddard vibration equip-
ment, to be used as a part of the Transient Waveform Control system, and a
Boeing vibration system that has been used successfully to perform transient
waveform control, :

Appendix III,"Statistical'Analysis of the Prototype Controcl System Per-
formance," presents empirical evidence of transient waveform control with a time
domain variance of less than 13 percent.:
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GENERAL OUTLINE OF APPROACH

The objective of structural test programs has been to obtain data for
correlation with analytic results. These tests generally fall into three
categories—--static, modal, and forced response. Laboratory test procedures
are established to generate forced responses of a structure for sinusoidal
and random excitations. Transient test procedures, such as shock spectra or
tone burst for transient excitations, are currently subject to conjecture with
universal acknowledgement that transient waveforms are difficult to reproduce
on a vibration test system. The successful implementation of a Transient
Waveform Control System for laboratory test apparatus has many ramifications
that result in:

1) Reduced test costs:

2) Design based on transient response loads rather than loads developed in
sine tests;

4

3) Reliability (i.e., no cumulative fatigue damage);
4) Virtual simulation of damage potential of a service environment;
5) Reproduction of past service environments.

The analysis of a control system is based on a transfier-~function concept
employing a block diagram representation of the system or its components.
These block diagrams represcnt the flow of information and the functions per-
formed by each component in the system. The dynamic characteristics of the
functional block, in terms of a transfer function, are defined by the ratio of
the Fourier transform of the output to the Fourier transform of the input. A
transform or transformation process is a mathematical or physical tool to alter
the problem into one that can be solved. It is important to recognize that
transient waveforms and their frequency spectra are Fourier transforms of each
other.

The general approach to this Transient Waveform Control System is to:

1) Develop an accurate definition of the test system inverse-transfer
function, 1/H(w), in the frequency domain;

2) Multiply the frequency domain description of the required waveform by the
inverse-transfer function of the test system;

3) Inverse transform this product into the time domain,

This computer-generated time domain function represents a voltage that,
when applied as an input to the test system, will cause the required waveform to
be generated at the control point, This concept is schematically illustrated
in Figure 3.
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A transient calibration pulse of the form is used

i

£(t); =0, £ <0

(1)

—t/TO

f(t)i = K » t > 0

e
This calibration pulse was chosen for two reasons: first, the Fourier transform
of this pulse contains all frequencies within the system bandwidth, and provides
sufficient energy at all frequencies to fully define the system transfer function.
Second, the finite energy that this pulse puts into the test system does not
jeopardize the test specimen from the standpoints of cumulative fatigue damage

or destructive resonances of the test specimen. The magnitude of the calibration
pulse can be adjusted to the approximate level of the required transient so that
the transfer function of the system, if mildly nonlinear, can be most accurately
described for that level pulse.

For tranmsient control of vibration test equipment, the frequency domain
representations of both the time history of the desired transient and the
transfer function of the test equipment are required. -Historically, repre-
senting a time function in the frequency domain has been performed exclusively
with analog equipment with difficulty and limited success. The advent of
digital computers has opened new methods for problem-solving, and for control
techniques once considered impractical. '

Fundamental to any frequency-domain analysis of transient time-domain
data is the computation of Fourier integral transforms. The Fourier integral
is defined for continuous data both in time and frequency, as

Fw) = [ f(r)e 1°%ae (2)
F(w)= /  £(t)(coswt - jsinwt)dt.
The corresponding inverse Fourier transform is then defined as
£() = 3= [ Fwel¥fau (3)
2w o
1 ” L
f(t) = o / F(w) (coswt + jsinwt)dw.

-~



If the time function, f£(t), is sampled at N even time intervals of At seconds,
then the Fourier integral transform pair given, Equations (2) and (3), are
redefined as the discrete Fourier transform

N1 ~jwnAt
F (w) =28t I £ (B)e (&)
P n=0 p

and the inverse discrete Fourier transform is

N-1
TonAt
Fo(r) =22 5 p (u)edWDAT (5)
P 2m =0

where; in both cases,
n=0,l,2,....N':—l.

The normal procedure for computing the Fourier transform of a sampled time
function on the digital computer would use

Fp(m) = at & f (t)(coswunAt - jsinwnAt). (6)

The resulting Fourier transform is a complex quantity where the cosine terms

are the real part and the sine terms are the imaginary part. The modulus of the
Fourier transform is defined as the square root of the sum of the squares of the
real and imaginary parts. The transform phase angle is the arctangent of the
imaginary part divided by the real part.

If the sampled time funtion, f (t), contains N data points, the compu-
tation of N values of Fp(w) will require N2 complex multiplication and
additions.

In 1965, a2 new algorithm for computing a discrete Fourier transform was
described by Cooley and Tukey( )*. This algorithm is known as the Fast Fourier
Transform (FFT). Calculating efficiencies are implemented via symmetry,
efficient grouping, matrix operations, and fast difference equation methods.
The FFT requires only NlogzN complex operations to compute the transform that

Equation 6 required N2 operations to do. For example, if N equals 4,096 data
points, the FFT computation would be about 341 times faster.

#Numbers in parenthesis refer to references at the end of the report,
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The FFT is a discrete Fourier transform based upon reciprocal equations(z)
of the Fourier transform, '

N-1

A(n) = % g x(k)e JZmE/N (7
Y k=0
and the inverse Fourier transform,
N-1
595 \
X(k) = 3 A(m)eddTR/N (8)
n=0 .

The quantities A(n) and X(k) represent number sets only. In this form,
they are not restricted to a time-frequency domain relationship.

Equations (7) and (8) are used to compute discrete Fourier transforms,
in units of time and frequency, by inclusion ol the sampling increments, At
and Af, and use of the following theorem(2),

If, x(t) (a continuous time function for -w<t<w) and a{f) (a continuous
frequency function for ~«w<f<w) are a Fourier integral transform pair,

x(t) «e——>a(f) . (9)
then,
TXp(kAt), k=0,1, 2 . . . . N -1 (10)
and
Ap(nAf), n=20,1, 2 . . . . .N=-1 (11)

are a discrete Fourier transform pair; where,

A ) l l . M (12)
A = T T T 2
The resulting transform pair are(Z)
N-1 . .
A (nAf) = At % X (kAt)e"Jz‘k“/N (13)
P k=0

10
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N-1
X (kat) = Af T A (nAf
P n=0 P

)ejZWkn/N; (14)

where,

Ap(nAf) = nth complex frequency sample;

Xé(kAt) = kth time sample;
N = Total number of time/frequency samples,
3 = /-1

One restriction on the FFT calculation process imnvolves the transform
resolution in the frequency domain, Af. This is restricted to be the recipro-
cal of the total sample record length, T (Equation 12). For example, to accom-
modate a 2 Hz resolution in the frequency domain, the total sample length must
equal 0.5 second. This restriction can be lifted only with a thorough under-
standing of the boundary conditions involved in Fourier transform theory. The
technique of adding zero amplitude data points onto read data, thereby artifi-
cially increasing the sample record length is discussed in the ""Control Svsiem
Empirical Error Study' Section. The advantages of having equivalent discrete
data points, both in the time and frequency domain, directed the use of FFT com-
putation as the primary tool for mechanizing the control system design task.

When a physical quantity is represented numerically, a nonlinearity is
inherently present in the form of quantization error. The value of the measure-
ment is designated by an integer corresponding to the nearest number of units
contained in the measured physical quantity. A control system incorporating
this process is nonlinear, and difficult to deal with by any direct analytic
procedure. A statistical analysis reduces the complexity, yielding average
results that are adequate for system evaluation and design. An empirical ap-
proach reduces the complexity further by placing real bounds on the errors as
a function of the quantizing variable. The control system prototype design,
when subjected to the experimentation in this study, produced a significant
argument for the necessary unbiasing of quantized data for the accurate
definition (digital description) of a waveform.

In the sampling process, aliasing is a major consideration in correctly
conditioning any data for frequency domain operations. Aliasing is a phenom-
ena where different frequencies adopt the identity of one particular frequency.
If the time interval between data samples is At, the sampling rate is 1/At
samples per second. The real frequency content of the data can only be defined

from 0 to 1/2At cycles per second and higher frequencies will be folded into the
frequency range from 0 to 1/2At cycles per second. This cutoff frequency,
f. = 1/240t, is known as the Nyquist folding frequency. ’

11



Recognizing the inherent problems associated with digital representation
of data and frequency domain calculation, the study plan called for an exten-
sive investigation to define the errors associated with the computation of the
Fourier integral transform, and the development of a prototype control system
on a general purpose computer associated with a laboratory dynamic data analysis

system.

The specific Fortran statements that perform the Fast Fourier Transform
used in this study are contained in Reference (3). :

12



FEASIBILITY STUDY RESULTS

Fourier Integral Transform Error Study

Three mathematically simulated analog data pulses were generated by the
computer. These pulses were then sampled, according to a fixed plan, to simu-
late actual analog-to-digital (A/D) conversion. The sampling parameters were:
(1) word size M (numbexr of bits in A/D converter word); (2) sampling rate R
(samples/second); and (3) sampled record length T (seconds). The Fast Fourier
Transforms (FFT) of these sampled pulses were then computed and plotted. The
plots were compared with the plot of the theoretical Fourier transform of the
pulse to determine the errors involved in quantization, sample record length,
and sampling rate variation. The effect was similarly studied by adding
pseudo-random noise to the sampled pulses (1] ana again comparing the trans-
forms. ‘

The simulated A/D converter word sizes used in the error study were
M =8 (8 bits plus sign), M = 10 (10 bits plus sign), M = 12 (12 bits plus
sign), and M = 14 (14 bits plus sign). Also, for each word size (M = 8, 10,
12, and 14), the following matrix of sample record length (pulse duration),
T, and sampling rate, R, was used in the error study.

. R S| ,12 | s | s
~ ® | @
,=5 ® | & | @
3| @ ®
5,71 @

2t @

First pulse, terminal peak sawtooth.-The terminal peak sawtooth pulse
used in this study meets the basic shock test requirements specified in
MIL.STD.810B. This pulse was chesen as a typical pulse. The actual pulse
used contained a trailing negative block, of area equal to the positive saw-
tooth, such that the overall pulse would contain no d.c., or zero frequency,
energy. This condition is necessary for operation on electromagnetic exciters.
The pulse is described as follows (also, see Figure 4):

[1] During the noise study, the errors due to quantization, sample record
length, and sampling rate were minimized.

13
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The specified times are:

t

1 0.0044 second;

li

t, = 0.0099 second = £, +

t, = 0.0154 second;
t, = 0.0704 second;
t. = T seconds;

f(t) = 0 (for t < tl);

At 3 At
(t3—t1) 0.011

f(t) = (for t, < t < ty) and £(t;) =0

1

f£(t) =-0.1A (for t, < t §_t4);

3

<t <T);

£(t) 0 (for t

4

f£(t) 0 (for t > T).

[

The Fourier integral transform of this pulse is

wT

sin(z—) . : . .
F(3w) = 3 | [A ——217 302 _ 1 107303 4 g 1p07T0t4 (15)
Jw (259
2
where:
T =t -t
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This Fourier integral transform is plotted directly from Equation 15
(Figure 3)., TFigures 4 through 10 illustrate the individual effects of sepa-
rately varying M, R, and T for this pulse. These effects can be summarized
as follows.

1)  Quantization ervor. The zero frequency, (d.c.), component, signified by
hash mark on the left margin of the. figurec, approaches zero (proper value)
with increasing word size (Figure 6). There is no significant degradation
of the transform, in the bandwidth from 2 to 5,000 Hz, due to word size as
low as 8 bits,

2) Sampling rate. Insufficient sampling produces two effects. First, the
Fourier transform is truncated at one-half the sampling frequency (Nyquist
frequency),, Second, as the transform approaches the Nyquist frequency, it
increases(4) above the terminal slope in a '"ski slope' manner (Figure 7).
This is referred to as aliasing and in serious cases the errors carry back
into the low frequency domaln (refer to "Second Pulse, Modified Step Decay"
Subsectlon)

3) Sample record length. The pulse duration, T, is varied by the addition of
zero amplitude data values. The overall effect is to produce closer fre-
quency resolution, Af. The minimum value of T (T = 2~ seconds) produced
a segmented, nonsmooth, transform[z].’ The discrete frequencies. Since
there were no sharp peaks in this transform, the lack of frequency domain
resolution was not judged to be serious (Figures 8 through 10).

Second pulse, modified step decay[3].—The modified step-decay pulse was
chosen to demonstrate the errors generated by quantization of analog data. This
pulse was considered as a good test case because of the low exponential slope at
a low amplitude. Quantization of this slope will convert it from a smooth con-
tinuous function into a distinct staircase function. A description of the pulse
in the time domain is

-t ~Bt

B e s )

Je ™" - [—Ejte
(-0)> (8-0)2

a 2 —at B3

f(t) E?E:ETJt e + [(U—B)3

+ [

this' time history is illustrated in Figure 11. The Fourier transform of this
pulse is

Fo) = [——l— (17
(o+juw) ” (B+jw)

and is illustrated in Figure 12,

[2] Due to straight line interpolation between discrete transform values.

ae—dt ~ Beaﬁt
[ oy ], was originally tried, but

{31 A step—-decay pulse, f(t)

was not used for further analysis due to excessive energy above 5 kHz,
which created aliasing problems.
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The parameters of Equations 10 and 11 are:

A = scaling factor, 24,576x108;'
B = 314.1 radians/sec;
o = 6,283 radians/sec;
e =lnaperian base, 2.7182818....

The effects of quantization word size, sample record length, and sampl-
ing rate are summarized as follows.

1) Quantization error. Figures 13 through 16 illustrate three effects of
inadequate word size. First, the zero frequency value should be equal
to zero and only the large word-size computations approach the proper
value. Second, for small word size (8 and 10 bit plus sign), the com-
puted transform erroneously oscillates above and below the theoretical
transform in the low frequency domain. Finally, small word-size conver-
sion produces hash in the high frequency domain.

2) Sampling rate. Figures 16, 17, and 18 illustrate the effects of inade~
quate sampling rate. First, the transform is computed only to the
Nyquist frequency (one-half the sampling rate). Second, aliasing occurs
to such an extent (Figure 17 in particular) that the ski-slope effect
occurs at both the low-frequency and high-frequency domain and the com-
puted transform undershoots in the midfrequency domain.

3) Sample record length. Figure 19 illustrates the effect of insufficient
sample record length, which is to eliminate the computation of frequency
components below the inverse of the sample record length, T.

Third pulse, shaker impulse response.-The third pulse was designed to
represent the impulse response of an electromagnetic exciter. The transfer
functionl4] of an electromagnetic exciter can be described(S), using LaPlace
notation, as follows.

; ol
kls )
5 4 3

5
ST + K¢ i -+ '
K87 + Ki87 + K, 8 RS + Ky

H(s) = (18)

[4]

55.
H(s) = (S)/El(s) (acceleration out/voltage in)
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The factored form of this transfer function is,

KS2 .
Hs) = 2 55 5 (19)
(s+ml)(s +2628w2+w2 Yy (s +2638w3+w3 )
and is plotted(6) as[s]:
log H(m)?

log w e

The break point at wj is due to the armature suspension and occurs at
quite low frequency, less than 2 Hz. If the breakpoint at wj is ignored, the
transfer function can be approximated by the product of

w

Fl(jm) = > 2 3 5 * and (20)
[(a +w3 ) - w+i2aw]
. _ juw .
Fy(quw) = =5 7z
[(o +w2 ) - w +j20w]
Therefore,
(fw) w3 (21)

F(jw) =
: [(u3+w32) - w2+j2aw] [(02+w22) - w2+j20m]

is the simulated transfer function and the impulse response of this function is
the time domain convolution of

f1(t) = e~atsinw3t , and
(22)
fz(t) = e (coswzt - g 31nw2t).
)
2
Therefore, f£(t) = fl(t)*fz(t). (23)

In the theory of LaPlace Transforms, S = ot+jw. In this case, o = 0.

17
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The method of generation of this pulse was considerably different from
that of the first two. The pulse information was generated in the frequency
domain from Equation 21. The parametric values used in this equation were:

Wy = 628 radians/sec;

Wy = 17,593 radians/sec;
62 = 2.8;

63 = 0,0187;

o = 62w2 = 1,758;

o. = 53w3 = 330.

Equation 21 was multiplied by a scaling factor,

A =1.95 x 105,

to yield a time history of suitable amplitude. The frequency domain informa-
tion was then inverse transformed into the time domain to produce the desired
shaker impulse response (Figure 20). Due to computer inaccuracies (24-bit
significants in floating point words), the inverse transformation produced
small imaginary components in the time domain. To facilitate working with the
pulse these imaginary components were equated to zero for subsequent analysis.
The theoretical transform was then generated by transforming the above data
(time history pulse) back into the frequency domain using full computer
accuracy (24 bits) (Figure 21). The zeroing of the imaginary components in
the time domain resulted in a sharp "hole" at 8,192 Hz and integer multiples
thereof. The shaker impulse response was sampled and transformed with various
values of the control parameters, M, R, and T. The results are summarized as
follows:

1 Quantization error. Figures 22 through 25 illustrate the effect of inade-
quate A/D converter word size. First, the zero frequency components,
which should equal zero, were largest; therefore, in greatest error for
the small bit-size words. Second, for the smaller bit-size words, serious
aberrations occur in the low-frequency domain. In the case of the 8-bit
word, these aberrations created a notch at 30 Hz., This type of phenomenon
was previously experienced in analyzing real impulse response data from
available shakers; it therefore indicated gcod modeling in this error
study. Finally, the smaller bit-size words produced high frequency hash
as previously shown. It must be noted that although the high frequency
hash, produced by quantization error, is of relatively low amplitude, it
is important because the actual transfer function of an exciter system
is determined by ratioing two such Fourier transforms (output divided by
input). Since both transforms will contain this hash, the ratio will
seriously detericorate in the high frequency domain.

2) Sampling rate. The sampling rates used on this pulse were 214 and 216

samples per second. Both produced excellent results out to 5 kHz.

18
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3) Sample record length. The sample record lengths used were 2 and 2
seconds. Both record lengths are suitable, except that the 2-1 second
record length yielded a smoother transform.

Additional investigation.-The results of the above error-stpdy point to
the problem of A/D converter word size, M. Sampling rate, R, and sample
record length, T, are well defined by the upper and lower bandwidth require-
ments; i.e., if the lower frequency requirement is 2 Hz, then the sample
record length must be of the inverse of 2 Hz (0.5 second); also, if the
upper frequency is 5,000 Hz, the sampling rate, R, should be at least 214
(16,384) samples per second and preferably four times the upper fregquency
or 20,000 samples/second. The quantization error problem can be solved by
using a large word-size (14 bits plus sign) analog-to-digital converter.
Since 10 bit plus sign converters are common and less expensive than 14 bit
plus sign converters, the possibility of reducing the resulting quantization
error through software techniques was investigated.

Since it was established that most A/D converters use a chop routine in
the decision making process, as opposed to a rounding routine, a bias could
therefore be placed on the resulting digital data. This is especially true
when the routine chops toward either full scale value. In the error study,
the simulated process chopped toward the negative full scale value. It was
reasoned that if the analog data was evenly or uniformly distributed between
quantization levels, then the bias could be removed by adding one-half
quantization level size, or one-half bit, to each data value (synthetic zeros
added to the pulse data would not be affected).

Special software, termed Unbias Routine, was generated and applied to
the second and third pulses of the error study. The parametric values were:

M

8?.10, 12, and 14 bits;
R = 214 samples/second;
T = 2—l seconds.

Figures 26 and 27 (transforms of the Shaker Impulse Response), and
Figure 28 (transforms of Modified Step Delay Pulse) illustrate the effective-
ness of the Unbias Routine. Note how effectively the Unbias Routine draws
the computed transform into agreement with the theoretical transform in the
low—~frequency domain. Also, note the dramatic reduction in the zero frequency
(d.c.) component (thecretically it should be equal to zero). Also review
Figure 6, Finally, note that the Unbias Routine in no way reduced the high-
frequency hash that results from inadequate word size. From this the follow-
ing conclusion is drawn. The Unbias Routine will help reduce the effect of
quantization errors in the low-frequency domain only. It does not help the
quantization error induced high-frequency hash. Therefore, inadequate word
size will limit the effective bandwidth over which a transform may be defined.
Consequently, a bandwith over which a transfer function (ratio of two trans-
forms) can be accurately defined is also limited.
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Noise.-The problem of errors being introduced into the Fourier tramsform,
due to noise riding on the actual data, was also studied. This was accomplished
by adding pseudo-random noise, with a Gaussian distribution, to the shaker
impulse response data. The distribution assumed a range from -4¢ to +40 with
100 discrete levels.

The shaker impulse response pulse was generated for 2,048 points. To
each of these points, a random number was added. This was done for three
different rms noise levels---82 units, 164 units, and 328 units.

An rms level of 82 units is equivalent to 0.5% of the full scale of
16,384 units. For a 14 bit plus sign word size, 1 unit makes up l-digital
count, and the rms noise level is 82 counts; for a 12 bit plus sign word size,
4 units make up l~digital count, and the rms noise level is 20.5 counts; for
10 bit plus sign word size, 16 units make up l-digital count, and the rms
noise level is approximately 5.1 counts; and for the 8 bit plus sign word size,
64 units make up l-digital count, and the rms noise level is approximately 1.3
counts.

Figures 29 and 30 illustrate the Fourier transform resulting from the
superposition of noisel6] onto a signal. Referring to Figure 29, the hash
in the high frequency domain is independent of word size (not quantization
error) and 1s considerably larger than the hash produced by quantization error
(Figure 22). From this, it is assumed to be the transform of the noise itself.
Again, the effect of digital word size, in the A/D conversion, shows up in the
low-frequency domain. The larger the word size transform, the closer is the
match with the theoretical transform. Based on previous work, it is assumed
that the 14 bit plus sign word size transform is equal to the transform of
the noise superimposed onto the transform of the shaker impulse response
transform. Figure 30 illustrates the effectiveness of applying the unbias
routine to the data. In this figure, the transform of the 8-bit word size
data with the unbias routine is compared with the transform of the 1l4~bit word
size data without the umnbias routine.

Two generajized conclusions are reached from this noise study. First,
the existance of noise on a time-domain function limits the accuracy to
which the Fourier transform of that function may be computed. When the
noise is the limiting factor, increasing the digital word size will not help.
This statement places a constraint upon the performance of equipment, in that
the static-noise level must be held to an absolute minimum. It suggested
that the rms level of noise, at the A/D converter, should be l-digital count
or less. Second, the unbias routine improves the accuracy of the transforma-
tion process, even in the presence of noise.

(6]

Only the results of the 82 units rms level noise is presented here. The
higher noise levels offer nc new information.
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Experimental Investigation with a Transient Waveform Prototype Control System

An on-line prototype control system, corresponding to the "Transient Wave-
form Control Logic Diagram' (Figure 3) was developed and evaluated in the
Environmental Test Laboratory of the Aerospace Group, The Boeing Company,
Seattle, Washington. The primary elements of the control system are con-

tained in a digital "Dynamic Data Analysis System Data Processing' (Figure 31)
schematic and pictured in Figures 32A and 32B.

This data system provides data processing support for vibration, acoustic,
and shock test operations and is geared to provide a large-volume production
analysis capability for random and transient data.

The analysis capabilities include:

1) Power spectral density;

2) Cross power spectral density;

3)  Amplitude probability density;

4)  Amplitude probability distribution;
5) Auto correlation;:

6) Cross correlation;

7) Shock spectrum;

8) Fourier spectrum;

9) Transfer functions.

Communication between the vibration test laboratory and the computer was
accomplished with a remote computer test station (Figures 33A and 33B). The
computer is controlled by the vibration test system operator using six thumb-
wheel switch positions on the remote station. The Transient Waveform "Control
System Signal Definition and Flow Diagram" are defined by Figure 34. The
software "Inter-Overlay Operational Logic Versus Remote Test Station Switch

Position" is shown on Figure 35.

The vibration test control console cperator exercises complete control
over the transient environment in the following manner:

1) The operator establishes that the required transient waveform is realiz-
able on the equipment. This implies that the required deflection,
velocity, and acceleration will not exceed test equipment limitations.

2) The operator enters a digital description of the required waveform into
the computer via card reader at switch Position 1. This data is nomi-
nally scaled to slightly less than 2.00 volts maximum. [/

(7]

The Dynamic Data Analysis System has a 2.0 volt maximum limit at the A/D
converter and at the D/A converter.
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3

4)

5)

6)

7)

1

2)

3)

The operator advances to switch Position 2, activates the test system,
and establishes the vibration test console master gain setting for the
calibration pulse control accelerometer response. This setting is
obtained by viewing the peak response. The operator presses the ENTER
button on the remote station, permitting the calibration pulse to be
transmitted to the control console as an input signal. The correct
nominal level is normally attained by the second iteration of console
gain adjustment.

The operator advances the remote station control to Position 3, with

the test system active, and actuates the ENTER button. In this position,
the calibration pulse excites the system and the computer, via A/D con-
verters, interrogatecs the calibration and response time histories and
from them develops the system transfer function. The computer then goes
on to compute the synthesized signal. It then returns control to the
operator via a waiting light on the remote test station.

The -operator advances the control to Position 4. This position enables
the operator to look at the synthesized voltage time history to evaluate
its probability of synthesizing the correct waveform (i.e., is it
clipped in transmission, does it contain an initial or final step func-
tion that will violate the intent of the calculation?). For example,
see Figures 47 and 57,

The operator advances the remote test station contrel to Position 5 for
the actunal test. The test system is active at the previously established
master gain setting and the ENTER button is activated. The synthesized
signal is tranmsmitted to the control console to produce the required
waveform at the response location. The response waveform is monitored

by the computer and subsequently analyzed and plotted in the time domain
and frequency domain.

The operator options to advance to Position 6 to exit the program (testing
complete), or to return to Position I or 2 for further testing.

The prototype control system characteristics during the evaluation were:
Analog to digital converter word size equal to 10 bit plus sign;

Sampling rate of 20,000 samples/second (i.e., 4~data points for the
highest frequency of interest):

Antialiasing filters in front of the A/D converters (6-pole Butterworth
low-pass (5 kHz)).

>

The waveforms selected for this experiment were derived from the TAT/

Agena-D launch vehicle (0GO-D spacecraft)(7)[8] and were considered typical
of staging transients cligible for simulation on laboratory test apparatus.

[8]TAT is Thrust Augmented Thor/Agena-D Launch Vehicle and 0GO-D is Orbiting

Geophysical Observatory
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S

The prototype control system included many print and plot options that

were used during the development of the digital program. A complete set (15
plots) are included for one transient simulation PL 20 at T + 234.5, Agena +
x vibration, which was a vibratory response to shroud ejection. The second
transient to be simulated was PL 30 at T + 234.5, Agena + x acceleration.

The experiment was conducted on a Ling 249 (30,000 force pound) vibrator
driven by a Ling PP 120/150 kva amplifier. The test specimen was a 450 pound
plate.

(7)

A statistical analysis of the synthesized OGO-D flight data that had a

time domain error variance of less than 13% is given in Appendix III.

The experimental data, derived from the digital control system plot

optlons, are:

1)

3)

4)

5)

7)

8)

9)

10)

11)

A time history plot of the test system calibration pulse (Figure 36);
The Fourier transform modulus of the calibration pulse (Figure 37);
The phase spectrum of the calibration pulse (Figure 38);

The time history of the test sysﬁem control accelerometer response to
the calibration pulse (Figure 39);

The Fourier transform modulus of the control accelerometer calibration
response (Figure 40). (Note that this response approximates the modulus
of the transfer function, H{), of the system. The vibration console
operator would view this plot as the "epen loop’” response of his system.);

The phase spectrum of the test system calibration response (Figure 41);

The frequency domain plot of the test system inverse transfer function
modulus (Figure 42);

The frequency domain plot of the test system inverse transfer function
phase spectrum (Figure 43);

‘A time history plot of the required waveform to be controlled at the

test specimen (Figure 44);
The Fourier transform modulus of the required waveform (Figure 45);
The phase spectrum of the required waveform (Figure 46);

Note that during the operation of the control system (Figures 36, 37, 38,

44, 45, and 46) plots are available to the test console operator in switch
Position 1 before establishing the calibration level in switch Position 2.

12)

13)

14)

A time history of the synthesized input voltage to the test system
(Figure 47);

A time history plot of the synthesized transient waveform (Figure 48);

The Fourier transform modulus of the synthesized transient waveform
(Figure 49);
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15) The phase spectrum of the svnthesized transient waveform (Figure 50).

The fidelity of the synthesis can be judged by comparing:
1) Time domain (Figure 44 with Figure 48);
2) Fourier transform modulus (Figure 45 with Figure 49);

3) Phase spectrum (Figure 46 with Figure 50).

As previously noted, this data contains an error in the low frequency domain
caused by quantizing error, This data is the result of the initial attempt at
transient waveform control. The data from a second experiment, incorporating
some of the techniques developed in this study; (i.e., reduction of test system
noise, optimized data transmission) are presented in Figures 1-B and III-1.

To verify the operational characteristics of the control system, the
master gain control at the test console was adjusted for a 33-1/3% increase
in the amplitude of the required waveform. Using the same time history '
illustrated in Tigure 47, the synthesized transient waveform is completely
defined by Figures 51, 52, and 53. This Jdata is included to provide an
empirical insight into the adverse effects of test systoem nonlinearities.

The synthesized waveform in Figure 48 has characteristic peaks of +27.5 g's
and -26.5 g's. With the 33-1/3%7 increase in the master gain setting, the corre-
sponding peaks increase to 37 g's and ~35 g’
and 32%. This data shows that the system is very nearly linear (see Page 114,

Ty K . . ok
Nonlinearities™),

Figures 54 through 60 relate the results of applying waveform control to
a transient with known d.c. content. The Fourier transform modulus, F'(w)p
(Figure 59), of the synthesized transient waveform, {'(t)g (Figure 58), did
not match the Fourier transform modulus, F(w)p (Figure 55), of the required
transient waveform, f(t)g (Figure 54), because the synthesized input voltage,
f(t)g (Figure 57), did not start (first data point) at or near zero. Conse-
quently, a large step funection was inherent in the synthesized input voltage,
f{t)g. The systems' response, f'(t)g, to the synthesized input, f(t)g, with
superimposed step function, was a superposition of the required transient
waveform, f(t)r, and the system step function response. This is clearly
identified by observing the high frequency spectra, above 500 Hz, in Figures
40 and 59. Note the similarity of {orm. This is due to the system 'ringing."
Figure 55 represents the required transform. Therefore, Figure 59 represents
the superposition of Figures 40 and 55. This illustrates the importance of
ensuring that large discontinuities at t, do not occcur. With the step function
removed, an improved waveform control is illustrated in Appendix IIT.

This prototype transient waveiorm control system, used on an clectro-
magnetic test system, is curvently in use for the successful conduct of shock
test requirements pevr MIL STD 810B specification. An example of this type of
waveform control is shown in Figure 2.
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Control System Empirical Error Study

The objective of the error study is to provide a model of the control
system for estimating the bound on reproducibility of the required transient
waveform on typical laboratory test apparatus. Identification, isolation, and
evaluation of error sources are semiempirical. - Initial efforts to obtain the
proper framework for the expected error bound are developed in Appendix I,
"Error Analysis of a Transient Waveform Control System.' TIts basic assumption,
that the background noise could be represented by a stationary stochastic pro-
cess, is in error as demonstrated with practical experience experimenting with
the prototype control system.

Optimization of this type of control system demands explicit attention to
every source of potential noise in both the test system and the media of data
processing., Background material for this study is derived from the specialized
knowledge of signal theory practiced by the communication engineer(l)(z)(A)(S).

The major error sources; considering test equipment, measurement, and data
processing techniques are:

1) Vibration test system noise;
2) Test system nonlinearity;

3) Data aliasing;

4) Data Truncation;

5) Data interpolation;

6) Data quantization.

These error sources are discussed as follows, together with empirical
results, directing the structure c¢f an applicable error model.

1) Vibration test system error. This error is caused by a time-variant
response of the system, due to noise. The characteristics of typical test
system noise was measured and estimated by Fourier transforming a 400 msec
sample (2,5 Hz resolution)., Baseline data for this experiment were derived
from swept~-sine excitation of a vibration test system. The response of the
system is shown in Figure 61. This noise, equivalent to 0.1 G rms, measured
at the control accelerometer, and its spectral representation are shown in
Figures 62 and 63, The characteristics cannot be represented by a stochas~
tic process; the energy in the time domain is predominately 60 Hz and
harmonics. The error source is readily tested by sequentially impulsing
the vibration test system at various power levels and evaluating the dif-
ference in the noise~error term, The Fourier transforms of the impulse
response, Figures 65, 67, and 69, demonstrate that as the acceleration
amplitude is increased, the noise error contributes a smaller percentage
of the total energy. Corresponding time histories of system response are
shown in Figures 64, 66, and 68, Improving signal-to-noise ratio will
improve the accuracy and resolution of the synthesized waveform, f'(t)R.
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The acceleration noise floor, measured by the control accelerometer, is a
measure of the resolution error in the synthesized waveform, f'(t)R. If the
noise is considered as a signal and nonrandom, an expected error-bound can be
defined. The error attributable to the vibration test system noise is equal to
the peak-to-peak value of the system noise. 1In this case (Figure 62), +0.25 g
peak, wherein, the best resolution obtainable will be +0.25 g peak. The reso-
lution may be better than this if the error terms (i.e., considering noise as a
signal and examining the spectral distribution of this signal (Figure 63) are
not critical in defining the test system transfer function, H(w).

The time-invariant response of the vibration system will not contribute
to an error term. Any invariant response is calculated as part of the test
system transfer function, H(w).

2y Test system nonlinearities. This error source is the subject of a separate
study element. Transient waveform control has been demonstrated on electro-
magnetic test equipment that is characterized by mild nonlinearities simi-
lar to G.S.F.C. test systems. The errors in the Fourier transform of a
nonlinear time function occurs at. a relatively low amplitude and at fre-
quencies greater than 4 kHz,

3) Aliasing error. The error term resulting from folding of all frequency
content above one-half the samplig§ frequency of the discrete Fourier
transform into lower frequencies‘®/.

In this analysis, a signal, f£(t), is bandlimited such that

Flw)

i

[osoe™ e for Ju] < uy, (24)

i
o

F(w) for |w] > w,.

B

If this signal is sampled at a rate twice the bandlimit frequency, w_, a
‘spectrum, F(w), is generated as shown. Note the generation of periodic
components centered about the sampling frequency, +w . These components

must be removed by lowpass filtering., The filter chiracteristic is Aw) .
For w, = ZmB the required filter is not physically realizeable.

llF(w)[ ;/FWWIA(N)}

ol M\

- - 0] “+0) +u
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If the sampling frequency, w , is less than twice the bandwidth, Wps an
overlap in spectra occurs in the higher frequencies as shown.
IF(m)
[
v/ /
Y \4 ) /
4 7 7 wS<2w \
! ¢ v !
/ & A \
! % !
i I \ \
1‘I % L X ) ‘t a \
- 0
~wg “p “B s

Sampling frequencies for the Transient Waveform Control System should be

at least four times the bandlimit, w,. The maximum sampling speed is limited
by the number of data points the computer is capable of storing and manipu-
lating at any one time. The bandlimit, 5 kHz, will dictate a sampling fre-
guency of at least 20 kHz, By increasing the sampling frequency, the abrupt-
cutoff filter bandpass characteristic, A{w), can be relaxed as shown.

/ l}? (w) \
' . e | A{0) l
/ M,.M‘«{ hY ,/}[ /;’M““MM/” Y
\*\\ / wS>2 oy
: : {
“g 0 “p “s

Applying this logic, a square pulse was analyzed. This can be considered
a worst case, on basis of rise time input to the Transient Waveform Control
System, Figure 70 shows the time history of this pulse, and Figure 71 shows

the modulus of the Fourier transform of this pulse. The unaliased Fourier

transform of a sguare pulse will decay at a slope of -1. The deviation
from -1 slope, shown in the transform of Figure 71, is a measure of aliasing
error.

The Transient Waveform Control System upper bandlimit is specified at 5 kHz.
The transient calibration input, £(t);, and the transient calibration out-
put, f(t)o, were sampled at 20 kliz samples per second. With the sampling
theory outlined above, a 6-pole Butterworth filter was chosen to reduce the
energy content of the Fourier spectrum by 36 db at 10 kHz. The filtered
square pulse is shown in Figure 72 and the Fourier spectrum in Figure 73.
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The high sampling rate and low-pass filter have reduced the aliasing error
to an unmeasurable level. The low-pass filter has also reduced the energy by
3 db at 5 kHz. This energy loss will not affect the definition of the transfer
function, H{w), if identical low-pass filters are used to filter the transient
calibration input, f(t);, and the transient calibration output, £(t) . The
transfer function is the ratio of the Fourier transform of f(t)O and the Fourtier
transform of f(t)i. The low-pass filter characteristics cancel when this ratio
is computed. With proper signal processing techniques, the aliasing error will
not contribute to the error model.

The sampling rate for a 5 kliz bandwidth should be at least 20 kHz. The
low-pass—antialiasing filter should have a corner frequency at 5 kHz and an
attenuation slope of at least 36 db per octave. This will reduce the aliasing
term to 1.66% of it's unfiltered value.

4) Truncation error. The operation of transient waveform control requires
that the transient input calibration signal, f(t)i; the transient output
calibration, f(t)o; and the required response function, f(t)R; must each
be described by an equal number of data points, N. The sampling interval,
At, and the sample record length must also be equal for all pulses. Obvi-
ously, this will not occur naturally and some adjustment must be made.

For example, f(t)i will essentially go to zero in 5 msec, f(t),, will go
to zero within approximately 20 to 60 msec, and f(t)p may endure for

200 msec., If £(t)_ 1is recorded for the full 200 msec, about 140 to

180 msec (70% to 90%) will be residual system noise and will seriously
affect the computation of the system transfer function, H(w). The solu-
tion to this problem is to incorporate into the computer software a trun-
cation parameter, T, for the input calibration signhal, f(t).,, and for the
output calibration response, f(t),. This truncation parameter is defined
as that point in time after which all record data is to be replaced by
zeros until the required sample record length, T, is achieved. Since the
input calibration signal, f(t);, is generally fixed, so is it's truncation
parameter. The system output response function, f(t),, is not fixed and
as such, it's truncation parameter must be variable. 1 must be determined
by observing f(t), and estimating its proper value. The estimate is
determined by observing the envelope of the response decay and deciding
where f(t)o approaches zero and only residual noise continues.

In practice, only 1 for f(t)O must be estimated; however, if 1 is too
short, f(t), will be truncated, its Fourier transform will be in error, and the
resulting system transfer function will be in error. Conversely, if 1 is too
long, too much noise energy will be analyzed, and the system transfer function
will become noisy.

e ) . . (2)

Another result of too long a truncation length is wrap around error .
The required waveform, f{t)R, is convolved with the inverse of the system
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impulse response function, l/h(t)[g]“ This cyclic convolution may generate
significant wrap around error if the required waveform, f(t)gp, is quite long

in time relative to the time duration of the impulse response function, h(t).
Wrap around error can be eliminated by ensuring that enough zero amplitude
data points are added, such that their number exceeds the number  of data points
in the required waveform, f(t)R. ‘

. 4 . . . .

Convolutlon( ) describes the action of a physical system as it takes a
weighted average of some physical quantity about a small range of some variable.
Thus, the integral

oo

f(X)O= [ f(X~-t)h(t)dt (25)

describes the process for continuous data. The input function is f(t) and h(t)
is the impulse response function. The function f(X)O is the system response to
the input £(t).

For a graphic example of convolution, consider the input function, f(t),
to be a stepped exponential decay function. Convolve this input function with
an impulse response function h(t), arbitrarily a rectangle function. Let %
symbolically denote convolution. Then,

f(X)O = f(t)i*h<t)

£(t
E (£) Qh(t) £ (3)

Note that in Equation 25, the input function is reversed before the multiplica-
tion and integration take place,

The convelution process for discre%e data is periodic in time and is called
cyclic convolution. Cyclic convolution 2) can be described by the summation

[9] The Fourier transform of the system impulse response, h(t), is equal to the
system transfer function, H(w). Therefore, as the transient calibration
input, f(t); -+ &(t), an impulse function ) the transient calibration out=-
put, f(t)O > h(t), the system impulse response.
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5 :

n=N

f(XAt) = At I
n=-N

f(XAt-nAt)h(XAt) .

(26)

Cyclic convolution can be understood by referring to the following diagram.

/

£(t) £()
A J B
T 2
T L ;»- T T =tz
h(t) h(t)

c

Ideally, pulse A is convolved with pulse C, but note that as A is con-
volved with C, pulse B is overlapping the end of pulse C and is simultaneously

convolved with pulse C.

This overlap, or wrap around, can be avoided by trun-

cating the sequences to some length, 7, less than T and adding n zeros, such

that t+n zeros = T, as shown below.

£(t)

£(z)

B |

Zeros

h{t)
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The effect of varying values of the truncation parameter, T, was empir-
ically tested by sequentially inputting a calibration pulse to the vibration
system and calculating the system transfer function, H(w).

The calibration output, f(t), (Figure 74), was truncated to 350 data
points (17.5 msec) out of a total of 4,096 data points (187.3 msec)., Notée the
poor definition of the transient calibration output, f(t), (Figure 75) below
100 Hz. Thus, the truncation time, 1, is too short.

The truncation time was then increased to 800 data points (40 msec) out of
4,096 data points (187.3 msec). Again, truncation error is evident and the
definition of the calibration ocutput, f(t)o, is poor (Figures 76 and 77).

Figures 78 and 79 represent a further improvement. The truncation time,
T, is 2,048 data points (102.4 msec). The definition of the calibration output,
f(t)O> is adequate, except for aberrations below 40 Hz which are attributable to
quantization error, and enough zero amplitude data points have been added to
accommodate a 100 msec required waveform, f(t)R,'without wrap avound error.

The final test in this sequence was to let T equal the total data length
(no truncation)., The results are shown in Figures 80 and 81. An undesirable
increase in the d.c. term and in the noise (60 Hz and harmonics) term is evi-
dent. In conclusion, the transient calibration pulses, £(t), if much shorter
in time duration than the response, (f(t) )}, will not generate significant
wrap around error., In addition, the test system noise contributes a much
larger ervor term in defining the transfer function, H{w), than does the wrap
around effect.

5) Interpolation error. The synthesized signal, £'(t) , calculated by the
Transient Waveform Control System is converted to an analog signal before
it can be used by the vibration system., A digital-to-analog converter
produces voltage steps of constant amplitude between sampling points. The
input signal, f£(t) , is a step~function interpolant of the ideal continuous
signal., This type of conversion can induce:

a) Rapidly varying transients (i.e., those which contain high fre-
quency) that can be distorted by the step-function interpolant
(thig interpolation error is proportional to the slope of the
required waveform) ;

b) Discontinuities in the step-function, that produce high frequency
noise in the vibration test system.

The method of minimizing these error sources is to low-pass filter the
step function interpolant(7) directly after the digital-to-analog conver-
sion proress., Experimentation with the prototype control system
determined this source of error to be secondary.

6) Quantization error. This type of error is the result of the nonlinear
process of converting continuocus analog data into data points at discrete
quantized levels., As an example, consider a symmetrical-triangular func—
tion in time, £(t), as illustrated as follows.
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If this function, f(t), were quantized by means of a chopping routine into
Q quantized levels from zero to K, the functicen fgq(t) results (fq(t) is shown
as a continuous function to eliminate sampling rate errors (i.e., the sampling
interval approaches zero). The Fourier transform of f£{t) is

SINgE‘
} KT 2
Yy = o e 9
E(L), 2 [ '.(,-L)"_I‘_ S (z.7)
2
and the Fourier transform of fq(t) is
SINwT n
gy &1 n (L - Q
Fg(w) = =— 1 (1 - 2) . (28)
Q n=1 Q wT (1 - E)
2 Q

Where K = peak amplitude of triangular function;
T = pulse duration;
Q = number of quantization levels from zero to Kj
w = radian frequency;
n = an integer.

Therefore, the generalized error in the frequency domain due to quantiz-
ing a symmetrical triangular pulse, f(t), into a quantized function, fq(t), .is

SINwT 2 Q-1 SINwT (1 - E)
1 2 1 n 2 0
4 \ =3 —_ - —— - 7
Fe (w) KT 13 o 3 z (1 Q) ot a5 (29)
2 n%l 2 Q
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for the situation where,
=5, Q=5,T=10

the error function is as illustrated as follows:

6+

Fe(w) 21

TN,

0 sM N AL e .

H
1.0 2 0 \%f 3.0

-2 4 FREQ o

The preceding graph illustrates large aberrations in the low frequency
domain; therefore, it generally agrees with the results in the "Fourier Inte-
gral Transform Error Study" Section of this report.

This error source was also studied in detail and the results are reported
in the "Fourier Integral Transform Error Study" Section. That study indicated
the need for large word size conversions (i.e., 14 bits plus sign). Further,
it demonstrated the need for an unbiasing routine to reduce the low frequency
errors generated in the Fourier transforms of quantized data, due to the bias
imposed by -the quantization method.

Exror model,-The empirical error model incorporates six sources of error
(Figure 82)., The model identifies and locates cach error in the signal flow
paths of the control system, and is further developed in Appendix I.

Bound on reproducibility.~Any error source defined previously can contri~-
bute an error term, such that the required waveform cannot be reproduced.
Special data processing techniques previously outlined will reduce quantiza-
tion error, aliasing error, truncation error, and interpolation error to a
negligible level. Nonlinearity error for electromagnetic vibration systems
of NASA Goddard is small and considered not serious (see "Nonlinearity"
Section).

The major source of ervor, the vibration ystem response error, is dus to
system nolse, The system noise floor will establish the upper»bound on the
reproducibility of the required signal.

A statistical description of the bound on expected performance character=
istics_of the proposed system is presented in Appendix IILI. The 0GO-D flight
data, 7) gubject of experimental investigation in this transient waveform
control feasibility study, exhibited a time-domain variance of less than 13%.
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Equipment Limitations

C
The use of an electrodynamic vibrator for transient waveform control )
(10) (11) is subject to limitations imposed by: (1) the mechanical configura-
tion of the shaker; (2) the capability of the driving power amplifier; and (3)
the nature of the transient waveform to be synthesized.

To avoid damaging the armature of the shaker, the velocity at the end of
the total transient acceleration must be zero. Because of this requirement, it
may be necessary te add an acceleration transient of the opposite polarity to
that of the original pulse. An application of this requirement (Figure 2)
shows a rectangular shaped deceleration transient (within the specification
tolerance) added to meet this requirement.

The total displacement of the armature must be within the displacement
limitation of the vibrator. The peak acceleration of the transient waveform
must not exceed the acceleration limit of the vibrator armature. The experi-
mentation with the prototype control system operated within these conditions.
It is feasible that either electrical or mechanical biasing of the armature
be used to alter the vibrator's stated deflection limitations. Another
possibility is to design the required transient waveform with a very-long
acceleration pulse of low magnitude before the required transient waveform,
f(t)R, to mechanically bias the armature. The actual armature deflection
availeble can always be related to specimen/fixture weight and the specified
spring rate of the armature flexures.

The limitations imposed by the power amplifier are as follows.

i) The design of the high voltage power supply determines the maximum time
duration available for the transient waveform.

2) The frequency response of the amplifier determines the vibrator's ability
to reproduce complex high frequency content waveforms.

3) The force capability is limited by the current‘capability of the amplifier.
4) The final output tube plate voltage swing limits armature velocity.

5) The transformer coupling characteristics 1imit the low frequency capability
(illustrations of low-frequency limitations are contained in Appendix II).

There is a general reluctance of equipment manufacturers to specify the
transient capability of their vibration test systems.

The transient rating problem relates to the specific test system and its
load. Recognizing the load (i.e., vibrator armature, fixture, and specimen)
cannot be considered as purely resistive since both resonances and antireso-
nances influence the power requirement. Future procurement specifications for
laboratory equipment, dedicated to transient testing, should be subject to the
following considerations.
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1) The design of the power amplifier must be capable of driving the final
output tube plate load to maximum current or maximum voltage under vibra-
tor load conditions without grid clipping or saturation of the preamplifi-
cation stages.

2) The design of the amplifier/vibrator coupling transformers must
accomodate a specified low frequency criteria.

One ancillary step in the laboratory synthesis of any waveform is obtain-
ing knowledge of its acceleration, velocity, and deflection characteristics if
they are not specified. The capability defined in the conceptual design, as a
result of this study, could readily integrate the required waveform, f(t)R, to
provide these parameters.
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Nonlinearities

Background.~The concept of transient waveform control, as defined in this
report, is based on the theory of linear systems. A linear system is defined
by the following two properties: the first property is proportional response.
Thus, if an input signal, x(t), results in an output signal, y(t), when applied
to a system, then multiplication of the input signal by a constant "A" results
in a proportionate change in output.

LINEAR (t)
x(t) | sysTEM v
LINEAR
Ay (t
Ax(£)————r= | ooy | = Ay (D)

The second property is superposition. Thus, if twc separate input signals
x1(t) and x%,(t), are first applied to the system separately and result in sepa-
rate outputs, yl(t) and yz(t), then, if the two inputs are summed,

(xl(t} + xz(t)), and applied to the system, the output will be the sum of the
separate outputs.

LINEAR

X t
l( ) SYSTEM

e Yl(t)

LINEAR
Yy t
v (€ SYSTEM ———s= ¥ ()

LINEAR

Further, if a pure sign wave is applied to the input of a linear system,
then a pure sine wave will appear at the output. Any distortion in the output
wave 1s an indication of system nonlinearity. 1In the real world of engineering,
systems only approximate the quality of linearity and that introduces the fol-.
lowing question. "Are the existing vibration test systems located in Environ-
mental Testing Laboratories sufficiently linear to make transient waveform con-
trol feasible?" To answer that question, the following procedure was followed.
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Procedure.~As a part of the equipment familiarization section of this
study, NASA Goddard supplied certain raw data on the performance characteristics
of their electromagnetic and hydraulic shakers. This data was reduced to de-
fine the linearity of the shaker systems. The nonlinearity of the L.P.S.
(hydraulic) shaker was defined[10] a5 the magnitude difference between the
output motion and an expected sine wave output motion. This was developed
from the 8 Hz sine dwell data. The acceleration waveform was double-integrated
to provide velocity and displacement waveforms, and therefore similar non-
linearity data. The nonlinearity of the electromagnetic shakers [11] was de-
fined by plotting the normalized magnitudes of the respective input and output
sine waves at 50 Hz and up to 20 g rms acceleration against each other. A lin-
ear system would yield a straight line, at a slope of 1.0, from this data.

Since Boeing has successfully performed transient waveform centrol on its Ling
249/Ling PP-120/150 shaker-amplifier combination, its linearity was similarly
defined for comparison. Distortion measurements were also made on NASA Goddard -
equipment and in Appendix II compared to Boeing's Ling 249/Ling PP-120/150
system. . ‘

Since the Transient Waveform Control System technique relies upon the com-
putation of an accurate system transfer function, the effect of nonlinearities
on the transfer function definirion was studied. This was done by modifying[12]
a known pulse by the defined system nonlinearities; then computing the Fourier
transform of the modified data; and then comparing that transform with the
theoretical transform of the known pulse.

Figures 83, 85, and 87 represent the acceleration, velocity, and displace-
“, ment nonlinearity functions of the L.P.S. hydraulic shaker. The modified step-
' decay pulse used in the Fourier transform error study (Figure 11) was modified
by each of these nonlinearities and then Fourier transformed. Figures 84, 86,
and 88 show the resulting transforms. A visual comparison of the transform
(Figure 84) with the theoretical transform (Figure 12) shows the vast errors

generated by these nonlinearities. '

.Based upon the above cursory study, it is concluded that transient wave-
form control is not feasible on the L.P.S. hydraulic shaker in its present
condition. :

Figures 89, 91, and 93 represent the accéleration nonlinearity functions
of the MB C210/MB 5140 system (Figure 89); MB C125/MB 996A system (Figure 91)
at NASA Goddard; and the Ling 249/Ling PP120/150 system (Figure 93) at Boeing.

0 . .
(101 This procedure was used since the distortion was so large that a conven-
tional technique, harmonic analysis, did not seem reasonable.
1 -
[11] MB C210/MB 5140 and MB C125/MB 996A. Only these were analyzed since dis-
tortion data indicated similarity with the other systems. .
[12) '

Digital word size, sampling rate, and sampled record length were sufficiently
large so as not to introduce significant errors.

116



The shaker impulse response pulse used in the Fourier transform error study
(Figure 20) was modified by each of the above nonlinear functions and then
Fourier transformed. - Figures 90, 92, and 94 show the resulting transforms.
A visual comparison of the transform with the theoretical transform (Figure 21)
V“uw_”aqﬁb$‘iﬂéi§aEeﬁwgrrarwgeneration in the high frequency domain (freq >4kHz). '~ The
two NASA Goddard systems exhibited more nonlinear error generation than did
the Boeing system. However, since the errors only occur above 4kHz and at
relatively low amplitude, their overall effect is not serious. Recognizing the
fact that Boeing has successfully performed transient waveform control on its
Ling 249/Ling PP120/150 system (Figures 2 and 3), and since the nonlinearities
of the NASA Goddard systems have a similar effect, it is concluded that the
NASA Goddard electromagnetic systems have adequate linearity to successfully
perform transient waveform contrel.

-
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Conceptual Design of Control System

A Transient Waveform Control System, in conformance to Figure 95, is pro-
posed as a result of this study. Both signal flow and identification and
inter-overlay operational logic comply with Figures 34 and 35. Individual com-
ponents and their minimum requirements for the control system are as follows:

1) The digital computer. The digital computer should include: (1) the com-
puter central processing unit; (2) the computer core memory; (3) the com-
puter input/output (I/0) system; and (4) the priority interrupt system.
It should be well integrated with the other system components to produce
an operating system with high overall efficiency and flexibility.

The digital computer should be of advanced design with a2 memory cycle
time of approximately 1 microsecond and a simultaneous multiple channel input/
output and compute capability.

The computer's instruction set should include a hardware multiply and div-
ide. The machine should have at least one general purpose index register. A
16-bit word size machine may be included provided the assembler will permit
100% parametric programming without regard to multiple instruction memory
addressing.

The computer system should include 16,384 words of core memory (8,196
words of internal memory where the CPU has priority and 8,190 words of external
\ﬁmemory where I/0 transfers have priority).

The computer core memory should include a parity bit. All memory opera-
tions should include the checking of memory parity; the detection of an error
shall cause the occurrence of the parity error interrupt.

The computer should have I/0 capability such as: (1) computer I/0 channels;
(2) a word parallel I/O system; and (3) direct access I/0 channels.

Six I/0 channels should be included in the computer. One channel should
couple the rapid access mass memory; the second the line printer; and the third
the console teleprinter. The card reader and high speed paper tape punch and
reader should share the fourth channel, while five and six would be ADC channels.
Each channel should be independent, and it should be possible to operate all six
channels at the same time. Each channel should be automatic in operation.

Once an I/0 operation has been initiated by the computer, the I/0 channel should
perform the block transfer. The channel should prov1de status and completion
signals to the computer via interrupts. :

The computer I/0 channels should be standard devices with the digital com-
puter. The peripheral devices, coupled through the computer I/0 system, should
be completely compatible with the computer manufacturer's standard software.

Each direct I/0 channel should be independent and it should be possible to
operate all channels at the same time. Each channel .should be automatic in
operation and be functionally equivalent to the previously described computer
AI/0 channels. The direct I/0 system should access all 8,196 words of external
" memory and when the computer is not addressing the external memory bank, no
cycle stealing should occur.

N
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The word paralliel I/0 output system should be used for transfers of one
" word or less under program control. The word parallel system should initialize
other I/0 operations, communicate with.the remote teletypes, drive the remote
and local digital plotters, communicate with and drive the digital to analog
converters, and be used to decode multipurpose interrupts.

2) Rapid Access Mass Memory. A rapid access mass memory should be coupled to
the computer to provide bulk storage for data and programs. The mass
memory should provide a minimum storage capability of 500,000 computer
words with an average access time of 17.5 milliseconds. The block transfer
rate should be no less than 100,000 16-bit words/seconds. Contents of
the mass memory should not be destroyed by power failure. Blocks of
storage should be protected from inadvertent destruction by manual write-
project switches. ' ’ ‘

3) Analog-to-Digital Converter. Two channels of analog-to-digital conversion
writing a l4-bit word and sampling at 20,000 samples per second. ;

4) Digital-to—-Analog Converter. One channel of digital-to-analog conversion
reading a 1l4-bit word at 20,000 samples per second.

5) Digital Plotter. A digital plotter compatible with the digital computer.

6) Line Printer. A line printer compatible with the digital computer.

= 7) Teletype. A local teletype compatible with the digital computer.
8) Card Reader. A card reader compatible with the digital computer.

9) Low-Pass Filter. Three identical low-pass filters---5,000 Hz 6-pole
Butterworth.

10) Data Lines and Signal Conditioning Equipment. Data lines and signal con-
ditioning equipment are included as elements in this conceptual design.
These elements, by definition, are included in the test system transfer
function. Since the total system error is a direct function of system
noise, data lines and signal conditioning equipment must be of high
quality, properly grounded, and shielded.

The following criteria are applicable to the data transmission network.
Data distribution lines should be Belden 8769, or equivalent (i.e., twisted
shielded pair, capacitance between conductors less than 0.004 microfarad
per 100 ft, wire size 22 gauge). These lines should be run through shielded
troughs and conduits. The computer is normally a single-ended device and is
kept isolated from the vibration test laboratory by instrumentation-quality,
differential amplifiers with line driving capability. To optimize signal-to—
noise ratio, the line signal level is nominally 10 volts. The predominant
noise in this type of installation is a function of the common-mode rejection
capability of the amplifiers.
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11) Computer Interface Test Station. The computer interface test station
functions as a laboratory communication and control link with the com-
puter. The detail design is contingent upon computer control room hard-
ware selection and software options elected from the conceptual design.

LT -

Cost Estimate of Proposed System

The following estimate is prepared as a capital item budgetary estimate
and does not consider the various elements of implementation, such as detail
design, planning specifications, system responsibility, installation, system
checkout and acceptance testing, transportation, and taxes. The system soft-
ware is a conservative estimate based on out-of-house procurement.

Digital Computer $35,000

16,000 word core 30,000
. Rapid Access Mass Memory t. 35,000
Analog-to-Digital Converter (2 channels) 7,000
Digital-to-Analog Converter (1 channel) 2,000
Low-Pass Filters (3 required) - 3,000
Teletype (Local) 5,000
Interface Logit (Analog) 5,000
Software 8 months at $4,000/month 32,000
Data Lines 2,000
Isolation/Line Driving Amplifiers 3,200
Computer Interface Test Station 500
$159,700

Options: .
Digital Plotter $ 6,000
Line Printer 16,000
.Card Reader 8,000
Interface Logic 10,000
- $ 40,000
TOTAL $199,700
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1)

2)

3)

4)

CONCLUSIONS AND RECOMMENDATIONS

This study resulted in the following conclusions and recommendations:

A transient waveform control syé?em was successfully developed for on-line
use in an environmental laboratory. Operating on a 4,096 data-point de-—
scription of the required waveform, the cycle time from test system cali-
bration to the controlled waveform was 16 minutes, including a digital plot
of the synthesized input voltage.

Because most of the 16 minutes was devoted to producing the digital plot,
which is used by the test equipment operator to determine the suitability
of the waveform, an obvious reduction in cycle time can be achieved through
the use of an oscilloscope with memory for displaying the waveform. Addi-
tional improvements can be made by improving the efficiency of: the software
used in the program (through the use of machine language instead of Fortran,
for example). A cycle time of 2 minutes or less can be achieved.

€
t

Although a further reduction of cycle time might be attained through tne
substitution of a hard-wired computational process for the software routine,
the expense of such a change is prohibitive considering the relatlvelv
small amount of improvement that would result,

Experimental results using the prototype control system demonstrated control-
lability with a time domain variance of less than 13%. A 10-bit-word size
was used in this system. The specified analog-to-digital/digital-to-

analog converter word size of 14 bits, and its attendant improvement in de-
fining the test system transfer function, will reduce this percentage.

Special data processing procedures were defined, evaluated, and tested.
They include:

a) Antialiasing filters;
b)  Sampling rate criteria; ot

c) . Sampling length criteria;

d) Digital word size;

e) Digital data unbiasing (i.e., the unbias routine redistributes the
quantized data to a uniform distribution between quantization levels).

A requirement was established for increased signal resolution on vibration
test systems.  An order-of-magnitude decrease in ambient noise is a direct
result of that requirement, This requirement can be realized by tighter
specifications to equipment manufacturers, increased directed maintenance
on test apparatus, and changes in test equipment consigned to a transient
testing mission. Recommended equipment changes dlrected at the reduction
of system noise include:

a) Driving the exciter field with pure d.c.; ~

3

-
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b)  Substitution of amplifier tubes having a minimum cathode to filament
leakage; ) )

c) Powering all vacuum tube filaments with d.c.;

d) Specifying and mainté&ﬁiﬁg the regulation on power supplies,

e) Using delta wound power transformers with tertlary windings to reduce
the effects of line transients, .

A technique change to decrease the ambient test system noise consists of
(1) decreasing the vibrator field current, thereby driving more armature
current for less field current; or (2) selecting the output transformer
voltage taps so that the maximum voltage is just sufficient to drive the
exciter to the required level. '

5) The electrohydraulic equipment surveyed at GSFC is not amenable to transi-
ent waveform control. Both system noise level and linearity characteristics
are incompatible with control system requirements., ‘

6) The fidelity measurement for laboratory transient waveform synthesis re-
quires time history, Fourier transform modulus, and phase spectrum repre-—
sentations. An error variance figure should be investigated as a technique
for specifying test fidelity.

7) Detailed knowledge of the required transient is fundamental to correct
control, This requires that:

a) The transient is within the capability of the vibration equipment;

b) The digital description of the transient is within the capability of
the computational equipment (i.e., storage requirements for long-
duration, high~frequency transients).

8) ° The digital computer and local teletype requirements defined in the con-
ceptual design can be satisfied with existing GSFC components located in
‘a specialized data analysis and display system. The Time/Data 100 System
includes a Varian 6201 computer and local teletype. The necessary com-
~puter options required for transient waveform control are:

a) Hardware multiply and divide;
b)  External memory (8,192 words) with minor engineering modifications;

c) - Buffered input-output channels for the analog-to-digital converters
’ and rapid access mass memory.

Additional Recommendations---The following recommendations are the result of
this study.

1) This study related the fidelity of the laboratory synthesized waveform to
the characteristic noise floor of the vibration test system. The possi-
bility exists for the removal of the 60-Hz noise component if the timing
of the synthesized waveform were coincident with the 60-Hz phase relation-
ship at the time the calibration pulse was initiated to describe the test

x
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2)

4)

system transfer function. Futiire work on the control system should be done
to develop a method of accomplishing this synchronization and evaluating °
the results. -

Transient test techniques should be developed as a practical technology.
The potential cost savings of accomplishing laboratory shock-test require-
ments on an electromagnetic vibrator, coupled with the use of digital tech-
niques to analyze and present data, will make on-line digital transient
test capability attractive to many segments of the testing industry. .The
distribution of transient energy in the frequency domain to produce a
unique specimen response can be a viable reality. The ability to rapidly
compute and present the structural transfer function of a specimen (i.e.,
the frequency domain ratio of the response at one point on a structure to
another) will provide an index of the number of degrees of freedom and

the participation of each in a laboratory test situation. Data analysis
techniques, operating on the Fourier transform phase spectrum, .can readily
calculate damping matrix coefficient elements. The damping ratio for a
modal response observed on the Fourier transform modulus can be computed
from the Fourier transform phase spectrum., )

1

_l. ' f1 - ,f2 ’ ]
fR { cot 62 - cot 61

S = (29)

*

Apply tranmsient test techniques to establish component and subsystem
dynamic environments from system testing. Transfer function logic,
coupled with transform operations, would produce information relating
varying component descriptions to the parent structure as well as the
parent structure to the component without subjecting the test specimen
to the damage potential of swept sine excitation (i.e., a destructive
resonance ogﬁcumulative fatigue damage).

Unless a test can be related to probability of failure in service, it is

almost impossible to demonstrate that it is a rational: test. With the ad-

" vent of control techniques that lend realism to transient forcing functions,

the damage potential theories on documented structural configurations should
be related to vibration equivalence. Applying known teéchniques with fatigue
sensors, parametric relationships relating damage potential to structural
vibration response should be established.

Experience with the S/N Fatigue Life Gage under random conditions indicates
that it will be capable of determining the constant-amplitude sinusoidal
equivalent input required to cause the same fatigue damage as a complex
wave in some structural materials over a fairly wide range of conditions.
The S8/N Fatigue Life Gage is a small, bondable resistance sensor, similar
in appearance to a foil strain gage, When bonded to certain structural
materials, such as 2024 or 7075 aluminum, the gage generates a permanent
resistance change as a function of the fatigue experience at its point of
attachment. Properties and limitations of the gage are described in
References 13 and 1l4.
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Empirical relationships derived from rms stress level, peak probability
density distribution, and zero crossing rate should also be explored as
possible failure prediction techniques capable of removing the ambiguity
that the test specification writer now faces in structuring his require-
ments., . ’ -

= .
The prospect of recoverable space hardware and extended life concepts will
emphasize the need for knowledge of fatigue damage accumulation, both in
service and during life testing. Transient waveform control should be used |
as a test requirement to produce a realistic force/motion environment for
life testing.

5) Further study and experimentation should be done to define simulation re-
quirements for those transients rich in d.c. or low-frequency content (i.e.,
booster ignition or cutoff). For example, in the case of booster ignition,
the vehicle response will contain a transient response superimposed upon
steady-state response. The question is, is it necessary to fully simulate
the steady-state portion of the response? If not, how fast mi%ht one allow
the steady-state environment to. "bleed" off? Other techniques 12) would
allow the simulation of a pseudo d.c. response by Shlleng, inverting, and
delaying data (see figure below).

t ORIGINAL TRANSIENT DATA
, ' N N e R RS
G
' j —=—— HIGHPASS FILTERED TRANSIENT DATA
f : : -
———— TIME o \

vV ,SHIFTED, DELAYED AND INVERTED
TRANSTIENT DATA

i

Certainly, this area of simulation is lacking in definition and workable
technology. It is recommended that the theory and practice of this tech-
nology be developed.

-
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APPENDIX I
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PREF ACE

Appendix I preéents a detailed theoretical error study and mathematical
model. Although its basic assumption of “white" wideband stationary noise
was invalidated by laboratory experienZe on the prototype control system, the

analysis and modeling is considered accuréte and valuable, within the limita-~

tions of the assumptions. The nomenclature is explained within the- Appendix.

[0] Introduction

This memorandum analyzes known error sources produced by the transient
waveform control system for simulating acceleration records on spacecraft
modules. ~Its'purpose is twofold: (1) to suggest areas in which filtering and
special data processing techniques may be employed to. reduce errors or economize

computations, and, (2) to provide a model for estimating the resultant effect of

all error sources in simulating known acceleration histories. This effort is
subdivided into four subsections. Section [1] contains a brief description of
the transient waveform control system as an analog-digital data processing system.
In Section [2] the known error sources are identified and procedures for testing
their effect on system performance are outlined. Section [3] describes some
recommended digital and analog modifications of the basic data processing
system of Section [1]. In Section [4] a mathematical model of the system is
derived. Usi;g this model a bound is obtained on the total simulation error due

J to the.accumulative effect of the various error sources. This bound is given
‘as a function of a number of source parameters. Detailed techniques for estimating

the parameters are derived. These techniques are then illustrated by an
example using data from an actual flight.
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[1] The Transient Waveform Control System

The purpése of the transient waveform control system is to simulate |
acceleration histories for testing the ability of spacecraft modules to endure
critical phases of flight. The module to be tested is mounted on a vibrator,
which is electrically controlled, to simulate recorded acceleration histories.

The vibrator system is assumed to be a time invariant linear system, ire. the
vibrator response to an arbitrary input signai is determined by the response to an

impulsive input. This property of time invariant linear systems is employed in the
transient waveform control system to simulate acceleration transients. The

control system consists of the following basic operations:

1. A modeled impulsive signal y(t) is input into the vibrator and the
response z(t) is observed. ‘

2. The Fourier transforms of y(t) and z(t) are computed and then raticed to
estimate the vibrator frequency response. If :7y(w) and :4z(w) denocte
. the theoretical Fourier transforms of y(t) and z(t) respectively, then

the vibrator frequency response @(w) is given by p(w) = Fz(w) Ay (w).

3. The required acceleration record x(t) is sampled and its Fourier

transform Fx(w) is computed.
4. If Fr(w) denotes the Fourier transform of the required input f(t)

then we have @ (w) = Fx(w)/ Fr(w). Consequently Fr(w) is computed
from the formula. ‘

[1.1] Fr(w) = Fxw)fp(w) = Fxw) . Fy()/Falw) .

5. #f(w) is inverse Fourier transformed and the signal f(t) is reproduced

as an input voltage to the vibrator.

6. The vibrator response is observed and compared with the required

acceleration waveform x(t).
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The operational control system only approximates the simulation described above
-, due to limitations in the data ﬁrocessing equipment and non-linearities in the '
" vibrator response such as internally generated noise. In particular, the data
processing for Steps 1 through 6 is implemented in the following manner: Steps 1
and 3 are accomplished by quantizing and sampling the analog time histories

v(t), z(t), and %(t). The discrete Fourier transforms in Steps 2-4 are computed
digitally from the respective discrete quantized data. The discrete transférm
corresponding to Ft(w) is inversed digitally for Step 5 producing a sampled
input signal. Then a time series of rectangular voltage pulses proportional to
the sampled input is generated for the required control input to the vibrator.
The vibrator response is digitized and the time domain and frequency.domain

information plotted.

[2] Error Sources in the Control System

It is important to realize at the outset that we afe here primarily concerned’
with errors which are generated in the data processing system defining the input
control. The total system performance is limited by distortions in the vibrator
, response in addition to the errors generated in the data processing system. Errors
“ in the vibrator or shaker are assumed to have two primary sources: (1) non-
linearities arising from the inability of the vibrator to reprcduce arbitrary
acceleration records, and (2) internally generated noise or background noise.

It is presumed that the first type of distortion can be reduced to a negligible
level by réstricting the frequency content and amplitude levels of the accelera-

tion waveforms to be reproduced. In this case the background noise level is a
natural bound on the reproducibility of the required waveforms. In other words,

a control which minimizes the system simulation error would yield acceleration
records differing from known transients by residuals having the characteristics

of the background noise.
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* The major error sources in defining the input control occur in the
following data processing operations: v

1) Recording the vibrator response z(t),

2) Digitizing and sampling the inﬁut y(t), the output z(t) and
the required transient x(t),

3)  Truncating the analog records of y(t) and z(t),

4) Producing voltage transients which interpolate the discrete control
input obtained digitally.

There is strong evidence that the roundoff errors in computing the discrete
Fourier transform and inverse transform are of negligible size compared to the
errors introduced above. Consequentiy; we ignore these errofs in the analysis
below. The errors introduced in data processing thus fall into five categories:
1. vibrator response errors, 2. quantization errors, 3. aliasing errors,

4+ truncation errors, and 5. interpolation errors. Assuming reasonable care

is takerr in the measurement and data processing technique we may expect some of
these errors to have secondary effects compared with other errors. These
assumptions are discussed below together with methods for testing the error

model assumptions.

1. Vibrator Response Errors: The data proceséing system of the previous
section is based on modeling the vibrator system as a time invariant,
linear system. It is presumed that distortions due to non-time-
invariance of the vibrator response are primarily generated by the

- background noise. This assumption is easily tested by comparing res-
ponse records when a given transient is input sequentially to the
vibrator. It is clear that the response records should differ by a

noiselike residual.
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It is assumed, moreoéer, that the frequency content and amplitude levels
of the input transients are Testricted so that non-linearities in the
vibrator response are pfimarily due to background noise. This assumptibn
may be tested by inputing a control transient at different power levels
and with various changes of time scale. The background noise is assuﬁed
to be a stationary stochastic process. Thus characteristics of the noise
can be estimated by Fourier transforming a sufficientiy long time record
of the noise background, hanning, and computing the modified periodogram

or power specira.

Quantization Errors: The quantizing errérs in digitizing the analog tapes
are assumed to behave like a sequence of independently distributed random

variables uniformly distributed over the interval [p, 2‘“] vhere n is the
bit size of the quantizer. This model is based on the assumption that the

digitized values vary by several bits or quantizing boxes in successive
samples. For emperical data where addifive;noise causes spurious

local errors in otherwise smooth trends this is generally true. On the
other hand the input y(t) may have regions with slowly varying trends which
introduce local correlations in the quantizing errors. Low frequency errors
in the discrete transform, however, are believed to be primarily due to the
bias resulting from rounding down, or chopping, in the analog to digital
conversion. These assumptions may be tested by varying the bit size and

mode of rounding when digitizing an analytically defined input. Discrete

~transforms of the quantization error record may then be compared with the

’poﬁer spectra of the error model described above.

Aliasing Errors: In the sampling process we replace a continuous analog
record by a discrete set of data. The aliasing error in the time

‘history is the difference between the analog record and a trignometric

function which interpolates the discrete data. This error has the effect
of symmetrically folding all frequency content above the cutoff

frequenéy of the discrete transform back into lower frequencies. The error

can be reduced to a negligible level by filtering the signals y(t), z(t)

and the record of x(t) in order to attenuate high frequency content. Then

the primary source of high frequency error is quantization error and noise -

in the analog records, i.e. the effect of aligsing error is secondary to

that of sampling noise. These assumptions may be tested by comparihg dis-
crete transforms at various sample. rates and by employing filters with

¥
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varying bandwidths before digitizing.

Truncation errors: The discrcte transform is a periodic transform
which replaces a signal ofgichgth,T with a T periodic signal. Congse-
qQuently, the data processing program in cffect replaces an input cignal
of length T by a T periodic signal and replaccs the truncated viﬁrator
response by a T periodic responsc. However, the periodic vibrator response
to a T periodic input differs from the truncated response to an input of
duration T due to wrap around effects caused by the response leg in the
system. ?hese truncation errors can be reduced to a negligible level
relative to other errors by observing the response until the signal falls

_ below the noise level or quantization level. For then the sampled difference:
between the periodic rcsponsé and the truncated response will be a resldual
with the behavior of the sampling noise. It is scen that the effect of ;
truncation errors can be emperically tested by comparing the respcnse records

obtained when a given transient is input sequentially to the vibrator.

Ianterpolation errors: The control transient which corresponds to the sampled
input obtained from the data processing program is a trignometric intcrpo-
lation of the sampled input danta. The digital to analog converter, however,
produces voltage pulses with roughly constant amplitude between sampling
pointél Thus the actual input control is a step function interpolant of

' tpe sampled input data. This typc of input control can produce relatively

large errors in the vibrator response due to the following chearacteristices:
.(l) the interpolation error is roughly proportional to the slope of the
‘desired input control so that rapidly varying or impulsive transients could
be grossly distorted by the step function interpolant, and (2) discontinuiiies
or juaps in the input step function contaln high frequency content which could
produce rippling in the vibrator response. The effect of these errors can

‘be festcd by comparing the response of smooth analytic inputs with the
vibrator response to the corresponding step function interpolants.

I-7



>

[3] Modiflcation of  the Data Processing System

v

This scction’nnulyzns some modificntions of the basic data processing
tcehnique T scetion [l] wvhich are recoumended to inprove system simulation or
evaluation of simulation errors. sofie of the modificatlons may prove to huve
little effect on overall systen uccurucy. In any case cmperical tests chould
be employed to verify the nccessity for duta modification uﬁd to evaluate the
c¢ffcct of thesc techniques.

1. Prefilter signals before digitising.
The transiconts y(t), «(1) and ihe nlopr record x(t) rhould be
filtered to attenuate hijh freguency conbtent befar: diritizing.
There are scveral re.cons for “his requircarnt.. The primnry reanon

Tor filtering theao oiymaels belore digitizing is to reduce aliasing

crrors in the respective Lrinoformis.. In aoddition, random bacwrouwsl

noise may be the dominant source of hirh irequency content in the

e i

transients y(t) and =z(t). I"iltering these transients wrill thus
rcaucc the noisc pover in tie saaspled records. Finally, the vibi coc
system moy not respond properly to input transicnts with an cxzecscive
concentration of high freaqueney content. Conseaquently the acceler..tion
history x(*) should be filtered so that the input control £(t) will
have suitably limitcd frcquency conternt. Precautlon naist be taken,
however, 50 that the filtered signals are not radically wltered by
the transmission characteristics of the respeciive filters. This uiny
Lo _bp'accomplishcd by dividing the transform of the tiltered signals by
the frequency response of the respoective filter, or by employing low
pass filters which have lincar phase rcspondcs over the frequency
range of interest. (The lincar phasce response in the latter case
corresponds to a simple time lay in the filter response.) In either
casc allasing errors can be reduced to a negligible Jevel without

altering the signal content over the frequency bmnd of iunterest.

2. Renove trends in input tronsienis.
The vibrator system cennot respond lincarly to signals with low
frequency content, i.c. slowly varying voltase bias, since the

vibrator is physically constraincd to have zero average acceleration.
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Conscqucntiy low frequency content in Lhe input transicnts y(t) wnd
£(t) spould be rcduccd‘{o an appropriately snall level. The transient
y(t) can be preselected so that low frequency bias 1o ncgligible;
Hovever, low frequency content in the input control r(t) may be o _
significam factor duc to scveral possible scurces. The most obvious
potential source is low frequency bias or trends in the required
acceleration history x(t). Oince the vibrator system cannot simulate
these low frequency trends properly it is recommended that they be
removed froa the acceleration rccord x(t) prior to computation of the
transform. It is probably sufficient to modify the sampled datu A(ti)
i =0, ¢esy, N=1 D removing the linear curve of lcast regression
%(t) which satisfies ' A .

Nil [x(ti) -i(twi)] = 0, and H):-:l i [x(ti) ;r,z(ti)] =0 .

i=0 : i=0

The discrete transforan of the nodified data 1s then suitably attenuzted
‘at low frequencies. Another possible source of low {requency troadg

in the trunsient £{t) is quantization bias when digitizing the signals
x(t), y(t) and z(t). This source of bias can be corrected either by
programaing a rounding proccdurc in the digitizing process or by choosing
the bit size of the quantizer sufficiently small. With the above data
modifications low frequency bias in the control transient £(t) should

be reduccd to a negligible level.

Calibrate the simulation crror. - '

In order to evaluate ﬁhc accurazy of the wavefori control system, it
is neccessary to comparce the regnired transient x(t) with the sinmulated
signal %X(t). In principle it suffices to disltize the output %(t),
normalize the magnitude by o suitable scaliny factor and compute the
sanpled error e, = x(ti) :?;(ti) . In practice the transient
%(t) is sampled at times t, wiich differ from the sanpling times ty
by a constant 1lrr;. Consceqguontly it is necessary to calibrate the
sanpled signal‘%?ti) with the digitized transient x(ti).prior to error
computations. This scetion déscribcs a numcrical technique for

-

calibrating these signals.



The colibration schenme is based on ectimating the tlne log
t
zmt, -t, by mvinil.xizlng ‘the mcan squarc crror

3%
(3.1) E(z) = )j lx(t ) -x(t +z)[

T - -

Assuning z is small ve have

2 2
‘?c’(tj + z)l = Z l?f(tj)l .
J J

In this case we obtain

2 .I 2 ~ !
(3.2) E()¥ ). {x(tj)! ) l‘-’f(tj)[ 2 ). x(tJ) x(tj +z).
J J J '

It follows that E(z) is minimized if ilie cross corrclation

6lz) =% x(t,) (s,
I, sl ey

+ z) is maximized. The proposed calibration

scheme maximizes C(z) in a two sta~c search and then interpolates the
> [ 4 AL 14
sampled valucs ’i’(tj) to estimate X(t,) = x(t'j + z)
5]

Lot %y denote the values of x(t) at the smapling tiunes t =t + Ja

J=0, 1, +e., H=1. It is ascwicd that .‘(t) is smapled at tines
g t §
= t + 34 3 =em, n+l, ...0, 1, ...H+m=1 where t, is o.n cstimate

of the ‘blmc t and n 15 cuosen large cnouch uo that lt, - l'\ ma .

-

Iect xJ dcnotc the sanploa values of X(t) at LJ and let z dcnotc the

lag time z = to - to = tj - t,j « oSupposc r is the integer for which

. (3:3) c = max ;C. D= =iy -Knl+l’ ...O, l.o-m)

r K ‘ ’
-1 -1
= = .
vhere Cp ): x(x ) /(L 3 +k) Z TSV
50 50

Irc, _,>C.q and c(t) is swiciently smooth then (r-1)As z s ra
since the cross correlation C{.) is maximized between Cog = c((r-1)a)
and Cr = C(ra). In order %o cstinate z more accurately it is
nccessary to interpolate C(t) Tfor (r-1)A=z t. s raA. (The case

c re1 < Cr+1 may be treated sicilarly. Hencc c,or responding estimation

fonaulse for this case are produced bclm but not explicitly derived.)
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Let t = (r-1)4 + ¢A where 0 s ¢ < 1 . Then C(t) In glven by

. ' N-1' .o -1 \ :
(3.4) c(r-1)a+ ca) = § x(t) ¥ (t, + (r-1)a + cA) = J= 2T (b, )+ c8)
| =0 : ' =0

-
@ - .

The values x(f +¢&d) 0= e =1 may be obtalned by interpolution

-l ~ o~

from the values ¥ Z. y X., 5 X, » A puitable interpolation
Str-22 J+r-l Jir? Titrtl

formula is

(345) ,i!(t.j.'f'r-l +e¢bd) = o (6) X ppap + ﬁd((:)’{zi]ﬂ‘—l 0,)( ) J+r

+ cl( )% Cyil 7

: (1-¢)°

vhere al(c) .

]
_ Nin

aplc) = 1.3"(;-@ +3(1-¢)% 2(1-¢)

03(6)‘ = -5 (1"6)2 + 362 - 2e3 !

1!

a (c) -32 (1-¢) .

The above interpolation consists of picccwxuc cubic po]yno'nialo x.lxich

arc i‘itted tot,ct‘nar ot thc "soints" t, by the conditions x(t ) =
.4
PN
and X(‘o ) = (xJ+l J ) /28

- at
Substituting (3.5) into (3.4) we obtain

(3:6). c((x-1)8+ ) = oyle) CL, +eple) €y +agle)c, + qle) C oy -
It is clcar that C(t) may be maximized for (r-1)8<t = r& Dby

differentiating (3.0) with respect to ¢ .« Thus z = (r-1)D+ b ,

~ where ¢ satisfics
t ) t )
(1) o ! (€) cLp+ay (B) Cra1® 3 (2)c; + o, (B) Craa -

Equation (3.7) can be reduced to the form:

-
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<t -2 —
(3.8) 0= 3“2_!. §° 4 20, T + (Cr - cr~2) , w.hcrc

ap = Lot 30y - 3Cr *Crna
= D - 0 ! - .
U= Bpp =0y * 0 = Oy

Equation (3.8) may be solvrd recursively or by rmploying the

1/2

quadratic formula

(3.9) T=-_°_
3al

P )

G, + (0“.’_' )2_ (Cr‘cr—E)

3al 3(11
provided al is suffici nlly large.

If T is the solution to (3.7) then the values of 37(t) at

]
t,=1t, +z=

37 tj+r-l + §4A arc obtainced from cquation (3.5):
(3.10) X(t,) 2 ‘52'(*@.“1‘_jL +3%4)
EEEENC) ?z.j-f-r 2 * 2p(?) ?"yr-l 5(E) Xy,
. +aple) Xy 20, 1, veuy HL .
If Cr'!"l > C.1 then we have r& = z £ (r+1) & . In this case we obiain
- (3.11) ?c'(tj) = :-:(t‘j+r + 'Eé) ‘ 3=0, 1, ..., N-1.

- —M
c) X + o b4 +
2 (') J'*‘I‘ Gj(e) ’j+r+l

fts
!

al& (?) 'z:ji*rh_' 4

vhere 0 « ¢ -« 1 satisfices a guudratic cqusation sinilar to (3.8):

- . -
(3.12) 0=30) ¢" * 5, e+ (Cpy -CJ)

with = €, *3C -3C Clyn

% r+l *

o, = ;-QCr_l +5C. - M:“*‘l + Copn -+

A
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Consequently, the sampled values iﬁ may be calibrated with the

sampled values X3 in three steps:
(1) The cross correlations G, are computed and the integer r
- which maximizes € is found.
(2) The lag time T is computed. If Ch1 > Cr+1 then
T2 (r-1)A + A where T satisfies (3.8). If
then T= rA + TA vhere € satisfies (3.12).

Cr—l < Cr*l

(3) The values of X(t;) are computed from (3.10) if

C._3 > G,y and from (3.11) if C _; <€ o

4+l Introduction to Error Analysis

In this section we obtain a bound on the output error of the total
system. In doing so we disregard second order errors, that.is, if
the error to signal ratio is of magnitude € + ¢? then we assume € to be
a good estimate of this error. We also make the assumption that the

- various quantizing errors can be treated as a sequence of independent

random variables.

In Subsection 4.2 we define what we will consider the optimal output for

the system. This gives us a standard by which to measure possible output
errors. Subsection 4.3 separates the error sources into two categories

WEich will be treated separately. Subsection 4.4 gathers together the

various notations used throughout the paper. In 4.5 we are concerned
primarily with data processing errors. We step by step follow the

propagation of the individual error sources through the system. We

obtain a bound on the output error in terms of these individual error
sources. Then in Subsection 4.6 we suggest possible methods of bounding
the error sources (and hence the output error of the total system). These
methods are illustrated by an example which uses an actual 0GO tape and
" tapes of the input-output used in determining the systems' transfer
function. Subsection 4.7 is concerned with the error which originates

in the digital to analog signal converter.
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.2, CLARIFICATION OF PROBIEM

v'Thc function x(t) recorded on the OGO tape is of +he form x(t) = x (t) + 1i(t)
%halc X (t) is the signal wc want to producc on the shaker and N(t) can be
COduidercd noisc. Th§ru is no way of extracting xo(t) frea x(t) unless we know
N(t) cxactly. Assuming we only have statistical information on N(t) then the
best we con hope to do is to get some sort of optimal estimate Qo(t) onAxo(t).
We assunc this can be obtained by a lincar, band limited filter m(t).

o

A :
i.c. xo(t)ng m(t-s)x(s)ds.

-ﬁ
Since we can't be expected to output more information about xo(t) then actually
exists on the OGO tape we will assume that our task is to reproduce the band

limited function x (t) on the hakcr. Hence in thc error analysis the possible
outputs will be compared with x (t) to obtain error bounds.

L4,3. ERROR SOURCES

‘%crc arc two mujor sources of crror. The first is in the data processing
1nvolved in computing input function to the shaker. This actually consists of
the various all asing and quantlain; crrors. However, dus to convcnicncc,'thc
electrical noise involved in deternining the shaker's transfer function
(preshaker amplifier and acceleromcter noise) is included in this error source.
The sccond error occurs vhen we attcmpt to input the cemputed control function
to the shaker. This error is duc to the physical mechanism involved in trons-
forming a digitally defined function into an nnﬁlog signal and to non-lincaritics
.inherent in the system.

_ o sin mo(t-tr)
For example suppose the ideal input to the oliiter is f(i) = ZZ} f(tn) ) -
om -t

nN=em

Due to data processing errors we will compute f(tn) + e(tn) n=0,1, ees, H=1 (e(t_}

dcnqting the data processing error). But du: to the physical mechanisms involved
we actually input to the shaker a cmoothed version of
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N-1 ' o
£6) =7 [ele) m(e)] mlete) + )

n=0 .

where m(r) 4 /1, ve (0, As-t']
0, 7/{ (O) At]
and N(t) is amplifier noisc.

Finally the shaker may not rcaoct to the input signal in a lincar feshion as we

hypothesized, thus introducing additional ¢frors.

The data processing errors will be trcated in scetion b.h « 4.6. The "physical

rmechanisms” error will then be treated .in section 4.7 - 4.8,

4,4, NOTATION AND PRELTMINARIES

Let £(t) be a function defined on the real line. Fr(w) end Ere (t) will denote
1ts Fourier transform and inverse Fourier transform respectively. We will sasple
£(t) at the points tn = ndt, n=0, 1, ...N-1 and define T = NAt,

g ”I‘;’ J=0,1, ...N-1. F_ will denote the fast Fourier transform (FFT) of
[
f(tn) }
: s 1 Ml ~2ning
‘i.e.- Fof(wj) = 5 ngo (s ) o %

-1
Fo - will denote the inverse F.F T
(Due to the particular formm of the ¥ F T algorithm we will assume N = 2k for
some k > 0).
It will prove useful to define Fr(w) as follous:

4 -

3’f('“) s 0 WL ::.A\;
Fr{w) ={ 3r(n-F), e <S9S At

extended periodically {or other values of o
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We will wssuae that all discretizing will be performed with o quantizing box of
helrit A h and that the errors in méw;urcménta due to quantizing are independent
random voriables. ‘
x(t) will represent the time history on the 0GO tape and ?c’(tn) = x(tn) + Nx(tn)
will represent the sampled version of x(t), where Hx(tn) drnotes the error due to
guantizing and nolse in ncasuring ;((tn). In determinir; ti2 transfer function
e+{w) of the system we will let =(t) denote the actual output of the system corres-
ponding to on input y(t). "z’(tn) = z(v ) + 1 (t), ’i(tn) = y(t) + Ny(tn) will
denote the measured output and input respectively. We ascunc 'E'and’f are

t‘ to ﬂthc actual measurements and Lence

adjusted mcasurcments obtained by adding 5

E N(tn) =0 (E€ expectation operator).

¢ will revrescent the tronsfer funciion of the system,

_ jz(m) ~

» end o will represent the computed transfer function,

,j = O, l’ oocn""l

ex(wj)’ cy(w‘j)’ ez(“’.j) will reprcsent the frequency domain alissing of x, y and
z respectively.

- (Z k- N
Precisely: K£0 32 ((UJ + &t 0=J<p3
' . A
. ez(wa) =f
. Yy P (0, +73) g<3<N-l
7 J

Gx(tn)" 5y(tn) and xz(tn) will represcant the time.domain aliasing error.
4

i.e, 5z(tn) = - Zb z(tn + KT)
. k#O

-2 vill Ise repeatedly the following lex.a relating ths continucus and discrete

rearier transform.

[



- f1]
lemma X (pg. 36 IDM Report) -

ir f(t) is a function hn&ing o continuous Fourier t;ansfonn then:
o [+ j‘ - k -
% . -3 ’ + ———‘ .O l ocqlq‘l
T E‘o Z:: f(‘tn + kT ](wﬂ) Z f'(nJ At) J=0, 1,
K ~en K= =en - ’ )

i.e. TFofme+cf+TFo 6f

[1] Cooley, J.W., Lewis, P.A.W., Welch, P.0O., "The Fast Fourier Transform
Mgorithm and It's Applications", IBM Research Report RC 1743, Feb. 1967
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4,5, DATA TROCESSING ERRORS

In order to minimize aliasing errors in the frequency domnin It turns out thut

we rhould clcctronically filter the OGO tape before sampling and thus ansuse

k(t) a x (t) is the band limited signal to bc output on thc shaker. However, wlth
a slight gain in generality, we wvill nssune x(t) is to be filtcrcd digitally.

A
Assuning the transfer function of the filicr, N =:?ﬂ, is known wve procced ng
A
follows in our attempt to output X (t). W sample %(t), otting x(t ),
n=0, 1, .esy N=L and try to 1nput to gshaker a trlgonOMﬁ tric interpolution of

=] Lm‘x

o~
&

F

o (t ) n = O, l, Qo.N"’l

i.e., ve try to input:

A N-1 A sin wo(t-tn)
£(t) =- Y f(tn)
=0 (Uo(t-tn)
a 1 Yy A Ll [ MFS
vhere o ¥ o—— and f(tn) = F_ ( )(t ) n=0,1, «..N=1
At e .
Nowt(t) = pt [1 M o p ) ()
. n Jo - T 1l n
. ’ ~ [ép] .
F x
4 o] 1l TX
he E B M| - .- = -
vwhere l(@d) ( > f : ) (wj) (1)
¢ @

and it follows from lemma 1 that:

A -1 X -1
f(tn) =3 M —) (tn) + FoUE; - fp, sce figure 1
‘ ¢

Since the ideal input to the shaker 1s

. sin w (t-t )
(0= T o) (2)
ne -m mé(tétn) -

I-18



where f(t ) = 5‘1 (Mé%f_ , the data procecssing crror in the input will be:

t "n

sin (t*’t )

N-l in & (t-t_) ot ¥y
Ez(t)g Z; (FglEl - 8;) o (Z; *Z)f(t ) - (3
n=( . :

(Do(t"‘tn) n==-o n=N wo(t-tn)

A
if.ee (L) = £(t) + Ea(t) where E, is defined ebove.

Hence the actual error E in the output, due to data processing will b_e:

E= F (¢ FE,) | ()
Before we actually compute El (and hence EE) let us Tirst attempt to get an ‘
easily computeble expression for E(¢). It follows from lemma 1 and the fact
that E,(t) is band limited that: ‘
FE, = TF B, - TF 5E = TFO(FOlEl-af) - TF &g
at points w

2
"'O, l, L) IO"lt

3 J
But from the definition of 6, and (3) we have that F 51'(“’ =-F 85 (w,j) 3=0, 1, +..n
Hence FB2 = TE at points ‘”,j 2zmcl we have 2
. FE('UJ) e g(wj) FEZ(wj Tcp(lﬂj) El(m‘j)

J=0, l, sesN=1. Using lecmma 1 agein and the fact that E must also be band limited

we have:
FE(U)J)
FoE(w;) + Fotp(n) = ——= 30, 1, el
ot B(t) =7 (B ) (6 = R Gom(e) - agle) -
' T

Thus we may write the following expression for E(t) in terms of El:

I-19



n-l ’
: sin w (t=t )
. -1, ‘. ‘
o) = Xy FMp ot E)() 0 m (5)
4 n:d :
) , " (no(t"tn)
N-1 ‘ sin mo(t-tn)‘e = _ sin mo(t-tn)

]l o™
- i (tn) ( + )E(t )
x{% " w (-t ) ' nz:éd 1; n g (b=t )

And since we are only interested In the ercvor B(i) ror t r'&% T] we can disregard

the last two terms on the right a3 belng of sccond order.
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Computing El' Recall El was defined 4o be M (-—9—— - %‘ L—) . low it follows
. - P d

y ¢ ¢

from lemma 1 that @ (. = . w,) + TF ; + y
X ma 1 TFOJ( ",j) Fy( ”J) * e.y(”J) TI‘an(uJ) TFOI\y(wJ)

wvhere y(t) is the impulse input to the shaker -zmd cy, % 5 N erec defined in

section 4.4, Similarly we have for the response z{t) to y(t):

TF E(w,) = Fzlo,) + e2(w,) + TF 5, (n,) + TFN (n,)

-
F S
- —~ Q
Hence, the error in the computed transfer function o = — at
F 7
o
points wJ’ J=0, 1, ¢ce, N=1 1is:
Fz F +
Z + TF + TF N :
0Z i ! I Fz ez »Trof’z TLOPZ i »I«z
¥ myl ey e etrs v F
oy y y GY Oﬁy Ohy y
and disregarding second order teris woe hawve:
i + + + - ) -~ o 17
5 _ :Fy(ez TF 8, + TF 1) Fz(zy + TI 06y + TFOhy)
18}
(Fy)
1 T
= — [e FTF A = e + TF 5 )] + — [Fm -rrFNJ
. Fy z' oz | Y oy Fy oz oy
' . . . =P o]
Let us tcemporarily denote the first term on the right as 1 and the second as El
FX . Fx+c¢_ +TF s +TFN '
To X o'x 0 X
then — = n )
'Y T(p + Ey + EJ)

Hence by the definition of El we have:
Q

. ~ A
4 ~ 0 " ’} - J I‘; + OB
E, ) E&x 1 o~ g(ex +TF 6+ TF ] }:) Fx( N Ll)
M ~ Te T -
X F;-;E?; 1 ) F\L;t
" e TFONx - — + -:' €4 '*',-'1‘1“05x - —
Te o Ten te
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or from the definition of Lci and Eﬁ

E
X §F0Nx -1 B [FON - ¢F N ])
M @ e Fy 2 y 3
1 Fx ( ' | |
+ . €+TF&-—-—-[€ +TF6"cp‘:+TF5,:] .
X z 0z r 0
Tep E X ox ¥y I 4 ‘
Tz 1
Since ¢ === fOor w e [0,-_{] we have
Fy Ay
E 1 Fx F:F N
L. - {FONX-—-—(FON -—-il-))
M 0 Fz vz Fy
l Fx r . . ¥z )
= le + - e +TF & = —|ec +TF & ] (
Tep ex T TFobx Fu |*z o'z Fy ( y o y) {
Thus:

completing the computation of El..

Estimating the output error E(t).

-

From the definition of E(t), (5), end the computed E.» (6) we get:

_ ) ’ Fx Fx
FOE(wj) =M ((Fo“x +;;. Fliy = — FX.)
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4y Let us temporarily denote the two terims on the right by Er and B

,

Now by Paraeval's theorem we have:

p N-1 ©ON-1 2
§F ¥ E (t ) = ¥ tFOE(wJ)l
n=0 . J=0

Substituting (7) into this we will have a bound on the mean square error.

In order to get an absolu!e boind on the error in E(tn), n=0, 1, ...N-1,

notice that from the definition of Fo we have:

N-1 E‘liin) )
IE(tn) | = 3 FOE(WJ) £ i and it follows from (7) that
J=0
’ -1 Fx Fx I 8 .
IE(tn) <IFT oM (PN, +— P - = FN) (8)
, Fy Fz

N-1 E: MPx ‘3 l
+ —_— = +

z | B Fobp

J=0 B=X,y,2
a respectively.
Er(tn) is the absolute value of a random varaible. We compute its mean and

variance as follows: -

-

For B = x, ¥, z Nﬁ(tn)’ n=0,1, ..., H-1  are ﬁfsuged to be indepefgcnt
random variables with mean zero and variance VB = Ll_gl +VB where Ah =

size of quantizing box used when sampling B.

and.VB ] variance of the noise in the signal 8.

Now since:

N-1 -1 (~2nijn  2mikm
E [FON(wn) . FON(wm)] = Z }: H(WJ)N(WK) exp( . + " )
J=0 k=0

V -1 2m (m-n) j '
exp ( )=

T

R
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+

Fx }
It follows that ;M - F N (wd) t: 3 =0, 1, selli-t ) are orthogonnl random
. - ¥ T Fx 2 Vv,
variables with mean zero and variance: ]M - (wj) ! -
N * -
Similarly we can show that: Fi
( -1 Fx ) )
F (M—-FJ%)&Q,nao,L eo =1 are
l T |
V'3 N- l
random variables with mean zero and varionce —— 'M.-. (w l'
N j=0

Thus we have for each tn that:

Er(tn) -l Z EQB! where: (9)
P=x,y,2 .
}EQB :B=x,, z" are independent random variables with mean zere and variance
Fx ,
i ;g i Vg vhere the norm ”-N 1s defined by:
_ N-1 2 1/a
i 1
e = (g T ey |
' n=0
Next we bound Ed, the second tera in (8)
N-1 MEX €
: _ B.i
l Z FB ( P .}osﬁ)l o
Xy ¥, 2
"N-1 MK GB )
= Z FB ‘E—!"- !kFof’Q!

B=x,y,z .J= 0
And by the triangle inequality and Schwuarts's inequality this gives:

e T(E Y (3 (Bl

P=x,y,z ' J=0 4=0

Now by Parocval‘ theorem¥

-~

k-1 2,\1/2 Al o
( L [Fobs ) i (t n/:()l g () | )1/2'

3=0

)
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and hence:

B Ey s ) (Ni:l 1% ‘2‘)1/2. [(Ifif‘}_

B=x, y, 2 FB

2 i/z -1 2,\1/2
) +( 2: Foég , ) ].

J=0 J=0 /- J=0
N |
= Z “ e l (% [legll + ()2 il 6 “) (10)
P=x, y, z :

Su.iarizing we have from (8), (9), and (10) that

sl L e L e e \mnaﬁl‘l)

B=x, y, z £=x, ¥y, 2

- w2 [(an)?
vwhere E B8 is a random variable with mean zerc and variance “M —_— ” - 4+ v

* I.B.M. Report page 1l.
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.G PracticaY Error Bowds

It follows from scction L.H that the output error has the form:

-1 sin wo(t-in) -
B(t) = 3 <E{t) ———-—
=0 wo(t-tn)

I
where w = —— and the E(Ln) are bounded as follows:

At
’ E.:-{. N " ' I3
l?(tn)!s Z?c,:,r,z”M 3 I (T— ”""3 l “ﬁ‘” ‘65“) (9)
+ , L.B
l ﬂ;ﬂ’;z @ l C s

Here the norm "-u is defincd by:

lele (3 5 feepl’)

‘ n=0

and EQﬁ is a random variable with nean onro and variance

 Fx ,2 (an)®> :
Vg = = || ot Vg (10)
FB -
. :(VB = variance of physical noisc in B)

 Bound on the error due to the noise alone.

By

From (9) we have:

o

X

lE(t )] < [ Z

n — .
: P = Y
where EQB, B =x v, =, arc inleyanient randcil variables with mesn zcro
and variance given by (10). Notiee 1ha'. in (10) Ah is actually a function

of B, that is for cach B, B = =, ¥y, u:

. -~ " -
Ah = scale factor for 3

2}&.
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where k = nunber of bits in dfgltlizer. Henee from now on we will

vrite 8h = Ax, Ay, Az when B = %, y, z respeclively.

Now by the definition of the problem v, ® 0 and thus:

RY:
vV o= (ax)
x 12
Vi “2 a2
V sjiM— -
y lll - 1o + vy

vl

viiere v is the variance of Lie aaplifier rodse N .

J
Txo2 (A:;)2
v, slh4;:.” = v,

+

vhere v, is the variance of the accelorometer noisce N .

Determination of v,

v_ con be determined by an analysis of the rower spectral density of Nz(t)

A

as follows:

 For large N:

~ 1 ~N-1 2
Ve © R E: ", (tn) ?
n=0

Ey Parseval's thecorem:

’

» 1 -1 5 -0 2
5 5: N (tn) = lrou(wj)l
=0 =0
Henee
: — -1 2
sz = 2: ‘FONZ(QJ)‘
3=0

-~

Now since Nz(t) is assuned to bc wliie, FoNz(w) is constant and hence:

2
v. =0 fF ()] -

I-28



the constant[FoNz(w)lecan be detemined by tecchnique illustrated in
Figure 2 from either the measwred outpub FAE'(computcd vhen determining ¢)
or from the spectral density of No(t). No(t) 'is needed to determine

V& ond 1s defined in the following paragruphs. Notice that in Figwre 2
the graph is of z'(t), the normalized z(t). Thus:

log lFONZ] = log ]FON;‘ + log ]max FON(wJ)l
J

' - log ¥
) s
t k’
log|FB |
0 "'"‘“'i—-'- O . o . —
L
t
1°g'FON’ @ W e e e e e e G e G e e v e e e e e o - e Ot rom o W me e o
T | \
5";- Qs enawr @ 0 m- - O-L--—c—-"t-.n-~—--—‘--——--0:
- |}
]
]
L
| ]
.
. ¢ 1
log (w) —_— log (7ﬁ;)

Estimating eB and v6 from log-log grayh of B. Note here FB' is the
normalized FB, 1.e. FB'(w) = IB(w)
max’ FB(w )‘
3 7

Figure I-2 - TYPICAL FOURIER TRANSFORM MODULUS
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In our model we have treated the waplifier noisc os an additive white

noise which is introduced somwvhere betieen digitizing the input signal 7o (+)
and the omplificaticn of thls signal. Then we trent Ll amplifier and
shaker as a single wnit, and Calculatc ithe ironcier iunvtion of this unit.
This is Justified by the a- ,UAntxon that the amplifier has a constant rnin

K and hence a white amplifier noise i{1) can be considered.to be the result

. it), . - .
of an cquivalent Ny(t) = I )xntroduccd prior to amplification. However,
K

since the lwnal is digitised prior to entering the aaplifier, an analysicz
of the digitiszcd signal yo(t) 7ill not give any indication of the varlanece
vy. The following technique is osuirescted for the ccaputation of vy.

Determination of YX

With amplifier on but with no input signal, reccord the F.F.T. (or P.5.D.)
of output at shaker for as many data points as po 51ble.  We assui thol
the nolse level is the same with or without an input signal to amplifier.

The computed tronsform is:

Folly = o(w) F N (w) + F N ()

where q(w) is the transfer function of the shaker. Since Ny and N_ arc

independent scquences with zero mean we have for N sufficiently large.

N-1
T lete,) P (w)+rN(w)l
3=0
PR 2 m-l- 2
YT ) T ()] | B, () |
0 5=0
-1 €
-4 2: l¢(wj) FONy(mj)' + v,
o0

Since Q(wj) and FON(w,) are indcpendent we have that for large N:

N-1 N-1 . N-1
)} Igf(wj) FoNy(w )| = % )3 !:,)(w )I . % Y lr N (w |
0 0

0

2

2
[l

N y
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N-1 2 2
thus ¥ IFONO(WJ)] Z lloll v v, or
. | ) .

-
vo = ”cp“ Vy + Vz

«*

. Ja
. where vV, variance of output noisec No.

In (9) we consider the crror in the shaker output due to comﬁuting the
incorect input £(t). As was pointed out in the Subsectien 4.3 there also
exists possible errors resulting from the digital to analog conversion
of £(t) and crrors duc to additional amplifier noise when we try to input
f(t) to shaker. For completencss we will include in this subsection a

bound on this additicnal amplifier noise.

It can be shown, by arguacnts similar to thosc in L.0 that this error is

bounded by a random variuble N{t) with mcan zcro and variance:

Iz
v,= [Iu—]l «
N Fy Yy

vwhere v, denotes the varlance of the amplifier noise discussed in previous

paragrophs.

Bound “on error due to aliasing along.

Ffom'(9) we have:

Fx ’
1B )] = ) HM;;” @ ”“su - W ""a”) (1)

B=x,y,2 .

1
For computational reasons let's lct B (t) represent the normalized ﬁ(t),
that is:
* . p(t)
B (t)

e

nax|F p(w,)]
N J
,}(é -1

then (11) becomes:

]E(tn)‘ _ fxv _

a -
3= -1

1
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i
e

We will now attcmpt to get bounds on “6[3” ond HéB“ pex',y', z2'in
terms of physiecally measurable quantitices. |

Q. 6{3 (Alinsing in the frequency dowain)

e

’ ) *
For all prat¢tical purposes we can assume

éa(w .-.:L) + }B(w +.3..) , 05§ <g -1
eB'(wj) - J At 3 ag

éﬁ(w ) +Fo(w -'—2—-) s n -1 < § <N-1
lj J A.b . 2

From the continuity properties of B( ), B = x, y, z, we con agsume that
43(“)) has the form 3B(w) = k" for some K, > 0 . S0 08 a crude bound on

B
w
GB we have
K
legl = s or log |¢.| = log K, ~ log L
At
Ka KB 4 t f
Thus log ﬂeaﬂs log{ — | and the log{ —} , BP=x, ¥y, z
At ‘At

can be estimated from the log-log graph of x, y, z, see Figure 2,

=



APPENDIX IT - VIBRATION TEST SYSTEM DISTORTION MEASUREMENTS

<
One objective of the transient wave form feasibility familiarization
study, using G.S.F.C. test equipment, was to measure low frequency har-

monic distortion in typical vibration systems.

A test plan was submitted to G.S.F.C. defining the test procedure.
Five G.5.F.C. systems were tested by G.S.F.C.; one Boeing system was
tested by Boeing. The Boeing system harmonic distortion data can be
considered baseline since the Transient Waveform Control System is

operational on this amplifier/exciter combination.

Each amplifier/exciter system was»ériven with a sinusoidal signal
at maximum allowable deflection. Béth the amplifier input signal and
armature acceleration response were recorded for 60 seconds. The recor-
ding speed was 7.5 inches per second. The driving frequencies were
2 Hz, 5 Hz, 10 Hz, 15 Hz, 20 Hz, 50 Hz, and 100 Hz. This was repeated
at 20%, 40%, 60%, and 807 of maximum allowable deflection.

The data was analyzed by Boeing with a Hewlett Packard 331A distor-
tion analyzer. The FM tapes were played back at 60 inches per second.
This 8 to 1 speed increase translated 2 Hz information to 16 Hz that is

" "within the 5 Hz lower rated limit of the distortion analyzer.

The percent of harmonic distortion was plotted versus frequency
fo; each system. Figure II-1 shows the percent of harmonic distortion
measurements of the Boeing L-249, PP-120/150 system used in the Tran-
sient Waveform Control System. Figures II-2 through II-6 show percent
of harmonic distortion of the G.S.F.C. vibration equipment. This test
equipment characteristic is a direct index of the expected controlled

waveform fidelity,
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APPENDIX IIT - STATISTICAI. ANALYSIS OF THE PROTOTYPLE CONTROL SYSTEM PERFORMANCE

To date, most errof studies pertinent to this type of control systém have
been limited to investigations of errors in the transfer functions of the compo-
nents comprising the system. In this feasibility study, it was virtually impos-
sible to predict an overall system accuracy analytically (see Appendix I). This
appendix presents a statistical assessment of the error bound of the transient
waveform control on typical electromagnetic test equipment. The wa&eforms under
considération are typical transient vibration data from the TAT/Agena-D Launch
Vehicle (OGO-D spacecraft):

PL-20 at T+234.5, a typical high-frequency transient, and

PL-30 at T+234,5, a typical low-frequency transient.

The experiment of waveform synthesis (identifying the above transients as
"required," f(t)R), was repeated with the "synthesized transient waveforms"
displayed as:

1) An expanded time base comparison of the "required" and "synthesized"

transient waveform (Figure III-1);

2) Time history plots, f'(t)R (Figures III-4 and III-6);
3) - Frequency domain plots, F'(w)R (Figures III-2, III-3, III-5, and III-7);
4) Numerical listings of the time and frequency domain descriptions of

ff(t)R and F'(w)R.

The expanded time domain plots were superimposed on each other such that a
visual crgss—correlation could be made, and the superimposed plots (Figure III-1)
were aligned such that the error, or departure from the ideal of the "required'/
“synthesized” relationship, was minimized. This manual alignment of minimizing
the mean squared error term between thg two plots is discussed from an analytic
Qiewpoint in Appendix I, Page 10,

The statistical error term, (En)’ is defined as the difference in amplitude

between the required and synthesized waveform at a discrete point in time.

En = f(t)R - f'(t)R

Operating on approximately 400 equally distributed data points, the follow-

ing statistical parameters are used to further describe the error term (En):

ITI-1



The meun of the error term,

§ -1
o™ He ° XN iEn
p n=1

8 .
indicates the zero frequency or nonalternating component of the error term and

oo

the variance of the error term, En’

2
% © N-1 (En - Ue)
n=1

indicates the mean squared value of the alternating component of the error term.

The results of this analysis are tabulated below,

PL~-20 Waveform,N = 314 PL-30 Waveform,N-= 408
G'S D G's {>
Errer Mean M, -6.4 x 10_4 2.318 x J.O--l .
Error Vuriance 0e2 2,283 8,277 x 10—2
... Required Waveform -1 -1
H}Mean Hy 1.177 x 10 2.63 x 10
Required Waveform 1 -1
- Variance cRZ 1.887 x 10 .7.157 x 10
Test System Noise ~ -1 >
Variance e 2.7 x 10 ° 6.25 x 10
Time Doinain 2
Variance S 12,07 11.6%
A ?~E'x 100
R

[::=> Compare Figure 1-B with Figure 1-A

‘[Z=> compare Figure III-6 with Figure III-4

| IIT1-2



Summarizing the statistical description of the bound on expected pefform—
ance. A typical high-frequency transient, PL-20, ‘exhibited a time domain vari-
ance of 12%. _

. A typical low-frequency transient, PL-30, exhibited a time domain variance
of 11.6%.

These statistics were derived from approximately 400 equally distributed

@ .

data points over the "transient" interval. Assuming a chi~square distribution
of the error term, En’ there is 0,99 probability that the time domain variance

of the control system is equal to or less than 137.
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