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OPTIMAL SELECTION OF AUTOMATION SYSTEMS UNDER MULTIVARIATE NORMAL MODEL

M. Haseeb Rizvi

Stanford University, Stanford, California

0. SUMMARY AND APPLICATIONS

Suppose we have several (say k > 2) alternative automation systems
(i = 1,...,k) and we are interested in selecting a certain number
t(< k) of best systems in terms of reliability, feasibility and economy;
the case t = 1 corresponds to the selection of the best automation
system. Let these k automation systems be operating under k independent
p-variate normal distributions with column vector means py and
covariance matrices Zi(i = 1,...,k). Assume that the ranking criterion
which incorporates the various considerations of reliability, feasibi-
lity and economy is given by the parametric function 6; = u;Ziﬁui for
(1 =1,...,k); thus we assume that the larger the g-value of a systenm
1T the better is the system. A typical parametric function 6 represents
the Mahalancbis distance between two p-variate normal distributions,
one with p-vector mean u énd covariance matrix & and anobher with mean
null p-vector and the same covariance matrix Z. Mahalanobis distances
are commonly employed for purposes of comparisons in multivariate
analysis. Within this set-up we require a selection procedure R (opti-
mal in the sense of economizing on the sample size to be used) which

makes a correct selection with a prcbability no smaller than P*, a pre-

assigned quantity, wherever the t largest 9-values are (i) at least 3,



larger than the rest of 6-values, and are simultaneously (ii) at least
as large as b, times the largest of the rest of 6-values. Like P%ﬁ o5
and 8, are also specified in advance by the experimenter.

A selection procedure R, (R,) is proposed for case 1 (case 2) when
5y 5...,5k are all known (unknown) and the common number of cbservations
(needed from each of the k aubomation systems) is obtained so that the
probability of a correct selection is no less than P*. Some tebles
are provided for determination of the common sample size for wvarious

values of the constants involved.

1. INTRODUCTION

Alam and Rizvi [1] considered the problems of selection of the ©
largest non-centrality parameters of the k non-central chi-squared dis-
tributions as well as of the k non-central F distributions and cbtained
the mathematical results concerning the "least favorable configurations®
of the parameter space (of k non-centrality parameters) within a speci-
fied parametric subspace. The least favorable configuration of the
parameters is defined to be that configuration for which the prdbhability
of a correct selection for a given selection procedure is minimum.

Thus the probability of a correct selection evaluated at the least
favorable configuration of parameters can be obtained as an integral
that depends on the common sample size n. This integral can then be
equated to the pre-assigned probability P* and a solution for n obtained.

The ranking of k p-variate normal distributions in terms of Mahalancbis

] . t
distance functions 6; = uiZ{ﬂui can be reduced to ranking of non-centrality



parameters of k non-central chi-squared distributions (F distributions)
if the selection procedure is based on the natural ordering of some
statistic nU;(nV;) from Iy that has a non-central chi-squared (F) dis-
tribution with non-centrality parameter ng;. Using this approach the
present paper adapts the procedures of [1] for the selection of t best
of the k automation systems (operating under independent p-variabte
normal distributions) on the basis of Mahalancbis distances and pro-
vides some tables for determination of the most-economical value of
the common sample size n.

When p = 1 and the cammon variance o© of the k univariate normal
distributions is unity, the Mahaléndbis distancés clearly reduce to
ui; the ranking criterion thus is ui or equivalently luil. In this
special situabion, the solution of the ranking problem with a much
larger "preference zone" of the parameter space than that of [1] when
p = 1 is possible and has been considered by Rizvi [4]. Whereas a more
stringent characterization of the preference zone as in [1] is neces-
sary for p > 1, the univariate problem is solved with a reasonably
general preference zone in [4]. It should be pointed out here that
the measurement signal-to-noise ratio IMI/U, where p is the mean and
02 the variance of a normal random variable, plays a basic role in the
evaluation of modern electronic equipment. An electronic device is
considered superior if it has a larger signal-to-noise ratio. Thus
if we have k electronic devices to compare and they all have a known
common varlance, we really are interested in ranking k independent nor-

mal distributions with unknown means and a common known variance, say



unity, according to the unknown ordering of the absolute values of the
means. This is the problem treated extensively in [4].

It follows from the general treatment of Hall [2] that the decision
rules R; and R, of this paper are most economical, that is, no other
rules can satisfy the basic probability requirement with a smaller

fixed sample size.

2. FORMULATION OF THE PROBLEM

Let 1; denote a p-variate non-singular normal (ui,zi) distribution
(i = 1,...,k) where p;'s are unknown. Let the ordered values of

6; = pi%; 1y be denoted by

0< 63156275 ++0 < Ox)

We are interested in selecting t (< k) "best" distributions in an
unordered manner; a "better" distribution is defined to be one with a
larger 6-value. The selection of any t largest 6-values is regarded
as a correct selection (CS).

Let A\ = (e[l],...,e[k]> denote a point in the parameter space Q
which is partitioned into a "preference zone'" 0¥ and its complement,
the "indifference zone" (*. For specified §° and P¥, 1/(%) < P <1,
we require a decision procedure R for which the probability of a cor-

rect selection P {CS!R } satisfies the basic probability requirement

éﬁf p{csr} > P* . (1)




3. PROPOSED PROCEDURES AND THE PROBABILITY OF A CORRECT SELECTION

First we propose selection procedure R; for case 1 where Z;,...,%.
are all known.

Procedure R, ,

Take a random sample of size n (n > p) form each I and compute
U; = E{Zidfi, where X; is the ith sample vector mean (i = 1,e0.,k),
Rank U;'s, breaking ties (if any) with suiteble randomization, and
select the I 's corresponding to t largest Ui's and assert that these
are the t best distributions.

Now consider the preference zone 0¥ defined as Q4N where

no
et

Il

Q4 '{7\€Q: e[k—t-*—l] - e[k_t] > 81 } Py (

Qo = {7\691 GDMH_:L] > Sze[k-t] } ) (3)

and &; > O and 3, > 1 are specified constants. For Q' = QN0 and Ry,
it is shown in [1] that the probability of a correct selection is

minimized on Q* by the wvector N whose components are given by

8,/(8-1), 1 = 1,...,k-t
(23 7Y 5,5./(5.-1), 4 = k-t
182/(85-1), 1 = k-t+1,...,k .

Moreover, with the distribution function Fp(x,0) given by

F(x,0) = ¢8/2 3 (/) [x110 [T (P2 [r((prer)/2)T

r=0

y /2 y((prar)/2) gy

for x > 0, 6 > O and zero otherwise, the smallest common sample size n



required for R, to satisfy (1) is obtained as the solution of the

integral equation
® k-t t-1
tf Fpo (08, /(82-1)) [1-Fp(x,m8,85/(82-1)) 17" aF, (x,18282/62-1)) = P¥
0 ” ‘

(5)
Note that the left side of equation (5) represents the infimum of the
probability of a correct selection over 0¥ = Q,NQ, for the selection
procedure R, .
Next for case 2 where Zl,...,Zk are all unknown, we propose selec-
tion procedure Rs.

Procedure Rs.

Take a random sample of size n (n > p) from each I; and compute
Vi = (nP)—l(n-P)iiSidfi, where Xj and S; are respectively the sample
vector mean and sample covariance matrix (that is, maximum likelihood
estimate of Z3) from Ty, i = 1,...,k. Rank Vi's, bresking ties (if
any) with suitable randomization, and select the Hi'S corresponding to
t largest Vi's and assert that these are the t best distributions.

For 0 = Q;N05, where Q; is defined by (2) and Qp by (3), and
Ro, it is again shown in [1] that the probability of a correct selection
is minimized over (¥ by the vector A¥ whose components are given by

(4). Furthermore, with the distribution function Gp,n_p(x,e) given by

Cp,nep(%:0) = ¢ /2[M((np) /2)] 3 (o/2)%[=]™ [ " ((pf2) + (55} /2) + )
‘r=0 0 |

x [r((p/2) + r)| o (R/2)4r-1 (1 4 ) (0/2)+((0-p)/2)+r 4y




for x > 0, 6 > O and zero otherwise, the smallest common sample size n
required for R, to satisfy (1) is obtained as the solution of the

integral equation

t -{:o Gl;:z—p(xan51/(62‘l)) [l_Gpan—p(Xan5152/(62'l> ) ]t_l

x Gy n_o(x,m8,85/(82-1)) = P* . (6)

Note that the left side of (6) represents the infimum of the probability

of a correct selection over Q¥ = Q;NQ, for the selection procedure Rs.

4y, TABLES AND ILLUSTRATIONS

The left side of (5) and (6) are evaluated by appropriate guadra-
ture and (5) or (6) are then solved for n. This has been done exten-
sively by Milton and Rizvi [3]. Tables I and II are extracted from
[3]. Table I gives values of nd; as solution of (5) for P¥ = .95,
t=1,k=2(1)5,p=1, 3,5, 7, 9, 19, 29 and &, = 1.01, 1.05(.05)
1.25(.25)2.00(.50)3.00. Table II gives values of (n, &,) as solution
of (6) for P¥ = .95, t =1, k=2, p =14, 10 and 3, = 1.50, 2.00, 3.00.

Suppose we wish to select the best of two automation systems that
operate under 9-variate normal disbributions with known covariance
ma.tricés Z; and Z,. Moreover, suppose we wish to select 9[2] (that
is the best system) only if 957 - €[] > 5.0 as well as O[>7 > 1.5 917,
and require the selection procedure R, to have the probability of a
correct selection not less than 0.95. Then fran Table I we cobtain

nd; = 55.15 so that we need 12 observations from each of the two 9-variate




normal distributions for carrying out procedure R,.

Next, suppose we are interested in the selection of the best of
two aubomatbion systems operating under 10-variabte normal distributions
with unknown covariance mabrices Zi and ¥X,. Furthermore, suppose ve
are interested in this selection only if 9[2] - Q[l] > 5.0 as well as
9[2] > 1.5 9[1]: and require the probability of a correct selection
using R, to be at least 0.95. Then from Table IT we cbtain n = 87.292
so that we need 88 observations from each of the two lO0-variate noxmal

distributions for carrying out procedure R..
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TABLE I

nd, VALUES AS SOLUTION OF (5) WHEN P¥ = .95 AND t = 1 FOR DETERMINING

COMMON SAMPLE SIZE REQUIRED TO SELECT THE BEST SYSTEM IN THE
CASE OF ALL KWOWN COVARTANCE MATRICES

k5 p=1. p=3 p=>5 p=1T p=9 p=19 p=29

2  1.01 2172.00 2172.00 2172.00 2172.00 2172.00 2172.00  2172,00
2 1.05 443,60  443.70 443,70 LL43.80  443.80  Lhik.oo  LLlk.30
2 1.10 227.10  227.20  227.30  227.40  227.50  228.00  228.50
2 1.15 154.90  155.10  155.20  155.30  155.50  156.20  156.90
2 1.20 118.80  119.00  119.20  119.30  119.50  120.40  121.30
2  1.25 97.10 97.32 97.54 . 97.76 97.98 99.07  100.13
2 1.50 53.56 53.97 54.37 54.76 55.15 57.02 58.77
2 1.75 38.93 39.49 40.03 40.56 41.08 43.49 45,68
2 2.00 31.5L 32.23 32.89 33.53 34.15 36.95 39.h2
2 2.50 2h.o3 2h.o5 25.80 26.60 27.36 30.66 33.k5
2  3.00 20.19 21.29 22.28 23.20 2l 05 27.65 30.61
3  1.01 2948.00 2948.00 2948.00 2948.00 2948.00 2948.00  2948.00
3 1.05 602.10 602.20 602,20 602,30  602.30  602.60  602.80
3 1.10 308.30  308.40  308.50  308.60  308.70  309.10  309.60
3 1.15 210.30 210.40 210.60 210.70 210.80 211.50 212.20
2 1.20  161.20 i61.uo 161.60  161.80  162.00  162.90  163.80
3 1.25  131.80  132.00  132.20  132.50  132.70  133.80  134.80
3 1.50 72.70 73.11 73.51 73.90 .29 76.19 78.00
3 1.75 52.84 53.40 53.94 5447 55 .00 57.48 59.78
3 2.00 L2.81 43.50 LL,16 LL.81 45,404 48.36 51.00



TABLE I - (Continued)

k8 p=-1 p=3 p=5 p=7 P=9 Dp=19 p=29
3 2.50 32.62 33.53 . 34.39 35.21 35.99 39.52 L2.56
3 3.00 7.k 28.50 29.50 30.45 31.34 35.2L 38.52
b 1.01 3413.00 3413.00 3413.00 3414.00 34ik.00  341k.00 341,00
L 1.05 697.20 697.30 697.30 £97.30 697.40 697.60 697.90
b 120  357.00  357.10  357.20  357.30  357.40  357.80  358.30
L 1.5 243.50 2L3.60 2h3.80 2h3.90 24k, 00 2Lk, 70 2h5.4h0
L 1.20 186.70 186.90 187.10 187.30 187.40  188.30  189.20
L 1.25 152.60 152.80 153.00 153.30 153.50 15h.60  155.70
L 1.50 84.18 8l.59 84.99 85.38 85.77 87.68 89.51
Yo7 61.18 61. 74 62.28 62.82 63.34 65.86 68.21
L 2.00 L9.57 50.25 50.92 51.57 52.20 55.18 57.89
L 2.50 37.77 38.68 39.54 L0.37 L1.16 Lh, 77 b7.93
4 3.00 30,74 32.82 33.83 3479 35.70 29.72 43,15
5 1.01 3746.00 3746.00 3746.00 37h6.00 3746.00 37HE.00  37h6.00
5 1.05  T765.20  T765.30  765.30  T65.40  765.40  765.70  75.90
5 110 391.80  391.90  392.00  392.10  392.20  392.70  393.10
5 1.15 267.20 267.40 267.50 267.70 é67.80 268.50 269.20
5 1.20  204.90  205.10  205.30  205.50  205.60  206.50  207.k0
5 L.25 . 167.50  167.70  167.90  168.20  168.40  169.50  170.50
5 1.75  67.15  67.7L  68.25 68,79  69.3L  TL.8:  Th.e2
5 1.50 92.40 92.80 93.20 93.59 93.99 95.90 97. 7k
5 2.00 54.50 55.09 55.75 56.41 57.0k 60.05 62.79
5 2.50 4146 L2.36 h3.22 bk .05 Ll .86 48.52 51.75
5 3.00 34.84 35.91 36.93 37.89 38.81 L2.91 L6143

10



(n,d,) VALUES AS SOLUTION OF (6) WHEN P¥ = .95,

TABLE IT

= 2

AND © = 1 FOR DETERMINING COMMON SAMPLE SIZE REQUIRED
TO SELECT THE BEST OF TWO SYSTEMS IN THE CASE CF
UNKNOWN COVARIANCE MATRICES

Ap =4u,,”.

2 nd; n N n == 1061
160.0 0.000  0.000 0.000  0.000
170.0  102.917  1.652 0.000  0.000
180.0  100.353  1.794%  109.255 1.648
190.0 98.184 1.935 106.836 1.778
200.0 96.311 2.077  104.761  1.909
220.0 93.217  2.360  101.357 2,171
2L0.0 90.80k 2.643 98.693 2.h32
260.0 88.857  2.926 96.549  2.693
280.0 87.259  3.209 ok.791  2.95h
300.0 85.918  3.492 93.314  3.215

1.50  320.0  &4.778  3.775 92.070  3.L476
340.0 83.799  k.057 90.993  3.737
360.0 82.945 L, 340 90.055 3.998
380.0 82.202  L4.623 89.236  L.258
400.0  81.535 4,906  88.518  L.519
420.0 80.951  5.188 87.87+  L.780
Lho.0 80.416  5.k72 87.292  5.041
460.0 79.950  5.75L 86.778  5.301
480.0 79.519  6.036 86.301  5.562
500.0 79.121  6.319 85.880  5.822

11



TABLE II - (Continued)

5o 1, p=t p=10
n 8, n 8,

40.0 .0.000  0.000 0.000  0.000

50.0 .997  0.667 99.458  0.503

" 60.0 57.674 1.040 73.598 0.815

70.0 49.593 1.h11 62.310  1.123

80.0 4,028  1.781 55.964  1.430

90.0 41.890 2.148 51.915 1.734

100.0 39.7h7  2.516 hg,09k  2.037

110.0 38.162  2.882 hr.027  2.339

2.00  120.0 36.934 3.249 45,437  2.641

130.0 35.965 3.615 Ll .180 2.943

140.0 35.171  3.981 43.166 3.243

150.0 3h.51%  L.3L6 k2,323  3.54k4

160.0 33.961  L.711 41.618  3.845

170.0 33.485 5.077 h1.013  L.iks

180.0 33.077  5.hh2 Lo.498 L. Lks5

190.0 32.720  5.807 Lo.oke  L.7hs

200.0 32.hk0o7  6.172 39.647 5.0k

12




TABLE IT - (Continued)

’ = )-(- P = 10
82 nf)l n 61 A 51
20.0 0.000 0.000 0.000 0.000

30.0 45,540 0.659 90.854 0.330
~ h0.0 28.147 1.hea Ls5.171 0.886
50.0 23.091 2.165 35.256 1.418

60.0 20.679 2.901 30.919  1.941

70.0 19.268  3.633 28.491  2.457

80.0 18.34Lk  L4.361 26.939  2.970

3.00 90.0 17.690 5.088 25.860 3.480
100.0 17.202 5.813 25.067  3.989

110.0 16.826 6.537 oh.h60  L.hot

120.0 16.526  7.261 23.979  5.004

130.0 16.281 7.985 23.590  5.511

140.0 16.077  8.708 23.269  6.017

150.0 -15.905 9.431 22.999  6.522

13
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