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ABSTRACT 

The effects of handlimiting on the performance of various 

digital transmission systems corrupted by additive white 

Gaussian noise are analyzed using two methods, the averaging 

method and the series expansion method. The results f r o m  both 

methbds agree. 

The performance of an ideal bandlimited NRZ (Eon--Return- 

to-Zero) baseband transmission system is examined using cor- 

relation cletection and sampling. The explicit. expres:;i<sn 

for the degradation of the signal. and the intersymbol inter- 

ference as a function of system parameters is derived. The 

average,lower bounds and upper bounds of the probabilities 

of bit-error are computed for both detectors. It j s  shown 

that the correlation detector performs better than the sample 

detector for RT>.0.6 and worse for BT=0.5. - 
A Split-Phase baseband system is also analyzed follo117ing 

the same steps used for analyzing the NRZ system. It is 

shown that a Split-Phase baseband system requires less 

than twice as much bandwidth as the NRZ system to have the 

same probability of bit-error for the same value of sign.al.- 

to-noise ratio using the correlation detector. 

An NRZ baseband system using Gaussian filters is also 

analyzed employing correlation detection. It is found that 

the system introduces more intersymbol interference and performs 

. v  



poorly compared t o  t h e  ideal bandlimited NRZ system. 

The e f f e c t s  of bandl imi t ing  on t h e  performance of modulation 

the Phase-Shif t-Keying (PSK) System, t h e  Amplitude-Shift-Keying 

(ASK) System, and t h e  Frequency-Shift-Keying (FSX) System are 

analyzed assuming a c o r r e l a t i o n  r e c e i v e r  and using i d e a l  f i l t e r s  

a s  well as c o r r e l a t i o n  d e t e c t i o n .  The e x p l i c i t  expression f o r  

the degradat ion of t h e  s i g n a l  and t h e  intersymbol i n t e r f e r e n c e  

as a func t ion  of bandwidths of the f i l t e rs ,  s igna l - to-noise  

r a t io  and carrier f requencies  i s  given. It is  found t h a t  t h e  

a l i a s i n g  e f fec t  can be neglected i f  t h e  carrier frequency i s  

ntore than t h r e e  t i m e s  t h e  b i t  rate.  I t  i s  a l so  found t h a t  PSX 

r e q u i r e s  3 db less on an average power basis than ASK. I f  t h e  

spacing between t h e  t w o  c a r r i e r  tones  i n  FSK i s  less t h a n  

three times the  b i t  rate,  FSK shows a better Performance than 

that  of ASK. The optimum s e t t i n g  of t h e  tone  spacing of FSK 

is shown t o  be equal  t o  t h e  b i t  rate. However, PSK always 

gives t h e  best performance. Thus fo r  a coherent  system, PSK 

should always be used. 

F i n a l l y ,  a tapped-delay-line (TDL) f i l t e r  i s  introduced 

a t  t h e  receiver of t h e  NRZ baseband system i n  conjunct ion wi th  

t h e  c o r r e l a t i o n  detector as an intersymbol e l imina to r .  On an 

average p r o b a b i l i t y  o f ’ b i t - e r r o r  basis,  and us ing  only t h r e e  

t a p s ,  i t  is demonstrated t h a t  t h e  performance of t h i s  system 

is near  optimum. 

vi 
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CHAPTER I 

INTRODUCTION 

Today t h e  advances i n  t h e  f i e l d s  of d i g i t a l  computers 

and e l e c t r o n i c  c i r c u i t s  have r e s u l t e d  i n  an enhanced in te res t  

i n  communication systems which t r a n s f e r  b inary  data from one 

l o c a t i o n  t o  another.  

The data communication systems can g e n e r a l l y  be considered 

as c o n s i s t i n g  of t h r e e  basic b locks ,  t h e  t r a n s m i t t e r ,  t h e  

channel  and t h e  r ece ive r .  The t r a n s m i t t e r  has  t h e  task of 

a s s ign ing  an electrical  waveform t o  each p o s s i b l e  sequence 

of d i g i t s  received from t h e  information source.  The electri- 

c a l  waveform i s  then  passed through t h e  channel,  which may 

t y p i c a l l y  be a w i r e  l i n k ,  a s a t e l l i t e  l i n k ,  a microwave sys-  

t e m ,  or  a r a d i o  l i n k .  I n  passage through t h e  channel the 

t r a n s m i t t e d  waveform i s  i n v a r i a b l y  cor rupted  by unwanted, 

random s i g n a l s  known as  noise .  Because of t h e s e  random s i g -  

n a l s ,  the  rece ived  waveform does n o t  correspond e x a c t l y  t o  

any of t h e  p o s s i b l e  t r ansmi t t ed  waveforms. 

the r e c e i v e r  must make a dec i s ion  a s  t o  which of the  sequence 

of d i g i t s  i s  most l i k e l y  t o  have given rise t o  t h e  p a r t i c u l a r  

received waveform. 

Never the less ,  

For b inary  

used today,  t h e  

one i s  used f o r  

communication systems, t h e  most popular ly  

p o s s i b l e  e lectr ical  waveforms c o n s i s t  of two, 

a b inary  "one" and t h e  o t h e r  i s  used f o r  a 
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b ina ry  "zero.  'I Throughout t h i s  d i s s e r t a t i o n  only the 

b ina ry  systems w i l l  be considered.  I n  pass ing  through t h e  

channel ,  t h e s e  s i g n a l s  are co r rup ted  by a d d i t i v e  whi te  

Gaussian no i se .  

The measure of the performance of a d i g i t a l  communica- 

t i o n  system i s  t h e  b i t  error p r o b a b i l i t y  a t  t h e  ou tpu t  of 

t h e  r e c e i v e r  b i t  d e t e c t o r .  The b i t  d e t e c t o r  which achieves 

t h e  lowest possible e r r o r  p r o b a b i l i t y  for  a given s igna l - to-  

n o i s e  r a t i o  is  g e n e r a l l y  considered optimum. For ideal  

( i n f i n i t e  system bandwidth) b i n a r y  communications over  an 

a d d i t i v e  Gaussian n o i s e  channel ,  t h e  optimum b i t  detector 

i s  a c o r r e l a t i o n  d e t e c t o r  which t u r n s  o u t  t o  be a matched 

f i l t e r  . 
I n  p r a c t i c e ,  t h e  r e s t r i c t i o n  of t he  system bandwidth i s  

i n e v i t a b l e .  Transmi t te r  f i l t e r i n g ,  bandl imited channel ,  o r  

receiver f i l t e r i n g  are t h e  u s u a l  sources .  Bandwidth l i m i t i n g  

w i l l  n o t  on ly  cause t h e  energy loss  of t h e  d e s i r e d  s i g n a l ,  

b u t  more impor tan t ly  w i l l  i n t roduce  i n t e r f e r e n c e .  This  

i n t e r f e r e n c e  c o n s i s t s  of  intersymbol  i n t e r f e r e n c e  ( s i g n a l  

waveforms smearing i n  t i m e )  and intermodulat ion i n t e r f e r e n c e  

( a l i a s i n g  e f f e c t ) .  T h e  performance of t h e  optimum l i n e a r  

b i t  d e t e c t o r  then  w i l l  be  degraded. 

The primary concern of t h i s  d i s s e r t a t i o n  w i l l  be  t o  

s y s t e m a t i c a l l y  ana lyze  t h e  e f f e c t s  of bandl imi t ing  on t h e  

performance of v a r i o u s  baseband t ransmiss ion  s y s t e m s  a s  
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w e l l  as modulation systems. 

I n  Chapter I1 the optimum r e c e i v e r  s t r u c t u r e  in t h e  

case of i n f i n i t e  bandwidth and Gaussian no i se  for a minimum 

p r o b a b i l i t y  of  error performance c r i t e r i o n  w i l l  be der ived .  

I n  Chapter 111 t h e  performance of an i d e a l  bandl imited 

NRZ (Non-Return-to-Zero) baseband t ransmiss ion  system w i l l  

be examined very c l o s e l y .  F i r s t ,  the  e x p l i c i t  express ions  

f o r  the degrada t ion  of t h e  s i g n a l  and intersymbol i n t e r f e r -  

ence w i l l  b e  de r ived  as a func t ion  of system parameters.  

Second, the average p r o b a b i l i t y  of Bit error w i l l  be computed 

by us ing  t h e  averaging method. T h i s  method makes an assump- 

t i o n  t h a t  the  i n t e r s y n h o l  i n t e r f e r e n c e  i s  l imi t ed  t o  a f i n i t e  

number of symbols preceding and fol lowing t h e  symbol under 

detection. The c o n d i t i o n a l  e r r o r  p r o b a b i l i t i e s  are computed 

f o r  each of t h e  t r u n c a t e d  p u l s e  sequences and then  averaged 

w i t h  r e s p e c t  t o  the p r o b a b i l i t y  of occurrence of those 

sequences. Th i rd ,  an a n a l y t i c a l  express ion  for  the  proba- 

b i l i t y  of error based on t h e  series expansion of the charac- 

t e r i s t ic  f u n c t i o n s  of t h e  intersymbol  i n t e r f e r e n c e  and 

Gaussian n o i s e  w i l l  b e  introduced.  T h i s  express ion  can be 

d iv ided  i n t o  t w o  termso one term corresponds t o  d e t e c t i n g  

the degraded s i g n a l  i t s e l f ,  and t h e  other corresponds t o  

t h e  i n f l u e n c e  of t h e  intersymbol i n t e r f e r e n c e .  The methods 

d iscussed  i n  t h i s  chap te r  t hen  w i l l  be gene ra l i zed  t o  any 

d a t a  t r ansmiss ion  system. 
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In Chapter  IV t h e  r e s u l t s  of Chapter I11 w i l l  be  app l i ed  

t o  t h r e e  p r a c t i c a l  baseband systems: (11 Spli t -Phase using 

a correlation detector, (2) NRZ using a f i l t e r  and sample 

d e t e c t o r ,  (3) NRZ (Gaussian f i l t e r i n g )  using a c o r r e l a t i o n  

d e t e c t o r .  In each case t h e  e x p l i c i t  express ions  f o r  t h e  de- 

graded s i g n a l  and intersymbol  i n t e r f e r e n c e  w i l l  be presented .  

T h e  p r o b a b i l i t y  of b i t  error is  also determined and c a l c u l a t e d .  

In Chapter  V t h e  r e s u l t s  of Chapter I11 w i l l  be  app l i ed  

t o  t h r e e  p r a c t i c a l  modulation systems, Phase S h i f t  Keying 

(PSR), Amplitude S h i f t  Keying (ASK) and Frequency S h i f t  

Keying (FSK),  The e x p l i c i t  express ions  f o r  t h e  intermodula- 

t i o n  i n t e r f e r e n c e  w i l l  be der ived .  The p r o b a b i l i t y  of e r r o r  

w i l l  b e  computed f o r  each case. 

ln Chapter  VI a modified Tapped-Delay-Line (TDL) f i l t e r  

w i l l  be  proposed t o  alleviate t h e  intersymbol i n t e r f e r e n c e  

for t h e  bandl imi ted  NRZ baseband system. The r e s u l t s  then 

w i l l  b e  g e n e r a l i z e d  f o r  any system. 

In Chapter  VI1 some conclusions a r e  drawn. Some recom- 

mendations fo r  f u t u r e  research s t u d i e s  a r e  a l s o  put  f o r t h .  



CHAPTER I1 

UPTIMUM DETECTION OF BINARY SIGNALS 

I N  THE PRESENCE OF WHITE GAUSSIAN NOXSE 

2 . 1  Formulat ion of t h e  Optimum Solu t ion  

The b i n a r y  message i s  assumed t o  be c a r r i e d  by e i t h e r  

of t w o  s i g n a l s  s,(t) 

so (t) 

d i f f e r e n t  shape  over  an i d e a l  channel ( i n f i n i t e  bandwidth) 

(corresponding t o  information ''1'') and 

(cor responding  t o  informat ion  "0") of a r b i t r a r y  and 

wi th  a d d i t i v e  whi te  Gaussian no i se  n ( t )  w i th  zero mean and 

s p e c t r a l  density N 0 / 2  (two s ided )  as shown i n  F igure  2.1.  

F igu re  2 .1  A Binary Transmission System 

The basic problem of d e t e c t i o n  then i s  t o  f i n d  a r e c e i v e r  

t o  d i s t i n g u i s h  between e i t h e r  of these  two wave shapes s l ( t )  

and so (t) , each de f ined  over the b i t  i n t e rva l  T sec i n  l e n g t h  

i n  an optimum way t o  minimize t h e  p r o b a b i l i t y  of e r r o r ,  

T h i s  can be formulated as a s t a t i s t i c a l  hypothesis  t e s t i n g  
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problem, i.e., test the hypothesis H1 that sl(t) was transmit- 

ted versus the hypothesis Ho that s O ( t )  was transmitted. 

the performance criterion is taken to be the minimum average 

Since 

probability of error, Bayes' solution with equal cost yields 

the optimum decision rule [ 8 ] .  T h i s  solution leads to the 

likelihood ratio test. 

Given a sequence of random variables x1,x2, . . .X the n 
likelihood ratio test is formed by finding the ratio of the 

conditional joint probability density function of x1,x2, ... x 
given hypothesis H1 or Hoe 

n f  
This ratio is compared to a 

threshold d and the decision H1 rendered if the likelihood 

ratio is greater than d and Ho otherwise. 

ratio can be expressed as 

The likelihood 

The optimum value of d under the equal cost assumption can be 

given by the ratio of the a priori probability Po and P1 

of occurrence of H1 and Ho, respectively. Thus we have 

It is readily seen that any monotonic function will yield the 

decision and hence the test is usually implemented in the form 



7 

of logarithm of the likelihood ratio and the threshold 

2.2 Determination of the Likelihood Ratio 

The input to the receiver under either hypothesis can be 

written as 

O < t < T  , : H1 (2 .4 )  

Since both signals s,(t) and so(t) are defined over the same 

interval O<t<T, we can expand each into an orthonormal series 

which has the form: 

i = 1,O 

with the coefficients given by 

T 

0 
= 1 si(t) q,(t) dt i = 1,O 'ki 

and the orthonormality condition implies: 

I qi(t) qj W dt = 6ij 
T 1 i = j  = I  0 i f j  0 

The coefficients can be referred as the generalized Fourrer 

coefficients. 
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The noise n(t) can also be expanded into the orthonormal 

series: 

with 

Since n(t) is Gaussian distributed, the Fourier coefficients 

nk are also Gaussian distributed. 

orthonormal functions the coefficients can be made uncorrelated 

By proper choice of the 

and hence statistically independent. The condition for 

statistically independent coefficients in the case of Gaussian 

noise is given by the solution of the integral equation 193, [ 2 4 1  

2 R ( t ' - s )  qk(t) dt = ak qk(s) 
0 

(2.11) 

Here R ( T )  is the autocorrelation function of the noise n(t) 
2 2 and ak is the ensemble average of nk or the variance of nk. 

Under the assumption that n(t) is white Gaussian noise 

with two sided spectral density N0/2, we have 

Thus from Equation (2.111, we have 
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The p r o b a b i l i t y  d e n s i t y  func t ion  of nk then  i s  given by 
. 4’’. . 
c- e ..NO 

f (nk’  = ’- (2 .14)  
/qT. 

Therefore ,  i n s t e a d  of dea l ing  w i t h  the’ continuous t i m e  func t ions  

s l( t)  I so  (t) and n ( t )  de f ined  over  O < t < T ,  w e  can now rep resen t  

each by i ts  Four i e r  c o e f f i c i e n t s  so t h a t  the Bayes! l i ke l ihood  r a t i o  

tes t  (Equat ion (2.3) can be appl ied .  

Recall tha t  

z ( t )  = si(t)  + n ( t )  i = 1,0 , O < t < T  

w e  can also expand z ( t )  i n t o  a gene ra l i zed  Four i e r  series 

m 

m 00 

(2.15) 

Comparing the c o e f f i c i e n t s  of q k ( t ) ,  w e  ob ta in  

zk = ski .I- nk i = 1 , O  (2.161 

S ince  t h e  n o i s e  c o e f f i c i e n t s  nk are Gaussian d i s t r i b u t e d  

independent  random variables w i t h  zero  mean, t h e  c o e f f i c i e n t s  

Zk are also  Gaussian d i s t r i b u t e d  and independent w i t h  mean a t  
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Therefore the density function o f  zk can then be given k i  S 

i = 1,0 (2.17) 

Now we can apply Bayes' likelihood ratio test. The receiver 

measures z(t) over the interval O<t<T and from this measurement 

generates the generalized Fourier coefficients zk. 

performs the test 

It then 

where 

But 

and 

Substituting into Equation (2.181, we have 

(2.18) 

(2.19) 

(2.21) 
co 00 

1 (Zk-sk())2 - 1 (Zk-Skl)  
k=l k=l 
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Recall that 

and 

then  

(2.22) 

Squaring and averaging  i n  t i m e  

00 

(2.23) 

Using t h e  orthonormal p rope r ty  (Equation ( 2  . 8 )  , Equation ( 2  . 23) 

can b e  s i m p l i f i e d  as 

T 00 

0 k = l  
I ( z ( t 1  - s i ( t112  d t  = 1 (zk-ski)2 (2.24) 

S u b s t i t u t i n g  i n t o  Equation ( 2 , 2 1 ) ,  the d e s i r e d  l i ke l ihood  

ra t io  test  becomes 

(2.25) 
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For equal a priori probabilities, we then decide sl(t)  was 

transmitted w;.th smallestprobability of being in error, if 

the difference between zCt) and the known wave shape sl(t) 

is smaller than the corresponding difference between z Ct) 

and s,(t) in the mean-square sense and decide s O ( t )  otherwise. 

2,3 Structure of the Optimum Receiver 

The mathematical structure of the optimum receiver is 

completely specified by Equation (2.25). In this seckion, 

this equation will be used to yield a model for the optimum 

receiver. 

Under the assumption of equal cost and equal a priori 

probabilities of occurrence of the signalling states, Euuation 

(2.25) can be reduced to 

T T 
s1 2(t) dt and Eo = I 

0 0 
where El = I so 2(t) dt, represent the 

energy in the signals s l ( t )  and s,(t) respectively. 

.The o p t i m u m  receiver structure now can be realized by a 

multiplier cascaded w i t h  an integrator (memoryless correlation 

detector) in series with a thxeshold device as shown in 

Figure 2.2. The message w5ll be decided to be a "l", if the 

signal plus noise at the output of the integrator samples at 

t=T is larger than the threshold 61 = (E1 - E0)/2, and a rrO'r 
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otherwise . 
1 

--- - - L - - - - ---- 
~Correlation Detector 

r i 
I 
I I 

I I 

I 

I I 

I I I Every < d = - T ,  

I I I ' B1-E().-* 
>d= I 

E1'EO 
I I e X lTdt 0 I I Operating 

I I T sec 
I I I Threshold 
I Device 

n(t) IS (t)-s (t) ! L 1 - - - - 0  --------- I 

I A 

I 

Figure 2.2 Optimum Receiver Structure 

The dotted block can also be viewed as a matched filter 

with an impulse response h ( t )  = s1 (T-t) - so (T-t). a1 3 . A 

lead 

2.4 

matched filter of this sort is called an integrate-and-dump 

circuit 1321 I 1421 . It is well known that the matched 
filter will give maximum signal-to-noise ratio at the output. 

Thus for white Gaussian noise, both maximization of the signal- 

to-noise ratio and minimization of the probability of error 

to the same optimum receiver structure. 

Probability of Error 

The optimum procedure for  distinguishing . ,  between two 

known signals s,(t). and so(t) has been discussed, 

probability that an error will be made i n  such a decision 

Now the 
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process w i l l  be derived. 

The ou tpu t  of the i n t e g r a t o r  at t = T  due t o  both s i g n a l  

and no i se  i s  given by 

= wi I- nl 

where 

(2.29) 

Clea r ly ,  nl i s  s t i l l  Gaussian d i s t r i b u t e d  w i t h  mean ze ro  and 

var iance  (J , where 1 

T T  

But for  w h i t e  Gaussian n o i s e  as assumed here, 

E(n ( ' r )n ( t )  ) = N0/2 6 h - t j  

Thus Equation (2 .30)  becomes 

T. 2 
O1 = N0/2 I (sl (t)-so (t) ) ' dt 

0 
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Now the o u t p u t  of the i n t e g r a t o r  can be descr ibed  by t w o  

Gaussian d i s t r i b u t i o n s  wi th  mean va lues  a t  w1 and wo and 

va f i ance  CY 

and t h e  o t h e r  for a r rO"  dec i s ion .  The p r o b a b i l i t y  thqt an 

e r r o r  will be made can be w r i t t e n  as 

where one ds i t rEbu t ion  i s  for  a ''1" dec i s ion  1 '  

(2.33) 

W i t h  Po = P1 = 1 / 2  w e  have 

(2.34) 

Changing variables and s impl i fy ing ,  w e  ob ta in  

2 
where erf (x) = :2 jx eoU du, t h e  error func t ion  

f i o  

and 

Using Equat ion  (2.281, Equation (2.30) and the  f a c t  that  
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probability OF error is ..... . +  .. . . . .... 

T where 

C2.371 

(2.38) 

Thus with the correlation detection or matched filtering 

incorporated in the decision process, it is the signal energy, 

rather than the signal wave shape, that determines the probability 

of error. 

required at the receiver end. 

However, the exact knowledge of sl(t) and so(t) are 

It is very important in this connection to note that a 

large portion of the theoretical analysis in communications, 

such as the analysis in this chapter and those following, 

is based upon the assumption of perfect bit synchronization 

(perfect knowledge of the time of arrival of the individual 

symbol waveform). Techniques for achieving and maintaining 

synchtonization are an important part of the communication 

science [ i o ] ,  [ 4 5 ] .  However, it appears to be a practical 

truism that synchronization per se can be maintained well 

under the conditions where the channel is already useless as 

a communication link because of high error rak. 

except where particularly specified otherwise, we assume 

Hence , 
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perfect synchronization in the receiving process. 

. . .  . . . . . .  ...... ...... ...... ..... 
2.5 Ex'amples .and Applications I 

Case 1. Antipodal signals 

When s1 (t) = -so (t) 

signals. For this case, a is equal to one and the probability 

of error is minimum and is given by 

the signals are called antipodal 

(2.39) 

The NRZ (Non. -Return-to-Zero) , Split-Phase and PSK (Phas'e-Shift- 
Keying) signals are some examples of such signal sets. 

A. NRZ 

sl(t) = -s0(t) = A 

E = El = Eo = A T 

.O<t<T 

2 

d = O  

B. Split-Phase 

2 E = El = Eo = A T 

d = O  

C, PSK 

Sl(t) = -So (t) = A cosC2vfct) O<t<T 

E = E o -  2 - El = A T/2 

d = O  
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' Ca's'e' '2. Orthogonal s i g n a l s  
.. . T  

0 
When I sl (t) so (t) d t  = 0,  the s i g n a l s  are called 

or thogonal  s i g n a l s .  For thts case a = 1 /2  and the p r o b a b i l i t y  

-, of error is given by 

(2.40)  

The On-Off b ina ry  s i g n a l s ,  ASK (Amplitude S h i f t  Keying) and 

FSK (Frequency S h i f t  Keying) s i g n a l s  are some examples of 

such s i g n a l  sets. 

A. On-Off b ina ry  s i g n a l s  

S l ( t )  = A , s,(t) = 0 ,  O < t < T  

E 1 = A T , E o = O  2 , E = A T / 2  2 

. "A.2T 
d = T  

B. ASK 

2 2 El = A T/2 , Eo = 0 , E = A T/4 

C. FSK 

sl(t) = A cos (2.rrfCltl I so (t) = A COS (2gfcot )  O<t<T 

E = El = Eo = A T/2 

d = A2T/2 

2 

It fo l lows  from Equations (2.391 and (2.40) t h a t  a n t i p o d a l  
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s i g n a l s  require 3dB less than the orthogonal s ignal  on an 

average power basis to have the same probability of error. 



CHAPTER I11 

THE PERFORMANCE OF A BANDLINITED BASEBAND TRANSMISSION 

SYSTEM IN THE PRESENCE OF GAUSSIAN NOISE 

.... ...... . t  .... . .  
3.1 . ,Introduction 

The performance of digital transmission systems in,the 

presence of white Gaussian noise is conveniently expressed by 

the bit-error probability. In Chapter 11, it was seen that 

the optimum detector which achieves the lowest bit-error 

probability for a given signal-to-noise ratio (SNR) can be 

realized by a memoryless correlation detector if the system 

bandwidth is infinite. 

In practice, the restriction of the system bandwidth is 

inevitable. Transmission filtering, channel bandlimiting 

or receiver filtering usually cause the restriction of band- 

width. Bandwidth limiting will not only cause degradation 

of the desired signal (energy loss), but more importantly 

will introduce intersymbol interference (overlapping in time 

of successive signals). The performance of the optimum 

detector discussed in Chapter I1 then will be degraded. For 

high signal-to-noise channel, the intersymbol interference 

becomes the determining factor in the design of the higher 

speed data transmission system. 

can be minimized by careful shaping of the transmitted signal 

Intersymbol interference 
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and equalization of the channel [ 4  1, [6 I ,  [131, [18], [261, 
However, it m--y not be possible to eliminate the intersymbol 

interference completely, and a measure of the degradation would 

be extremely useful 

The primary objective of this dissertation is to sys- 

tematically analyze the intersymbol interference and its 

effect on the performance of various bandlimited digital 

transmission systems in terms of the bit-error probability. 

In this chapter, the explicit expressions for the intersymbol 

interference as a function of system bandwidth and bit position 

for a bandlimited NRZ baseband system using a correlation 

detector (an integrate-and-dump circuit) will be presented. 

The detector performance in terms of bit-error probabilities 

caused by the degradation of the signal and intersymbol 

interference will be determined and calculated separately. The 

basic approach developed for the analysis of this particular 

system will be used to analyze various transmission systems 

considered in the later chapters. 

3.2 , The Baseband Model 

The bandlimited baseband transmission system can be 

modeled as s h m  in Figure 3.1. Here 1 an(t) is the random 

NRZ signal with amplitude A ox -A, and bit duration equal to T, 

n(t) is additive white Gaussian noise with zero mean and 

03 

n=-co 



e 

f-i 0 
t L: 

f-i 
a, a s 
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T h e  idea l  lowpass f i l t e r  H ( f )  has a s p e c t r a l  d e n s i t y  N0/2.  

t r a n s f e r  func t ion  equa l  t o  one f o r  -B<f<B and zero elsewhere. 

The receiver c o n s i s t s  of an ideal lowpass f i l t e r  i n  series 

w i t h  a c o r r e l a t i o n  de tec to r .  Sknce bo th  lowpass f i l t e rs  a r e  

the same, the f i r s t  lowpass f i l ter  can be removed a s  f a r  as 

the s i g n a l s  are concerned, and t h e  r e s u l t s  w i l l  be the same. 

3 . 3  Intersymbo1,Interference f o r  NRZ Signa l  

The nth b i t  of information can be represented  by 

N T C t C  ( N + l ) T  

0 elsewhere 
an (t) = 

(3.1) 

where 

The response of the lowpass f i l t e r  due t o  t he  nth b i t  i s  

An = A o r  -A 

j 2 ~ f t  df B (n+l )T 
= i (I n A e-j2Tfx dx) e 

-B nT 

The i n t e g r a t o r  ou tpu t  Cn(T) sampled a t  t = T  due t o  nth ' b i t  

a lone  can be found t o  be 
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...... . .  - -  

. . . . . . . . - 

.. . . ~ . .  .. 

Changing variables and s impl i fy ing ,  Cn(T)  becomes 

Cn(T) = AnT J (BT,n )  ( 3 . 4 )  

where 
. 2  

2 cos2nx dx , ( 3  . 5) * 2  .rrBT. s i n  x J ( B T , n )  = ?r 1 
0 X 

an even f u n c t i o n  of n. 

Notice t h a t  
nBT. s.in2x 

0 X 

' 2  
2 dx J ( B T , O )  = .rr I 

can be s i m p l i f i e d  i n  terms of elementary func t ions  and t h e  

t a b u l a t e d  s i n e  i n t e g r a l  

' 2  
.. 

J(BT,O) = 

func t ion ,  i.e., 

. .s.in.2.v.BT 
1 TBT - dx X 

0 
( 3 . 7 )  

A l s o  J (BT,nl can be  eva lua ted  i n  terms of J (BT,O) as 

JI (n-l)BT,OJ 

... .. .. 
J(BT,n) =* nq J i n + l ) B T , O ]  - nJCnBT,O) 3. ' x-1 

( 3 . 8 )  



The o u t p u t  of  the i n t e g r a t o r  sampled a t  T due t o  an i n f i n i t e  

b i t  t r a i n  is 

= AOT J(BT,O)  3. 1 @,+A I T  J(BT,n) 
n=l  -n (3.9) 

The f i rs t  term i s  the desired s i g n a l  and the  second term is  

t h e  in t e r symbol  i n t e r f e r e n c e  caused by bandl imi t ing  the  

s i g n a l .  N o t i c e  t h a t  J(BT,n) is less than  or equal  t o  one 

for any n and BT. Thus J (BT,O)  r ep resen t s  the degrada t ion  

of  t h e  signal and J ( B T , n )  r e p r e s e n t s  the e f f e c t  of i n t e r -  

symbol i n t e r f e r e n c e  on t h e  b i t  under de t ec t ion .  A s  B+- 

J (BT , 0 ) +l , J (BT , n)  +O , w+AOT as expected. 

The i n f l u e n c e  of t h e  ad jacen t  b i t s  can now be e a s i l y  

c a l c u l a t e d ,  T a b l e  '3.1 shows some values  of J(BT,n) for  

va r ious  bandwidths and b i t  p o s i t i o n s .  

The o u t p u t  of the i n t e g r a t o r  samples a t  t = T  due t o  both 

s i g n a l  and n o i s e  can be given by 

y = W + n 2  

= AOT J (BT , 0 1 + 1 (9,tA,n) T J  (BT, n] +n2 
n=l  

(3.10) 
.T 

w h e r e  n2 = n l ( t ) d t  and n l ( t )  is t h e  output  of the lowpass 
0 
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Table 3.1 

Some Values of' J(BT,n) 
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-00 0222 

0,0292 

0 02 04, 

0,0033 

00 0007 

0.0011 

0.0002 

no, 0113 
-0.0003 

0 0  O O g k  

-000271 

0.0030 

0*0054 

0.0001 

OoOQO2 

-000024 

0,000~k 

0, 0001 

-0,0052 

0001j2 

-0. 0107 

0.0031 

0.0003 

0.000l 

-0.OOl.7 

-0.0002 

-000000 

0,0033 

-000028 

0,0020 

-(>eo012 

0.0005 

@IO000 

0,9003 

0,0001 

0.0000 
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filter due to the noise n(t) alone.' 

The probability that an error w2ll be made can be given 

The evaluation of Pe represents a long-standing challenge in 

digital communication problems. The main source of difficulty 

i s  the fact that, with the exception of a few special cases, 

the probability distribution of the intersymbol interference 

is typically highly complex and irregular. Using the convolution 
I 

method 1271, [ 3 8 ]  to obtain the probability density function 

of the intersymbol interference and noise is very difficult. 

Approximation of this distribution by a simpler function may 

lead to gross misinterpretation. 

For all practical bandlimited transmission systems, one 

can assume that intersymbol interference is limited to a 

finite number of symbols preceding and following the symbol 

under detection. The conditional error probabilities are 

computed for each of the truncated pulse sequences and then 

averaged with respect to the probability of occurrence of 

these sequences E 1 I, 1173, f361, 1371, E391, 1401. 

Using the basic property of the characteristic function 

as suggested in [SI, a new method, called the series expansion 

method, is developed to obtaPn the explicit expression for the 



28 

bit-error p r o b a b i l i t y  Pe. 

corresponds t o  d e t e c t i n g  the s i g n a l  i t s e l f  ( i n  the absence 

P, fs div ided  i n t o  tyo terms, one 

of intersymbol  i n t e r f e r e n c e ) '  and another  corresponds t o  the 

inf luence  of the intersymbol  i n t e r f e r e n c e .  

I n  the 'following t w o  s e c t i o n s ,  the 'averaging method and 

series expansion method w i l l  be examined and compared. 

3.4 Bit -Error .  Probabi~i tv--Averauinu,  Method 
~~ _- 

Recall t ha t  t h e  ou tpu t  of the i n t e g r a t o r  samples a t  t = T  

i s  given by 

y = W + n 2  
00 

= AOT J(BT,O)+ 1 (An+A -n )T J(BT,n)+n2 
n= l  

Thusthe output  of t h e  i n t e g r a t o r  can be described by a Gaussian 

d i s t r i b u t e d  func t ion  w i t h  mean a t  W 2 2 and var iance  a2  . O 2  

can be obta ined  as 

= IT IT E(nl ( ' c )n( t ) )dT d t  
0 0  

Notice tha t  E I n l ( ~ )  n l ( t ) ]  i s  the covariance 

given by 1251 

(3.12) 

of n l ( t )  and i s  
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L e t  the effects of the intersymbol  i n t e r f e r e n c e  on t h e  

b i t  under d e t e c t i o n  be conf ined  t o  N preceding and N sub- 

sequent  b i t s .  There is a t o t a l  o f  2*22N d i f f e r e n t  a d j a c e n t  

b i t  p a t t e r n s  around the b i t  under d e t e c t i o n ,  which can be 

numbered i n  such a way tha t  the f i r s t  22M p a t t e r n s  around a 

"1" (Ao = A) and the second 22N p a t t e r n s  around a "0" (AO=-A) 

Denote Pei as the p r o b a b i l i t y  t ha t  t h e  c e n t e r  b i t  i s  detected 

i n  e r r o r  g iven  tha t  the ith p a t t e r n  i s  t r ansmi t t ed .  Since 

each p a t t e r n  w i l l  occur  w i t h  t h e  same p r o b a b i l i t y  t he  average 

bit-error p r o b a b i l i t y  Pe can be g iven  by 

2N+1 
i=l 1 P e i  (3 15)  

S ince  the n o i s e  n2 is  Gaussian,  Equation (3.15) can be 

r e w r i t t e n  i n  a more e x p l i c i t  form - (X*Wi) 2 

. ' 1  20; dx 

(3.161 

where Wi is  the v a l u e  of W f o r  t h e  ith p a t t e r n  and i s  equal  

t o  ATJ(BT,O)  + 1 (An+Amn)TJ(BT,n) for i 6 2 2 N  and -ATJ(BT,O)+ 

n = l  

W 

00 n = l  
1 (An+A -n )TJ(BT,n) for  i-2 2N + 1. Since  t h e  p r o b a b i l i t y  t h a t  
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a "1" i n  the middle  of a p a r t i c u l a r  p a t t e r n  i s  er roneous ly  

detected is the same as that  f o r  a "0" i n  the middle of 

t h e  complement o f  th i s  p a t t e r n ,  the second t e r m  i n  Equation 

(3.161 is e q u a l  t o  the f i rs t  term, 'Thus we have . . . . . . . . . . .  
. 6 m.($Lwi) 2 

... .  2N . . . . . . . .  
- 

. .  . 
dx (3.172 - '1 2 . . : :. ...'I jo e 2u22 

i=l -- 'e - 7 
Therefore  it is s u f f i c i e n t  t o  compute t h e  b i t - e r r o r  p r o b a b i l i t y  

by only examining -the p a t t e r n s  around the  "1" b i t .  

For the system considered here ,  it can be seen  t h a t  

(J(BT,n) I<<J (BT,O)  when n>5 (see Table 3.1).  Thus w e  can 

conf ine  t h e  effects of t h e  intersymbol  i n t e r f e r e n c e  t o  t h e  

f i v e  preceding  and f ive  fo l lowing  b i t s  on t h e  b i t  under 

where 
5 .(An.+AWn) 

Wi = AT[J (BT,O)  + 1 A J (BT,n) I 
n = l  

.X'Wi 
Let y=- 

4?2 
becomes 'ei 

.... 
Q) 2 

du 

.. 
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where 

, , , . . . . . . 

- c J+, 
2 E = A T ,  

and 

Di2(BT) 1 

Thus Di2 (BT) , a 

t h e  energy per b i t  

.(3 . 19) 

(3.20) 

func t ion  of the bandwidth-bit  du ra t ion  pro- 

duc t  and b i t  p a t t e r n s  can be 

s igna l - to-noise  ra t io .  This 

The p r o b a b i l i t y  of ' b i t  error 

a l s o  be viewed as t h e  shaded 

cons idered  as the degrada t ion  of 

q u a n t i t y  is e a s i l y  ca l cu la t ed .  

for a p a r t i c u l a r  p a t t e r n  can 

area under t h e  curve - from 
. .&.-=U 2 

sif 
Zi  t o  

p a t t e r n  g iv ing  minimum va lue  of Di (BT), and ZB, t he  p a t t e r n  

g iv ihg  maximum va lue  of Di2(BT). 

p a t t e r n  such that  the n e t  effect of Intersymbol i n t e r f e r e n c e  

i s  zero, i.e. 

as shown i n  F igu re  3.2. Zi i s  bounded by Z,, t h e  
2 

Zo corresponds t o  t h e  

D ~ ~ ( B T I  = J(BT,O~ 

It can be 'shown that  



7 

c9 
N 

-I4 
N 

0 
N 

4 
N 

5 
N 

-0 

32 



33 

and all the values of Zi vs are symmetric about Zo., 

There ar‘3 1024 different patterns, Thus the bit-error 

probability P, of a random NRZ signal for  a particular bqnd- 

width is given by 

or 

(3.21) 

(3.22) 

where ZA is bounded between 2, and Z o  (see Figure 3.2) and 
,-u 2 

Pe is the area under the curve of - But ’ ’e from ZA to m. 

fi 
ZA cannot be determined analytically, because intersymbol 

interference is not Gaussian distributed. We can only find 

Pe by Equation (3.21) and then ZA can be found numerically. 

ZA will be different for different Pe , As B+m, Zi+-&- , 
P +1/2 El-erf (p) 1 ,  t h e  optimum case presented in Chapter 11. 

NO e 
The probability of bit-error, Pe, for a random NRZ signal 

‘ E  as a function of signal-to-noise ratio (-1 and bandwidth-bit 

duration product BT with the interspnbol interference confined 
NO 

Q the nearest 10 bits is shown in Figure 3,3. 

The upper bound of Pe, Pemax can be obtained by finding 

the worst pattern which gives minimum value of Di2(BT) . This 
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Figure 3.3 Probability of Bit-Error vs &, fo r  the NRZ Baseband System 
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can be accomplished by choosing An = A * = -Ao if J(BT,n)>O, 

and An = A = A. if J(BT,n)<O. (See Fable 3.1) . The upper 
bound thus can be expressed as 

-n 

-n 

I 

The lower bound of Pe, Pemin can be obtained by choosing An = 

- An for all n, which gives Di2(BT) = J(BT,O). The lower 

bound thus can be expressed as 

'emin = 1/2[1-erf (Jg'J(BT,O) ) I  (3.24) 

Table 3.2 lists Pemin, 'emax and , the corresponding values 

of Zo, Zw, and Pe as a function of signal-to-noise ratio E/NO 

for BT equal to one. 

Martinides and Reijns 1171 studied the same system using 

the averaging method. The explicit expression for the inter- 

symbol interference was not determined. The problem was 

analyzed by using a 40 bit periodic sequence instead of random 

sequences. Also they only considered the effects of four 

nearest bits (N=2), which will introduce considerable truncation 

error by ignoring the influence of intersymbol interference 

beyond N = 2 especially when BT.(l, That is why the results 

presented in this section are significantly different from 
c 

Marthidest for BT<1. - 
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Although the averaging method gives the approximation of 

average bit-error probability, the main disadvantage 2s that 

the computational effort becomes prohibitive as N becomes 

large. 

In the past some efforts have been made to obtain khe 

upper bounds on the average bit-error probability. Hartman [ 7  3 

analyzed the bandlimited PSK system by finding the worst case 

probability of error as Equation (3.23) indicated. To use 

this method to predict the error probability is, in some 

cases, exceedingly pessimistic and may lead to gross over 

design of the system. On the other hand, ignoring the inter- 

symbol interference to predict the error probability such 

as Equation (3 .24)  indicated is sometimes too optimistic 

especially for high signal-to-noise channel (see Table 3.2). 

Some improved bounds have been proposed recently. 

Saltzburg 1281 separated the intersymbol interference terms 

into two sets, one set containing terms which are treated as 

a degradation of the signal and the other set containing 

terms which increase the effective noise power. The chief 

attribute of this approach is mathematical utility. However, 

as a theoretical tool it suffers from one drawback, the 

determination of the optimum set i s  an arduous task, 

Lugannani [16] obtained an upper bound by using the Chernoff 
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inequality. The expression for  t h i s  bound is rather complica- 

ted in appearence compared with that of Saltzburg's, 

is relatively easy to evaluate, The chief difficutly is that 

But it 

evaluating the parameters of t u s  bound is a problem equal 

in magnitude to the probxem of evaluating a large set of 

sequences by using the averaging method, and the method does 

not yield an analytic solution. 

3.5 Bit-Error ProbabiLity--Sepies Expansion Method 

Recall that the output of the integrator sampled at t=T. 

due to both signal and noise is given by,Equation (3.10) 

y = AOT J(BT,O) + 1 AnT J(BT,n) + n2 
n=-co 

Divide both sides by AT, we obtain 
03 

X = ZoJo + 1 JnZn + N 
n=-w 

(3.25) 

where 

. AnT ' n2 = - -  - +1, Jn = J(BT,n), and N = x=& 'n AT 
2 'n2 2 of N is E[(m) I ,  which can be evaluated as The variance aN 

The probability that an error will be made is given by 

Equation (3.31) 
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or e q u i v a l e n t l y  can be given b y '  

P, = P(Zo=l)P (X~O~Z~~,l)+P(Zo--l)P(X>O~Zo~~l) (3.27) 

L e t  

and 

Xn = Z n J n  (3.29) 

Since P (Zo=l)=P (A=AO)=1/2 and P(Zo=-1)=P (A=-AO)=1/2, from 

Equations (3.25) and (3.27) w e  have 

'e = 1 / 2  P(-Jo>S) +1/2 P(S>Jo) 

= 1 / 2  [ l -P( -J  <'S<Jo)] 0- - 
= 1 / 2  (l-Qe) 

and Qe = P (-J ' < ' S < J ~  1 0- - 
(3.30) 

(3.31) 

Xn i s  a random v a r i a b l e  assuming va lues  Jn and -Jn w i t h  equa l  

probability. Therefore t h e  c h a r a c t e r i s t i c  func t ion  QX (w) of 

X, i s  
n 

00 

n ax (w) = I [1/26 (Xn-Jn)+1/26 (Xn+Jn)]eJwXn d X  
n -a0 

= cos(Jnw) (3.32) 
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T h e  characteristic func t ion  of N can be obtained as 1191 

' W ' 2  
.'PN = e  

Since  X t n s  and N are a l l  independent random v a r i a b l e s ,  t he  

c h a r a c t e r i s t i c  func t ion  of S can be expressed as the product  

of the characteristic func t tons  of X n ' S  and N 

(3.34) 

It is w e l l  known tha t  the p r o b a b i l i t y  for a random v a r i a b l e  

r d i s t r i b u t e d  between a and b can be eva lua ted  i n  terms of 

i t s  characteristic func t ion  [ZO] 

Thus Equat ion (3.31) can be eva lua ted  as 

(3.35) 

(3.36) 
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Since cos(Jnw) can be expanded i n t o  a power series of W, 

cos J n w  can also be p u t  i n t o  a power series of w 
00 

1~ 
n=-ao 
n f 0  

00 qo 

‘K COS J n W  = 1 + . 1 b2n w~~ 
n=-m n= l  
n f 0  

( .3.37) 

The express ion  for b2n w i l l  be derived i n  Appendix A. Thus 

from Equation ( 3 . 3 3 ) ,  Equation (3 .341 ,  and Equation (3.371, 

w e  have CL 

-wL 2 
2n z ‘N 

00 

Q S ( W )  = (1+ 1 b2nw ) e 
n = l  

( 3 . 3  8 1. 

S u b s t i t u t i n g  Equation ( 3 . 3 8 )  i n t o  Equation ( 3 . 3 6 )  I w e  o b t a i n  

- 
*e - Qe1 + Q,2 

where 

( 3 . 3 9 )  

and 

I t  is  r e a d i l y  recognized t h a t  Qe, i s  t h e  p r o b a b i l i t y  t ha t  

the Gaussian random variable  N li.es between -Jo and Jo. 

w e  can e v a l u a t e  Qel as 

Thus 



. 
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. (3.42) 

.. .... 

- 
( 3 . 4 3 )  3O 2 

.... 

I n o ,  du = e r f  (-1 - ' :2 - -  
JZ7rCrN 0 no, 

*el 

Taking t h e  summation s ign out  of t h e  i n t eg ra l  s i g n ,  Qe2 

becomes 

The term i n s i d e  t h e  bracket i s  1211 

Thus.Qe2 can be evaluated as 2 

(3.45) 
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L e t  .. .:2.. 

-7 
26N 

I I J0. , , 

. . . . . . . . . . 

I Gn - - 
dJOn m a ,  

a recurrence formula t o  evq1uate Gn can be found 

Gn - - - 

Now Qe2 can be 

.... J.0 ‘ ‘ 

“N N 

* ’n-1 I --G -Z Gn-l cf 2 n-2 

w r i t t e n  as 

00 

(3,461 

(3.47) 

(3.48) 

Combining Equations (3.39), (3.43), (3.48),  and (3.30),  t h e  

p r o b a b i l i t y  of b i t - e r r o r  then can be’ given by 

P, = 1/2 (l-Qe) = Pel + Pe2 (3.49) 

where 

and 

Since 

, . Jg. 
= 1 /2  [ l -e r f  (’ 11 (3.50) 

(3 . 51) 
00 

Pe2 = 1 (-l)n+l b G 2n 2n-1 

. N.$! 
n=l  

.. . . . .2 

A T  
(see Equation 3.14) 2 2 * .  .a2 

0 =-- and a 2  = ,T Jo 
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we have 

0.52) 

2 where E=A T is  the energy pe r  b i t  f o r  the i n f i n i t e  bandwidth. 

Thus 

Now we can recognize  t h a t  Pel i s  the  p r o b a b i l i t y  of b i t - e r r o r  

for  t h e  d e t e c t i o n  of a s i n g l e  bandl imited NRZ b i t .  Indeed, 

i f  w e  only cons ide r  t he  b i t  under d e t e c t i o n  i tself ,  from 

Equations (3.9) and, (3.10) w e  have 

W = AOTJO 

and 

Y = AOTJO 4- n2 

(3.54) 

( 3  . 55) 
Since A. i s  equa l  t o  A or -A w i t h  the  equa l  p r o b a b i l i t y  and 

n2 is  Gaussian no i se  w i t h  zero mean and va r i ance ,  the ou tpu t  

of the i n t e g r a t o r  due t o  both s2gnal  and no i se  can now be 

descr ibed  by two Gaussian d i s t r i b u t i o n s  w i t h  mean va lues  a t  

. +ATJO, and va r i ance  CT , where one d i s t r i b u t i o n  i s  fo r  a 2 - 



45 

logical "zerovt decision, 

Itonett is er roneous ly  de t ec t ed  can be  g;.ven by 

the p r o b a b i l i t y  t h a t  a ttzerolt o r  a 

- ( x - A T . ~ ~  2 

03 -(x+ATJ0) 2 
dx . .I' i e 

ma2 0 202 2 3. 1/2 

Changing variable and s impl i fy ing ,  Pes becomes 

b u t  

t hus  immediately w e  can see t h a t  

(3.56) 

(3.57) 

= 1/2[1-erf ( 1  E Jo)l 
'es No I 

which is  i d e n t i c a l l y  equal  t o  Pel. 

of t h e  s i g n a l  i t s e l f  caused by the r e s t r i c t i o n  of bandwidth 

Therefore  t h e  degradat ion 

i n  terms of p r o b a b i l i t y  of b i t - e r r o r  can now be descr ibed  by 

Equation (3.53). 

Obviously the effect o f  the intersymbol interference on 

the b i t  under detection i n  terms of t h e  p r o b a b i l i t y  of b i t -  

error can now be i l l u s t r a t e d  by Equatlon(3.51) . Notice t h a t  
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in Equation (3.51) can also be expressed as a function G2n-1 
of signal-to-noise ratio E/NO. 

. .  ...... 

+ -  "2n-2 G 211-3 1 ' E  
JO 

= -2(-l (G2n4 
G2n-~ NO 

. .  

(3 581 

in Equation (3.53) can be expressed as the function of b2n 
intersymbol interference terms, J,'s and can be evaluated in 

a recurrence form (see Appendix A )  

where 

(3.59) 

(3.60) 

nf0 

2 2 
1 and B2& is t he  Bernoulli number. 

for n>5 (see Table 3.11, thus the coefficient b2n can be 

calculated with negligible error by using only the terms from 

Generally speaking, Jn C<J 

to J5. In other words, the influence of intersymbol 
J- 5 
interference can be confined to the five preceding and five 

subsequent bits on the bit under detection without significant 

error. The resulting probability of bit-error P can be 

rewritten as 
e ,  

I- 00 



. 

47 

which can be evaluated for a gfven value of signal-to-noise 

ratio E/No an!! bandwidth-bit duration BT if the series can be 

truncated with negligible error. It will be shown in Appendix 

B that the series can be truncated with negligible error 

2 provided that aD 

. C  Jn n=-oJ . .  . . 

(3.62) 
"N 

For the system considered here, the series converges rapidly. 

Pe can be evaluated accurately 

series . 
using only 10 terms in the 

By confining the intersymbol interference to five bits 

and using ten terms in the series, the resulting PAS exactly 

agree with those obtained using the averaging method of 

Section 3.4. Two completely different approaches yield the 

same answers! The computer time, however, is much less 

using the series expansion method. By extending intersymbol 

interference to more than 10 bits, and using more than 10 

terms in the series of Equation (3.61) the resulting Pe does 

not change significantly. Thks verifies our previously 

assumptions. 

Table 3.3 shows the values of Pe, Pel and Pe2 for various 

bandwidths and signal-to-noise ratio with the intersymbol 

interference confined to the 10 bits and the series truncated to 
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E Values of Pe, Pel and Pe2 vs - for the NRZ Baseband System 
NO 

w i t h  BT = 0.5, 3.8 and 1.5 

BT = 0.5 

0 

4.77 
6.99 
8.45 
9.54 

10  . 00 
10.41 
11 . 14 
11.76 
12.30 

12.78 
13.22 
13.62 

13.98 

-0 . 933 

-1 . 558 
-2 . 012 
-2.392 
-2 . 735 
-2.898 
-3 . 057 

-3.366 
-3.667 
-3'. 961 
-4 . 248 

-4 . 528 
-4.804 

-5.085 

-0.972 
-1 . 807 
-2.568 
-3 . 302 
-4.022 

-4.378 
-4.733 
-5 -438 
-6.139 

-6.836 
-7 . 532 
-8.225 

.-8.915 

-9 . 604 

-1 -999 
-1.918 
-2.153 
-2.449 
-2.758 
-2 -913 
-3.066 
-3.370 
-3 . 668 
-3.961 
-4.248 

-4.528 
-4 . 805 

-5.085 
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Table 3 6'3 (continued ) 

BT = 0.8 

E - 
NO 

0 

4.77 
6.99 
8.45 
9,54 
10.00 
10.41 
11 . 14 
11.76 
12 -30 
12.788 
13.22 
13.62 
13.98 

-1 . 040 
-1.957 
-2.773 

. -3.541 
-4.277 
-4.635 
-4,989 
-5.685 
,-6,367 
-7.039 
-7. 702 
-8.360 
-9 . 012 
-9 . 661 

-1.044 
-1 . 991 
-2 -860 
-3 . 702 
-4.528 
-4.938 
-5 . 346 
-6.158 
-6,965 
-7 . 771 
-8.571 
-9 . 370 
-10.167 
-10.963 

-3.026 
-3 . 083 
-3 , 514 
-4.050 
-4.633 
-4.935 
-5.241 
-5 . 863 
-6.493 
-7.128 
-7.766 
-8.404 
-9 . 044 
-9 . 683 
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0 
4.77 
6.99 
8.45 
9.54 
10.00 
10.41 
11.14 
11.76 
12.30 
12 . 788 
13.72 
13 . 62 
13 . 98 

-1.062 
-2 -021 
-2.886 
-3.709 
-4 . 504 
-4 . 894 
-5.280 
-6.039 
-6.788 
-7,526 
-8,253 
-8 . 981 
-9.701 
-10 -417 

Table 3e3 (continued) 

BT = 1.5 

-1 e 065 
-2 .I 043 
-2 . 943 
-3.816 
-4.673 
-5.098 
-5.522 
-6.364 
-7.003 
-8.038 
-8.869 
-9 . 698 
-10.576 
-11 . 352 

-3 -240 
-3.330 
-3 . 797 
'-4 . 3 72 
-4.996 
-5 . 320 
-5 . 649 
-6.319 
-6.999 
-7 . 686 
-8.379 
-9.074 
-9.771 
-10 . 121 
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10 terms. From Table 3.3, it can be seen that Pe is very 

close to Pel when E/No is low and almost dominated by Pe2 

when E/NO is high. This I s  expected, because the system is 

essentially noise limited for low signal-to-noise rat20 and 

intersymbol interference limited for high signal-to-noise 

ratio [151. 
.. 

For the infinite bandwidth case, Jo i s  equal to one 

Then the probability of error and bZn is equal to zero. 

is given by 

The additional signal power needed to give the performance 

as an optimum detector described by Equation (3.63) for the 

detection of NRZ signals in the presence of white Gaussian 

noise and in a bandlimited channel using t h e  correlation 

detector is tabluated in Table 3.4. Here S is the additional 

power in dB needed for the single pulse case in the absence 

of intersymbol interference. 

(comparing Equation (3.63) and Equation (3.531 ) . This table 
This can be given by 10 log (Jo) 

can be used as a design guide for  the tradeoff between signal- 

to-noise ratio and system bandwidth, 

For the system where Equqtion (3,621 cannot be maintained, 

we can make 6 sufficiently smaller by starting the summation 

from, for example m instead of 1. Once we choose m>l, the 
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Table 3.4 

Ac?diti<mal Power needed for the Detection of NRZ 

Signals t o  give t h e  same Parformance as an Optimum Detec tor  

0.6 

S A 

0.8 1 0 3  

0.8 1.6 

0.8 108 

0.8 201 

0.8 204 

0.8 266 

S I Additional power needed for t h e  single pulse case in dl.3 

in t h e  abscent of intersymbol interference 

A 1 Additional power n e d e d  for t h e  average case in dB, Second 

column is the signal-to-noise ratio required for t h e  unlimited 

bandwidth (optimum case) 
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expression for the probability of bit-error, Equation (3.491, 

will also be changed. This change is trivial and the new 

expression can be immediately written as 

(3.64) 

where J,(i) is one of the combinations of + J 

+J0LJ1 .. - + Jm-l I and 

' 3. .. LJm1 - -(m-1) - 

(3 . 65) 
00 -00 

1 ( 1 Jn2R + 1 Jn2') (3.66) 
. .2.2.R. (.2.2R-1 

c -  

n=m n=-m B2R 
- 

d2R-l 2!2! 

also 

For small m, t h e  computation o f  Equation (3.641 does not  

require a long computer the. For all the practical systems, 
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m=2 is s u f f i c i e n t  t o  make B' < 0.5. - 
3.6 Discussion of the Main R e s u l t  

The averaging method and the series expansion method 

have been used f o r  computing the average p r o b a b i l i t y  of b i t -  

e r r o r .  B o t h  methods g i v e  t h e  s a m e  r e s u l t s .  However, fo r  

the  cases where the  intersymbol  i n t e r f e r e n c e  i s  no t  confined 

t o  a f e w  symbols, the  series expansion method i s  p re fe r r ed .  

The e x p l i c i t  express ion  Equation (3.49) f o r  t h e  

p r o b a b i l i t y  of error by us ing  t h e  series expansion method 

is  simple and the computation i s  easy t o  perform. Most 

impor tan t ly ,  the  i n f l u e n c e  of t h e  intersymbol  interference 

on t h e  d e t e c t e d  s i g n a l  i n  terms of the  p r o b a b i l i t y  of b i t -  

error can be determined a n a l y t i c a l l y .  Also a l l  of t h e  cons t an t s  

involved (Jo, bZn1s ,  G Z n 1 s )  can be obta ined  with only a 

knowledge of t h e  system parameters ,  Equation (3.25) i s  t h e  

gene ra l i zed  express ion  for  any rece ived  s i g n a l  [1 I ,  1161, 

[18],  Thus Equation (3.49) can be  app l i ed  t o  any l i n e a r  

t i m e  i n v a r i a n t  d a t a  t r ansmiss ion  system perturbed by t h e  

intersymbol i n t e r f e r e n c e  and Gaussian no i se .  

For m o s t  p r a c t i c a l  t ransmiss ion  systems, t h e  intersymbol  

i n t e r f e r e n c e  can be confined t o  very few h i t s  I l J .  T h e  

averaging method can also be app l i ed  equa l ly  w e l l  a s  f a r  as 

the average p r o b a b i l i t y  of b i t - e r r o r  i s  concerned. The upper 

bound Pemax and t h e  lower bound Pemin (equal  t o  Pel i n  t h e  ' 
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series expansion method) can also give useful information about 

the system performance. 

In the next two chapters, both the series expansion 

method and averaging method will be used to analyze the 

performances of various baseband and modulation transmission 

systems. 



CHAPTER IV 

ANALYSIS O F  SOFIE PRACTICAL BASEBAIJD SYSTElIS 

4 .1 Q&t”X? ’ ’ C$-t?9-Q 

T h e  ei cct  of handl.imiting on t h e  performance of wi PJKZ 

basel:,an(i t ransmiss ion  s y s t e m  us ing  thc c o r r e l a t i o n  detector 

has been s tud ied  i n  Chapter 1 1 7 : .  

In t h i s  chapter  , some prac t . ica l  baseband systenis w i l . 1  

be  analyzed using t h e  r e s u l t s  of Chapter 111. 

Randlimited (ideal f i l t e r i n y )  Spl i t -Phase basc- 

band system us?.ng a correlat ion detector .  

Bandliinited ( ideal .  f i l t e r i n g )  1!RZ baseband systems 

using a sample d e t e c t o r .  

( 3 )  Randlimited (Gaussian f i l t e r i n g )  NRZ baseband 

system us ing  a c o r r e l a t i o n  detector.  

The e f f e c t s  of intersym5ol i n t e r f e r e n c e  on t h e  performance 

of t h e  systems w i l l  be analyzed and t h e  b i t - e r r o r  p r o b a b i l i t y  

w i l l  be computed. 

4 . 2  Bandlimited Spl i t -Phase Baseband S y s t m i  

The bandl imited Spl i t -Phase baseband t ransmiss ion  system 

i n  t h e  presence of a d d i t i v e  w h i t e  Gaussian .noise  can be 

modeled as i n  Figure 4.1, H e r e  1 a,(t) is t h e  random 

Split-Phase s i g n a l  w i t h  amplitude +A o r  -A, b i t  du ra t ion  

03 

n=-m 

equal  t o  T and n ( t )  i s  an a d d i t i v e  Gaussian no i se  wi th  ze ro  
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mean and s p e c t r a l  d e n s i t y  N0/2. The i d e a l  lowpass f i l t e r  
. .  .. 

has a t r a n s f e r  func t ion  H (f ) w h i c h  is 'one f o r  -'B<'f<B, - -  and 

zero elsewhere. 

The nth b i t  of information can be - rep resen ted  by 
.. 

' '  ' T NT<'t<NT+- 2 - 
' T  " NT-tz<t<  - (n-tl) T 

e 1s ewhere lo 
where An = - + A is  the amplitude of t he  nth pulse .  

The response of the  lowpass f i l t e r  due t o  t h e  nth b i t  

can be obta ined  a s  

. ' r f T  ' nfT 
AnT s i n ' T  -j2nnfT e - j T  - j n f T  e j 2 n f T  df (1-e 1 = - T J - - T T e  

-B 2 

The i n t e g r a t o r  ou tpu t  sampled a t  t = T  due t o  nth b i t  a lone ,  

is 
.T 
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... 

. A,T2 
= . 4 7  

'- j 2rnf T e df 

.. 

df I (4.3) e - j  2nr f  T 

(continued) 

Changing variable and simplifying, Cn(T) becomes 

C,(T) = AnTF(BT,n) 

where 

4 sin 
2 cos4nx dx . 4  F ( B T , n )  = I 

0 X 

*2 . .s.ifi.2x 
'7 cos4nx dx . 2  = 2. I 

0 X 

' 2  2 - - I . ' s ' i ~  x cos2nx dx 
2 
X 

Using Equation (3.51, F (BT,n) can then be expressed as 
.. 

(4.6) ' l3T F(BT,n)  = 2 0 J ( ~  2 n )  - J (BT,n)  
' BT which can be evaluated in terms o f  J (r , 0 )  and J (BT, 0) 

(see Equation 3.8) ) . 
The output of the integrator sampled at t = T due to an 
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and n , ( t )  is  t h e  ou tpu t  of t h e  lovqass f i l t e r  due t o  the n o i s e  

n ( t )  a lone  wi th  covariance 
.. . . . . . .  . . . . . .  .... 

L e t  .. 
' T  1 0 <:tzz 

.. 

-1 ' > ' t s T  - 
h ( t )  = (4 .11 )  

then  the  va r i ance  of n2 can be expressed as 
T T 

0 0 

2 2 o2 = E[n2 1 = E [ J  h ( t ) n , ( t ) d t  1 h( ' r )  n,(.r) d'r 1 

This  express ion  can be eva lua ted  e a s i l y  t o  g ive  . 

. 'TBT . N.OT . 4 - s.in.4x N.o T 
dx = 7 F(BT,O)  

TI 2 
0 X 

- I  2 -  o2 --• 2 (4.13) 

4.2.1 P r o b a b i l i t y  of B i t - E r r o r  Using t h e  Averaging Method 

The ou tpu t  of t h e  i n t e g r a t o r  due t o  both s i g n a l  and 

noise  i s  given by Equation (4.8) 

= AOT F(BT,O) t . 1 A,F(BT,n) t n2 
n=-rn 

(4  . 14) 
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infinite bit train is 

00 

W = 1 AnTF(BT,n) 
n=-co 

00 

= AOT F(BT,O) 1- 1 AnT F(BT,n) c4.71 
n=- 
n#O 

The first term is the desired signal and the second term is 

the intersymbol interference caused by bandlimiting the 

signal. Thus F(BT,O) represents the degradation of the 

signal and F(BT,n) represents the effect of intersymbol 

interference on the bit under detection. As Btw, F(BT,n)+O 

and W+AOT as expected. 

can now be easily calculated. Table 4.1 shows some values of 

The influence of the adjacent bits 

F(BT,n) for various bandwidths and bit positions. 

The output of the integrator sampled at t = T due to 

both signal and noise can be given hy 

00 

where ' T  
7 T 
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BT - 

1.0 

la4 

2;2 

2 ;6 

300 

3.4 

3.8 

4-02 

Table 4.1 

Values of F(BT,n) for Various Bandwidths 

F(BT;O 1 F(BT,~) 

-0.0910 

-0 . 0032 
-000223 

-0.0294 

-000189 

-00 0884 

-0.0123 

-0.0122 

-0.0116 

-000133 

-0.0000 

0,0043 

-0o0004 

-0.0023 

-000000 

-OoOOOO 

-0. O O h 8  

0.0074 

-000000 

-0. 002b 

-000002 

0~0013 

o;oooo 

0 ~ 0 0 0 0  

F(BT94) 

-0,0026 

-0,0026 

-000000 

0,0009 

-000001 

-0.0005 

0.0000 

-0.0000 

-0,0017 

-0.0011 

o*oooo 
0.0002 

-0.0000 

-0.0002 

=0.0000 

-0.0000 
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The p r o b a b i l i t y  t h a t  a "1" i n  the middle of a p a r t i c u l a r  pa t -  

t e r n  is detected t o  be a "0" is  given by Equation (3,.'18) 

where 

O3 , %SA' 
) F  (BT,n) 3 -n 

. . . . . . .  . . A  . .  
AT[F(BT,O)-k 1 ' (  . . .  - n=.l. . . . . . . . . .  - ( 4 . 1 6 )  

and 

Di2 (BT) can be considered as t h e  degrada t ion  of s'ignal-to-noise 

r a t i o  (E/NO) for a p a r t i c u l a r  p a t t e r n .  

be seen t h a t  F(BT,O)>>IF(BT,n) 1 when n>5. 

intersymbol i n t e r f e r e n c e  can be confined t o  t h e  1 0  b i t s  n e a r e s t  

t o  the b i t  under d e t e c t i o n .  There i s  a t o t a l  of 1024  d i f f e r e n t  

From Table 4.1, it can 

Thus t h e  e f f e c t  of 

b i t  p a t t e r n s .  Then t h e  p r o b a b i l i t y  of b i t - e r r o r  is  given by 
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The upper bound and the lower bound of t h e  average 

p r o b a b i l i t y  of error can be g h e n  by Equation (3.23) and Equation 

(3.24) r e s p e c t i v e l y  03 

. (F (BT ,.O 1 -.2&f11 F CBT.,n >I 1 
'emax F ( B ~ , o )  11 . 

(4 .19)  

'emin = l / 2 [ l - e r f  ( / ioF(BT,O))] (4 .20 )  

4.2.2 P r o b a b i l i t y  of B i t - E r r o r  Using t h e  S e r i e s  Expansion Pethod 

Dividing both  s i d e s  of Equation (4.8) by AT, w e  o b t a i n  

co 

X = Z J + 1 J n Z n  + N  0 0  ( 4 . 2 1 )  

where 

and 
. n2 

AT N =  

2 The v a r i a n c e  of N ,  oN , can b e  eva lua ted  as 

a 2  
(4.22) 1 . ' 2  . J o . .  

2 -  
ON - -=2  5 

Ng 

Equation ( 4 , 2 1 ) i s a f t h e  same form as Equation (3,251, The 

p r o b a b i l i t y  of bit-error is  then  given by Equation C3.49) 

P = Pel + Pe2 (4  . 23) 



where 

and 

a0 

E 1 ( - l In+'  b 2n G 2n-1 
n= 1 'e2 

6 5  

(4 ,241  

(4.25) 

can be eva lua ted  us ing  Equation (3.59) and G2n - b2n 
us ing  Equation (3.58). From T a b l e  4.1, t h e  c o e f f i c i e n t  b2n 

can be c a l c u l a t e d  w i t h  n e g l i g i b l e  e r r o r  using only t h e  

t e r m s  from Jm5 t o  J5. 

s e c t i o n ,  t h e  series f o r  Pe2 converges r a p i d l y  and Pe2 can b e  

eva lua ted  c l o s e l y  us ing  onLy 1 0  t e r m s  i n  t h e  series. By 

conf in ing  t h e  intersymbol  i n t e r f e r e n c e  t o  t h e  n e a r e s t  1 0  b i t s  

For t h e  system considered i n  t h i s  

and us ing  1 0  terms i n  t h e  series, t h e  r e s u l t i n g  P e t s ,  which 

are p l o t t e d  as a func t ion  of s ignal- to-noise  r a t i o  and system 

bandwidth are shown i n  Figure 4.2. The r e s u l t s  ag ree  with 

those  obta ined  us ing  t h e  averaging method. T a b l e  4.2 shows 

t h e  va lues  of Pe, Pel and Pe2 f o r  va r ious  bandwidths and 

s igna l - to-noise  r a t i o .  Table 4.3 shows the a d d i t i o n a l  power 

needed t o  g i v e  the same performance a s  an optimum d e t e c t o r .  

As pred ic t ed ,  t h e  p r o b a b i l i t y  of error is  dominated by Pe2 

for high s ignal- to-noise  ratio, and by Pel for l o w  s ignal- to-  

noise  r a t i o .  

The r e s u l t s  ob ta ined  by both  methods compared wi th  those 
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Values of Pet Pel and Pe2 vs - E for the Split-Phase Baseband 
NO 

System with BT = 1.0 and 1.2 

BT = 1.0 
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Addi t iona l  Power needed f o r  t h e  Detect ion of Spl - i t -  

Phase S igna l s  t o  g l v e  the same Performance as an Optimum Detec to r  

e P 

10-2 

10.3 

lomfc 
10'5 

I O o 6  

lo-? 

s 

1 0 9  

1.9 

1 * 9  

1.9 

l o ?  

109 

A S A S A 5 A .  

S t Additional power needec? f o r  t h e  s i n g l e  pul-se case 

i n  the absence of intersymbol  interference. 

A t Additional power needed for the average caseo  

Second colomn is t h e  signal-to-noise ratio r e q u i r e d  f o r  

t h e  Infinite bandwidth (optimum case 1 



7 0  

obtained for  t h e  NRZ baseband system i n  Chapter 111, demon-- 

strate t h a t  the Spxit-Phase system r e q u i r e s  about less than 

t w i c e  as much bandwidth as the NRZ baseband system t o  have 

the same p r o b a b i l i t y  of bit-error f o r  t he  same va lues  of 

s ignal- to-noise  ra t io .  

4 , 3  Bandlimited NRZ Baseband System Using a Sample Detector 

The system shown i n  F igu re  4.3 i s  t h e  same one analyzed 

i n  Chapter I11 excep t  a sample d e t e c t o r  is used i n s t e a d  of 

an i n t e g r a t o r .  A sample d e t e c t o r  g ives  t h e  va lue  of t h e  

func t ion  a t  t h e  sampling t i m e .  

The Four i e r  Transform of t h e  ou tpu t  of the  lowpass 

f i l t e r  t o  t h e  nth b i t  i s  

= o  
and t h e  t i m e  response  i s  

e 1 s ewh e r e (4.25) 

B 
j2.rrftdf = A . 21 T B T & ~  - c o s x ( l - ~ 2 n ) d x  ' '2t: 

b , ~  = 1 ~ ~ f ) e  X -B nT 0 

Figure 4 . 4  shows t h e  p l o t  of b n ( t ) .  

response extended from -CQ t o  Q) i n s t e a d  of being restricted 

I t  can be  seen t h a t  t h e  

from nT t o  (n+l)T. The response o f  t h e  lowpass f i l t e r  due 

t o  the i n f i n i t e  b i t  t r azn  can then  be expressed as 
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. .  ... 
. 2  T~~ sinx . ‘2t = A. - - COSX(~--) dx 

X T 
‘0 

. . .. . .  
vBT. , .. . 2  - sinx cosx (l-’%, -1- 2n)dx 

co 

.x 
0 

+ c A*;;/ n=-m 
(4.27) 

The first term is the desired signal and is peaked at t=T/2 

f o r  BT<1 - (See Figure 4.4) [ 291 . The second t e r m  is the 

intersymbol interference due to bandlimiting the signal. Thus 

sampled at t=T/2, the response can be simplified t o  give 

00 

W = A. S(BT,O) + 1 An S(BT,n) . (4.28) 
n=-a 
n7”O 

where 

2 vBT sinx S(BT,n)  = - I - cos2nx dx 
X T o  

an even function of n, and 

where 

(4.29) 

t h e  sine integral. 
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S(BT,n) can b e  eva lua ted  i n  terms of S(BT,O)  

S(BT,n) = 1 / 2  S[(2n+l)BT,O,J - 112 S[(Zn-l)BT,O] (4.30) 

Table 4.4 l ists  some va lues  of S (BT,n). 

The o u t p u t  of the lowpass f i l t e r  sampled a t  t = T / 2  due 

t o  b o t h  s i g n a l  and n o i s e  can be g iven  by 

Y = W + n l  

00 

= A. S(BT,O) + 1 An S(BT,n) + nl 
n=-m 

(4.31) 

where nl i s  t h e  o u t p u t  of t h e  sampler due t o  t h e  no i se  n ( t )  

alone.  T h e  covar iance  of nl (t) is given by Equation ( 4 . 1 0 )  

and t h e  v a r i a n c e  of nl can be expressed a s  

2 2 
al  = E[nl 1 = NOB (4.32) 

4.3.1 P r o b a b i l i t y  of  Bi t -Error  Using the Averaging Method 

The p r o b a b i l i t y  of bit-error f o r  a p a r t i c u l a r  p a t t e r n  

can be g i v e n  by Equation (3.18) 

( 4 . 3 3 )  



Table 

Some Values of S(BT,n) 

75 

BT S(BT.0) S(BT,l) S(BT12) S(BT.3) S(BT.4) S(BT.5) - 
0 0 5  Od873 0.0756 ' -0,0167 0,0073 -000041 0,0026 

0.8 1.134 -00 0847 -0,0075 Oo0204 0,0163 -0.0027 

0 0 9  lo168 -0.0660 -020197 -0,0085 -000020 00 002lc 

l o 0  10179 -0 i 0564 -000130 -0,0057 -0oOO3Z -0.0020 
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= /io Di2(BT) 

and 
2 03 . A . '  ' 

S -(BT ., n)  3 -n n 
A .[S.(BT-,O ) +  .* 

. . . . . . . . . . .  . . . . . .  'ri=.X ' . D,2(BT)  = 
2BT I 

(4  . 3 4 )  

(4.35) 

Di2(BT) i s  the  degrada t ion  of s igna l - to-noise  r a t i o  for a 

p a r t i c u l a r  b i t  p a t t e r n .  

From Table 4.4 it is clear that IS(BT,n) I<< S(BT,O)  fo r  

n>5, thus  t h e  e f f e c t s  of the intersymbol  i n t e r f e r e n c e  can be  

confined t o  the  1 0  n e a r e s t  b i t s  on t h e  b i t  under d e t e c t i o n ,  

There are 1 0 2 4  d i f f e r e n t  p a t t e r n s .  Thus t h e  average p r o b a b i l i t y  

of e r r o r  can be eva lua ted  as  

(4.36) 

The upper bound and l o w e r  bound of Pe can a l so  be g iven  

by Equation (3.23) and Equation (3.24) r e s p e c t i v e l y  

- ) ( 4 . 3 7 )  
2BT = 1 / 2  (1-erf ( 'emax 

2BT = 1 / 2  (1-erf 'emin ( 4  . 3 8 )  
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4 . 3.2 P r o b a b i l i t v  of B i t - E r r b r  U s i i l s '  t h e  Series ExDansi'on 
. .  . 

' Method 

Divid ing  both s i d e s  of Equation (4.24) by A ,  we o b t a i n  

00 

X = ZoJo + 1 J,Zn + N 
n=-Q) 

(4.39) 

. . where x =';, zn - - A -  - - + 1, Jn = S(BT,n) and 

' "1 
A N =  

Equation (4.39) i s  of t h e  same form as Equation (3.25). 

Therefore  t h e  p r o b a b i l i t y  of bit-error can now be given by 

Equation (3.49 ) 

. Jo. Q) 

11 + 1 (-l)n+l b G (4 .40 )  = 1 / 2  [ l - e r f  (- 2n 2n-1 n o N  n=l  

T h e  v a r i a n c e  of N can be eva lua ted  as 

Thus 

(4,411 
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and 

can be evaluated using Equation (3.59). G2ncl is 
given by Equation ( 3 . 4 7 )  

. J.o . '2n.-2 
G2n-3 - - -  G2n-2. 2 - -  

G2*-1 - 
N N 

I ' '2n-2 . E  . J o  - -  - 
(-1 (m) GZn4 BT G2n-3 

- -  
NO 

( 4 . 4 4 )  

From Table 4 . 4 ,  the coefficient b2n can be computed with 

insignificant error 

For the system considered here, the series for P converges 

rapidly so that Pe2 can be computed accurately using only 

PO terms in the series. 

using only the terms from J-5 to J5. 

e2 

By confining the intersymbol interference to the 

nearest 10 bits the resulting Pets are shown in Figure 4 . 5 .  

Table 4.5 gives the values of Pe, Pel and Pe2 for various 

bandwidths and signal-to-noise ratios. 

The resulting Pets obtained by Equation ( 4 . 4 3 )  do agree 

with those obtained by the averaging method. 

The bandwidth of the lowpass filter is limited to be 

less than l/Te Because for B>l/T, the peak value of signal 

will not occur at t=T/2 (see Figure 4 . 4 1 ,  and more noise is 

allowed through. [331 



-1 

- 2  

- 3  

-4  

0) 
PI 
w 

h 
4J 

rl 
-4 

-4 -5 

-6  % 
-8 
k 
p1 

k 
0 
k 
k w 
I 
CI 
-4 

- 7  

a 

- E  

I I I I I 

0 .9 

E f o r  t he  NRZ Sys tem F i g u r e  4.5 P r o b a b i l i t y  of B i t - E r r o r  vs 
EO 

Using t h e  F i l t e r  and Sample  Detector 



80 
Table 4 .5  

rig 
- E  Values of Pe, Pel and Pe2 vs - 

Using Filter and Sample Detector with  BT=0.7 and 0.9 

fo r  t h e  NRZ Baseband System 

BT = 0.7 

E - 
(dB) 

0,oo 

-1 0 883 

-2 i 698 

-2 0 992 -3 0467 8 .45 



O a O O  

4.77 

6 8 9  

8.45 

9.54 
LO .,41 

12.30 

12079 

13 022 

13 0’62 

13 a 98 

BT = 0.9 

81 
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I f  a s i n g l e  pu l se  ( i n  the absence of the intersymbol 

i n t e r f e r e n c e )  i s  t r ansmi t t ed ,  Pe = Pel i s  minimum when 

BT=0.7, which gives the maximum va lue  of Jo /2BT equal  t o  

0.82. T h i s  agrees  w i t h  the  p r e d i c i t i o n  by Schwartz  [30]. 

But from T a b l e  4.5 and Figure  4.5, it can be seen that  the 

2 

p r o b a b i l i t y  of b i t  e r r o r  is  minimum when BT=0.9. Thus t h e  

intersymbol  i n t e r f e r e n c e  has a cons iderable  e f f e c t  on the  

d e t e c t i o n  of bandlimited s i g n a l s  us ing  the f i l t e r  and sample 

de tec to r .  T h e  optimum bandwidth of the f i l t e r  should thus  

be set  t o  0.9 of t h e  b i t  rate of t h e  t r ansmi t t ed  NRZ s i g n a l  

i f  the f i l t e r  and sample detector i s  used. 

Comparing Figure 4.5 w i t h  F igure  3.2, it can be seen 

t h a t  t h e  c o r r e l a t i o n  detector is supe r io r  t o  t h e  f i l t e r  and 

sample detector f o r  BT>O.6. - 
f i l t e r  and sample d e t e c t o r  is better than  t h a t  of t h e  c o r r e l a -  

t i o n  detector f o r  BT is equal  t o  0.5. 

But t h e  performance' of t h e  

4 * 4  Bandlimited '(Gaussian Fi1terinq)NRZ Baseband System 

Using the Cor re l a t ion  Detector 

So fa r  w e  have considered the ideal bandl imited channel 

for  va r ious  baseband t ransmiss ion  systems. I n  th i s  s e c t i o n ,  

w e  i n t end  t o  analyze the per fomance  of the NRZ baseband system 

for  a bandl imited channel w i t h  a f i l t e r  whose t r a n s f e r  func t ion  G ( f )  

i s  Gaussian as shown i n  F igure  4.6. The expression f o r  
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* 'f .2 G ( f )  is  1311 
-0.347 (r) 

G ( f )  = e (4.45) 

where B i s  t h e  3dB bandwidth of the f i l t e r .  

As w e  know from Chapter 11, t h e  optimum receiver f o r  

t h e  d e t e c t i o n  of b ina ry  s i g n a l s  corrputed by a d d i t i v e  

white  Gaussian no i se  can be obtained by us ing  t h e  matched 

f i l ter .  For a s i n g l e  NRZ pu l se  (i.e. i n  t h e  absence of  

intersymbol i n t e r f e r e n c e )  t r ansmi t t ed  over t h i s  channel ,  

t h e  optimum r e c e i v e r  (matched f i l t e r )  can be determined from 

t h e  s i g n a l  and channel c h a r a c t e r i s t i c s  [l 1. The Four i e r  

t ransform of a pu l se  with amplitude A and dura t ion  T i s  

rn 

.L- -j2.rrftdt. - ' 'S'ih'TrfT e--jrfT 
0 

- AT ' T f T  F ( f )  = A e (4 .46 )  

Thus t h e  t r a n s f e r  func t ion  of t h e  matched f i l t e r . w i . 1 1  be [ 1 2 1  

I *  j2?rfT 
R ( f )  = K [ F ( f ) G ( f ) e  (4 .47)  

where K is an a r b i t r a r y  real number and * i n d i c a t e s  t h e  

conjugate ,  S u b s t i t u t i n g  Equations (4.45) and (4 .46 )  i n t o  
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. I  . . .. 

‘T’s‘ih’w%T ,- j vfT 
T f T  

KA can be chosen t o  be 1, W e  recognize  t h a t  

i s  the t r a n s f e r  f u n c t i o n  of the ‘ c o r r e l a t i o n  de tec to r .  Therefore  

t h e  matched f i l t e r  c o n s i s t s  of the Gaussian f i l t e r  cascaded 

w i t h  a c o r r e l a t i o n  d e t e c t o r .  

The primary o b j e c t i v e  i n  t h i s  seo t ion  i s  t o  examine t h e  

effects of intersymbol  i n t e r f e r e n c e  on the  performance of t h i s  

optimum receiver us ing  the basic p r i n c i p l e s  developed i n  

Chapter 1x1. The t o t a l  system can now be modeled as shown 

i n  Figure 4.7.  Again 1 a n ( t )  i s  the random NRZ s i g n a l s  

w i t h  amplitude A o r  -A and b i t  du ra t ion  T. n ( t )  i s  the  Gaussian 

no i se  with s p e c t r a l  d e n s i t y  N0/2 (two s ided ) .  

00 

n=-= 

R e w r i t e  G ( f )  as 

.2. (.2.w’f‘) 2 *a 
G ( f )  = e - 4  

where 

( 4 . 4 9 )  

The impulse response of the  t w o  Gaussian f i l t e r s  cascaded 

together  can be obta ined  as 

’ -03 

...... 2’.2 $q . -  
e ’ 2 ejwt dw . ‘1 = .r J 

. -a 
(4 51) 
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w h e r e  

w = 2lTf 

and 1191 

Thus . . . . t2 -- 
L *"'1 2a g ( t )  = '- e 

The output  of t h e  Gaussian f i l t e r  

dw -.jW e 

(4 .53)  

i n  t he  r ece ive r  due t o  

the nth b i t  can be obta ined  as the convolut ion of a n ( t )  and 

g (t) 

00 

b n ( t )  = I an( t -x )g (x )dx  
-a 

2 ' X  

dx t-nT 1 -2 
An - e 

t- (n+l )  T Jzir'.c 
= I  

which can be s impl i f i ed  as 

(4.54) 

(4.551 
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t h  T h e  response of t h e  in tegra tor  sampled a t  t = T  due t o  the n 

b i t  is 
m A 

Cn(T) = i b n ( t ) d t  
0 

. . .  (4 .56)  

, changing variable and s impl i fy ing ,  Cn(T)  7FB With a = 

becomes 

C n ( T )  = An T E ( B T , n )  (4.57) 

where 

E ( B T , n )  = E[ ( n + l ) B T , O ]  
' 

- nE(nBT,O) 

E [  (n- l )BT,O] 

and 
-b 

'- (ITBT) 
0.347 r.o.347 . .  

E(BT,O)  = erf( '  1 S Z J m  

T h u s  t h e  output of t h e  in tegra tor  due t o  t h e  i n f i n i t e  b i t  

t r a i n  is  
Q) 

Q) 

= AOT E(BT,O) + E AnT E ( B T , n )  
n=-w 

n#O 
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The f i r s t  term is the desired s i g n a l  and the  second t e r m  i s  

t h e  intersymbol  i n t e r f e r e n c e .  As -00, E(BT,0 )+1 ,  E(BT,n)-+O 

and w+AOT as expected. 

E (BT,n) . 
Table 4.6 shows some va lues  o f  

The o u t p u t  of the integrator due t o  s i g n a l  and n o i s e  

can be described by 

00 

where 
. T  

n2 = J n, ( t )  d t  
0 

(4 .62)  

and n l ( t )  i s  t h e  o u t p u t  of t h e  Gaussian f i l t e r  due t o  the 

noise n ( t )  a lone.  
2 The v a r i a n c e  of n2, a2 , can be shown t o  be (see Appendix c )  

. N,OT 
= -PJ- E(BT,O) ( 4 . 6 3  

4.4 .1  P r o b a b i l i t y  of Error Using t h e  Averaging Method 

From Table 4.6,  it can be seen  t h a t  E(BT,O)?>]E(BT,n]l 

when n21, t h u s  the effect of intersymbol i n t e r f e r e n c e  can j u s t  

be confined t o  the  t w o  a d j a c e n t  b i t s ,  The average p r o b a b i l i t y  
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of bit-error now can be expressed as 

= 1 /2  (1-erf (Z,) 1 + 1/2 (1-erf ( Z 2 1  'e 

where 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  - ' '1'. - ' 'AT [E (BT;O):+ c'P'-fl:l:E @3?!?;1) 1 Zl - '- - 
szo, 

. . . . .  . . . . . . . . . . . . .  
. . . . . . . . . . . . . . . . . . . . . .  

2 (E (BT, 0 ) +2E (BT , I.') ) 
E(BT,O) 

r l - 2  
. . . . . . . . . .  

(4.641 

(4 .65 )  

( 4 . 6 6 )  

(4.671 
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and 

(4.68) 

Figure 4.8 shows t h e  p l o t s  of t h e  p r o b a b i l i t y  of error a s  

a func t ion  of s igna l - to -no i se  r a t io  f o r  v a r i o u s  band-widths. 

4.4.2 Probabi l ' i ty  of B i t - E r r o r  Using ' the  S e r i e s  Expansion 

Method 

Normalizing Equation (4 .61)  by d i v i d i n g  both s i d e s  by 

AT, w e  o b t a i n  

(4.69) 

' n2 
N = AT where X = & , An - .AnT - _c_ = ' +  - 1, Jn = E(BT,n) and 

AT 

The va r i ance  of N can be g iven  by 
2 . 

-z-z A T  

. .  . . . .  
' ' 

' E  2 (-1 
NO 

JO (4,701 

Again Equation: (4.69) is of the same form as Equation (3,251 . 
Therefore  the p r o b a b i l i t y  of e r r o x  can be  given by Equation (3.50) 

. .  
(4.711 
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where 

and 

= 1 / 2  [ l - e r f  (--- " ) I  
'e1 mJN 

(4.721 

(4.73) 

can b e  e v a l u a t e d  us ing  Equation (3.59) and G2n  - us ing  b2n 
Equation (3.58). As B+mI 

as expected f o r  t h e  i n f i n i t e  bandwidth case. 

eva lua ted  a c c u r a t e l y  us ing  only t h e  t e r m s  from Jml t o  J1. 

I n  other words, almost a l l  t he  i n f l u e n c e  of intersymbo.1 

+-Of and Pe+Pel-+l/2 [ l-erf (p-) 1 
b2n NO 

b2n can be 

i n t e r f e r e n c e  c o m e s  from t h e  immediate ad jacen t  b i t s .  The 

series f o r  Pe2 can be t runca ted  t o  1 0  terms wi thout  i n t roduc ing  

any s i g n i f i c a n t  error. 

found u s i n g  t h e  averagingmethod. 

- 

The r e s u l t i n g  P e t s  ag ree  wi th  those  

The performance of the system considered i n  t h i s  s e c t i o n  

i s  much worse t h a n  t h e  systems descr ibed  i n  Sec t ion  4.3 and 

Chapter 111 (comparing t h e  curves  i n  F igure  4.8 w i t h  those 

in Figure  4 . 5  and Figure 3.3). The reason f o r  t h i s  i s  tha t  

the Gaussian bandl imi ted  channel in t roduces  more s i g n a l  d i s -  

t o r t i o n  t h a n  the i d e a l  bandl imited channel does (see Table 

4 . 5 ?  Table 4.3 and Table 3,l) 



CHAPTER V 

ANALYSIS OF SOME PRACTICAL MODULATION SYSTEMS 

5.1 In t roduc t ion  

The effects of  band l imi t ing  on t h e  performance of s o m e  

p r a c t i c a l  baseband systems have been analyzed i n  Chapter IV. 

Bandlimiting n o t  on ly  causes  the loss  of s i g n a l  energy b u t  

also in t roduces  intersymbol  i n t e r f e r e n c e .  It  is  t h e  i n t e r -  

symbol i n t e r f e r e n c e  t h a t  dominates t h e  t o t a l  system performance 

for  high s igna l - to -no i se  ra t io .  

For the modulation systems, t h e  r e s t r i c t i o n  of bandwidth 

i s  usua l ly  caused by (1) premodulation f i l t e r i n g  ( 2 )  post- 

modulation f i l t e r i n g  (3 )  bandl imited channel  ( 4 )  receiver 

bandpass f i l t e r i n g  or I F  f i l t e r i n g .  I n  t h e  case of ( l) ,  t h e  

performance of t h e  system can be analyzed t h e  same way as 

t h e  baseband system [17]. But for  t h e  cases of (2), ( 3 )  and 

( 4 )  a d d i t i o n a l  s i g n a l  d i s t o r t i o n  and i n t e r f e r e n c e  w i l l  be 

introduced by t h e  a l i a s i n g  e f f e c t  i f  t h e  carrier frequency is  

n o t  much g r e a t e r  t han  t h e  b i t  rate 1431. 

I n  t h i s  c h a p t e r ,  the e f f e c t s  of the receiver I F  f i l t e r i n g ,  

the most common cause  of bandl imi t ing  f o r  a modulation system, 

w i l l  be  analyzed us ing  the main r e s u l t s  of Chapter 111, 

The performance of t h e  three basic data modulation 

systems, which are almost e x c l u s i v e l y  used i n  p r a c t i c e ,  w i l l  
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be investigated: 

(1) Phase Shift Keying or PSK 

(2) 

(3) 

Amplitude Shift Keying or ASK 

Frequency Shift Keying or FSK 

The explicit expressions for the degradation of signal, 

intersymbol interference, and aliasing effect as functions 

of system bandwidth and carrier frequency will be determined 

first. 

be computed. 

The probability of bit-error for each case will then 

5.2 Phase' 'Shift Keying 

The PSK coherent communication system can be modeled as 

shown in Figure 5.1 [ 1 4 1  I 1341 I [461. The PSK signals (see 

Chapter 11) at the transmission end can be generated by 

amplitude modulating a carrier cos(wc t) by a random NRZ 

signal with bit duration T, amplitude A or -A. n(t) is white 

Gaussian noise with zero mean and power spectral density 

N0/2 (two sided). The receiver IF filtering can be modeled 

by using a rectangular bandpass filter centered at the carrier 

frequency fc with bandwidth 2B, where B is defined as the 

equivalent baseband system bandwidth, The transfer function 

of the bandpass filter can be represented as 

L O  elsewhere 
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The modulated signal plus noise at the output of the IF filter 

is demodulated by the coherent demodulator, which consists 

of  a multiplier followed by a lowpass filter with bandwidth B, 

The demodulated baseband signal plus noise then is fed to 

the baseband detector. This detector, which consists of a 

correlation detector followed by a threshold device, is optimum 

if the.system bandwidth is infinite,' Since PSM signals are 

antipodal, the optimum threshold d is set to be zero (see 

Chapter 11) . 
For practical consideration, the carrier frequency is 

assumed to be a multiple of the bit rate 131, [lo], 1471. 

The communication model shown in Figure 5.1 can be replaced 

by an equivalent one (see Appendix D) as shown in Figure 5.2. 

Here 
. ' 's'inTfT -jnfT e T(f-f  )T 

C 

H ( f ) =  

f .-B<'f - -  <f c+B 

\ o  elsewhere 

The nth bit can be represented as 
. .  . .  

nTct.c (n+l) T An - -  
0 elsewhere 

# 

(5 31 
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where 

f A  for a trl*l 

Then the modulated carrier can be expressed as 

.. 
b n ( t )  = a,(t) cosUct nT<' t l  - (n+l ) T 

100 

(5.41 

_ .  

(5.5) 

The F o u r i e r  t r ans fo rm of b n ( t )  i s  

- j 2nf tdt (n+l) T 
Bn( f )  = A n c o s 2 r f c t e  

n 

. .s.inr.(.f-.fc)T - j v  ( f - f c ) T  (1+2n) 
e ' 1  = 2 AnT r(f-f IT C 

S ince  fcT is an i n t e g e r ,  we have 

-jr (f-fc)T(1+2n) -jnfT(1+2n) s i n v  (f-fc)T e = sin.rrfT e 
(5 .7)  

and 
- j n f T  (13.2n) - jv(f+fc)T(1+2n) 

s i n n  (f +f -) T e = s innfT e 

. .  Thus . . . . . . . . . .  . . . . . . . . . . . . 
' 1  . s i n r f T  e -jnfT(1+2n)+LA ;; 's'ih'nfT e - j r f T ( 1 + 2 n )  

B n ( f )  = z AnT n ( f - f c ) T  2 n i(f+fc)T 
. . . . . .  . . . .  

= An ' 'fTs'inirf T e-j rf T (1+2n) 
7~ (f 2-fz) T (5.9) 
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The output  I , ( t )  of  t h e  f i l t e r  H C f )  i n  t h e  t i m e  i n t e rva l  

O < t < T  due t o  t h e  nth b i t  can be determined t o  be 
- c  

fc+B 

= I  
f c-B 

-f c+B 

-f c-B 
+ I  

. . . . . . .  
. ' 'f S'ihr'fT' 

AnT r ( f  2 -fglT 

. .  
- j r fT(1+2n) ' 1 . 's'inn'fT ' 

' zT r ( f - f  ) T  e 
C 

- j r fT(1+2n) '  
T e 

(5.10) 

Changing v a r i a b l e s  and s impl i fy ing ,  we obtain 

' t  . %T.. rBT. .s.in2x 
IJt) = -2- t; j '7 c 0 s 2 x ( l + n - ~ )  dx 

0 X 

t 2 
cos2x (l+n-F)dxl O < t < T  2 rBT s i n  x 

' o (2rfcT)'-x 
- - I  - -  

For t = T ,  w e  have 
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where 

""2 

2 c o s 2 n x  dx (see E q u a t i o n  (3 . 5)  ; J ( B T , n )  = 
X 

and 
. .  , . . . . . . . . . .  . .  

TBT , ...::. 2. , . 
c o s 2 n x  dx ( 5 . 1 3 )  2 . , s i n '  x . .  

C ( B T , f c T , n )  = - 2 (2nfcT1 2 - ~  

B o t h  J ( B T , n )  and C ( B T , f c T , n )  are even f u n c t i o n s  of n. 

A l s o  f r o m  E q u a t i o n  (3.7) 

2 
1 , ( 5 . 1 4 )  ' 2  ' s i n  TBT . TBT. .sin.2x 

dx = - [ S i ( 2 r B T )  - 
2 IT 7rBT I T O  X 

J(BT,O) = - f 

(5 .15 )  

Sim'ilarly 

which can 

. . . ,  

2 
dx s i n '  x TBT . . . . . .  ' 2  C(BT,f,T,O) = - 

(27rfcT) 2-x2 

be evaluated as (see A p p e n d i x  E) 

[0.5772+ln(87rfCT)-Ci(87rfcT) J B = 2 f c  

( 5 . 1 7 )  
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where . .  . 
00 

is a cosine integral, also a tabulqted value. 

also be expressed in terms of the function C(w.,y,O) 

C(BT,fcT,n) can 

. . . .  

' ii+l C(BT,f,T,n9 = C [  (n+l)BT, (n+l)fcT,O] 

- nC[nBT,nfcT,O) 
. x-1 

-I- -2 C[ (n-l)BT, (n-l)fcT,O] (5.18) 

The signal at the output of the integrator sampled at t=T 

due to an infinite bit train can then be given by 

W 

The f i r s t  term is the desired signal and the second term is 

the interference on the signal under detection. Note that each 

J(BT,n) and C(BT,f,T,n) is less than or equal to one for any n, 

BT, and fcT. Also as B-t-, J[BT,O)+l, J(BT,nl+O (for nfO), 

C(BT,f,T,n)+O and w+AOT/2 as expected f o r  an infinite band- 

width, J(BT,n) represents the effect of intersymbol inter- 

ference on the bit under detection and C(BT,fcT,n) represents 



1 0  4 

t h e  e f f e c t  of a l i a s i n g .  

as expected and t h e  effect of a l i a s i n g  is i n s i g n i f i c a n t .  Table 

Also n o t e  when fc>>l /T ,  C(BT,fcT,n)aO 

5.1 g ives  some values of C(BT,fcT,n). 

The o u t p u t  of the i n t e g r a t o r  due t o  both s i g n a l  and 

n o i s e  can now be g iven  by 

Q) . '(A,+Amn) 
+2- 1 A [J(F3T,n)-C(BT,fcT,n)] + n, (5.20) 

' 'AT 
n = l  

where nl i s  t h e  response of t h e  receiver 

The variance of the n o i s e  nl can be  

I 

t o  t h e  channel no i se  

obta ined  as 

2 No H ( f )  df 
(3 = I  2" 
1 -OD 

f,+B No . T2 . . . 2 .  n f T  df 
v2 (f-fc) 2T2 2 ' T "  f c-B 

= I  

Changing variables and s impl i fy ing ,  d12 becomes 



Table 5.1 105 

Some Vqlues of C (BT,fcT,n) 
fcT = 1 

BT C(BT,fcT,O) C'(BT,fcT,l) C(BT,fcT,2) C(BT,fcT,3) C(BT,fcT,4) C(BT,fcT,S) 

0.5 0.0131 -0.0066 0.0001 -0.0000 0.0000 -0.0000 

-0.0001 0.6 0.0184 -0.0116 0.0042 -0.0028 0.0013 

0.8 0.0258 -0.0144 0.0003 0.0010 0.0007 -0.0002 

0.9 0.0271 .-0.0137 -0.0003 -0,0001 0.0001 0.0001 

1.0 0.0273 -0.0135 -0.0001 -0.0000 -0.0000 -0.0000 

1.2 0.0292 -0.0124 -0.0007 -0.0010 -0.0008 0 . '0002 

1.5 0 . 0 5 1 1  -0.0267 0.0016 -0 .0006 0.0003 -0.0002 

2.5 0.0575 -0.0299 0.0016 -0 .0006 0.0003 -0.0002 

f,T = 2 
0.5 0.0032 -0.0016 0.0000 0.0000 0.0000 0.0000 

0.6 0.0044 -0.0028 0.0009 -0.0006 0.0003 -0.0000 

0.8 0.0061 -0.0034 0.0001 0.0002 0.0001 -0.0000 

0.9 0.0064 -0.0033 -0.0000 -0.0000 -0.0000 -0.0000 

1.0 0.0064 -0.0032 -0.0000 -0.0000 -0.0000 -0 .0000 

1.2 0.0068 -0.0030 -0 0001 -0.0002 -0.0001 0.0000 

1.5 0.0100 -0.0050 0.0000 -0.0000 0.0000 - 0 . 0 0 0 0  
s 

2.5 0.0187 -0.0094 0.0001 -0.0000 0.0000 0.0000 

fcT = 3 
0.5 0.0014 -0.0007 0.0000 -0.0000 0.0000 -0 .0000 

0.6 0.0019 -0.0012 0.0004 -0.0003 0.0001 -0.0000 

0.7 0.0027 -0 .0015 0 0000 0 . 0 0 0 1  o.ooc!1 -0 .0000 

0.9 0.0028 -0.0014 0.0000 -0.0000 0.0000 0 .0000  

1.0 0.0028 -0.0014 -0.0000 -0.0000 -0.0000 -0 .0000 
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Table 5.1 ( cont h u e d  ) 

BT 

-0.0013 -0.0000 -0.0.001 -0 .0001 0. OC*130 1.2 0.0029 

-0 .0000 1.5 0.0043 - -0 .0022 0.0000 -0.0000 0.0000 

2.5 0.0075 -0.0038 0.0000 -0.0000 0.0000 0.0000 

C(BT,fcT,O) C(BT,fcT,l) C(BT,fcT,2) C(BT,fcT,3) C(BT,fcT,4) C(BT,f C T,5) 
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5.2.1 Proba’bili‘ty of B i t - E r r o r  Using’ the Averaging Method 

Recall tha t  t h e  ou tpu t  of t h e  ir tegrator due t o  both 

s i g n a l  and n o i s e  i s  given by Equation (5.20) 

y = W + n l  
. AOT 

= 7 [ J ( B T , O )  C(BT,f,T,O)J 

f l  ’ 

n=l 
[J(BT,n) - C(BT,f,T,n)]+ nl ’ ‘AT 

A +2 

Using Equation (3.18) and Equation (3.19), the  p r o b a b i l i t y  

of b i t  error for  a p a r t i c u l a r  b i t  p a t t e r n  i s  

(5.24) 

where 
Wi. - zi - - 
sza .I 

[J(BT,n)-C(BT,f T , n ) l )  -n 00 . \.+A J. 

,c. AT{J(BT,O)-C(BT,f T,O)+ 1 ( , . A . . . . . . . . . . . . .  . . .  . . . . . . . . . . . . .  :n’=’” ’ .r.. c. . .  
. . . . . . . . . .  

and E = A”T/2, t h e  energy per  bit fox t h e  PSK s i g n a l  

Chapter 11) , 

(5.25) 

(see 
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.. 
' 

and 
~0 . AntA-, 2 

1 IJ(BT,n)-C(BT,fcT,n)l 1 . . . . . . . . . . .  A .  . . , . .  - n = l  * . 
' €J(BT,O)-C (BT,fcT,O)+ 1 ( 

Di(BT,fcT)= 2 

Thus D: (BT,fcT) as a function of system bandwidth, carrier 

frequency and bit patterns can be considered as the degradation 

of signal-to-noise ratio and can be calculated easily. 

J(BT,O) 

r- 
. .  

. .  .I.J.'CB.Ti,.O.) .-C,GBT., f.cT.,.fi.) .I .2. 
11 'E 

From Table 3.1 and Table 5.1, it can be seen that IJ(BT,n) 

-C(BT,fcT,n) lCC[J(BT,O) - C(BT,f,T,O)] when n>5. Thus the 

effects of the interference can be confined to the nearest 10 

bits. There 5s a total of 1024 different patterns. Thus the 
,, 

of error is given by 

1024 

i=l 
""1 1 'ei 'e = IEX 

1024 . 

i=l 
(1-erf (Zi) ) ."'1 1- 2- = m  (5.27) 

The'upper bound Pemax, and lower bound Pemin can be obtained 

in a fashion similar to those in Chapter I11 (Equations (3.23) 

(5.29) 
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5.2.2 Probability of Bit-Error Usins the Series Expansion 

' Method 

Dividing both sides o f  Equation (5.20) by AT/2, we 

have 
W 

X = ZoJo + 1 ZnJn + N 
nf-rn 

(5.30) 

where 

. ph' -' - -1- 1, Jn = J(BT,n)-C(BT,fcT,n) ' Y '  
X = m  , A n = m -  

and 

The variance of N is 

2 CT ' ' '4' 
=2-2 1 A T  

. NOT ' ' 'J('BT,O) 
' 'E J(BT,O) = ' . '4 

2 (-1 = - r Y T -  A T  
NO 

(5.31) 

Equation (5.30) is of the same form as Equation (3.25). 

Thus the probability of bit-error is given by Equation (3.49) 

(5,321 
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where 

and 

W 

Pe2 = n=l  1 (-l)n+l b2n G2n-11 (5.34) 

can be eva lua ted  us ing  Equation (3.59). G2n-l can be b2n 
given by Equation (3.47) 

. *2n-2 
G2n-2 02 G2n-3 

. .Jo 
= -  G2n-l 

N N 

(5.35) 

From Table 3.1 and Table 5.1, t h e  c o e f f i c i e n t  b2n can be 

c a l c u l a t e d  a c c u r a t e l y  . us ing  only  t h e  terms from J-5 t o  J5 

(i.e. from J(BT,-5) - C(BT,fcT,-5) t o  J(BT,5) - C(BT,fcT,5)). 

I n  o the r  words, t h e  e f f e c t s  of i n t e r f e r e n c e  can be  confined 

t o  t h e  10  n e a r k s t  b i t s  wi thou t  s i g n i f i c a n t  e r r o r .  The series 

for  Pe2 a l so  converges r a p i d l y  so t h a t  it can be eva lua ted  

accurately us ing  only 1 0  terms i n  t h e  series. AS B - + ~ ,  b2n.+0, 

expected f o r  t h e  i n f i n i t e  bandwidth case (see Chapter 11). 
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The r e s u l t i n g  p r o b a b i l i t y  of error, Pe, f o r  a random PSK 

s i g n a l  as a func t ion  of s igna l - to-noise  r a t i o  E/NO and band- 

width-bi t  d u r a t i o n  product  BT f o r  va r ious  carrier f requencies  

is shown i n  F igu res  5.3, 5.4, 5.5, 5.6 and 5.7. The r e s u l t s  

agree w i t h  those found us ing  t h e  averaging method. 

Table 5.2 l ists  Pe, Pelf and Pe2 as a func t ion  of s igna l -  

to-noise r a t i o  E/NO for  some v a l u e s  of BT and fcT. I t  can be 

seen f r o m  Table 5.2 t h a t ,  as p r e d i c t e d ,  Pe i s  close t o  Pel 

when E/No i s  s m a l l  and close t o  Pe2 when E/NO i s  l a r g e .  A l s o  

as the  bandwidth of IF  f i l t e r  becomes wider,  t h e  i n t e r f e r e n c e  

becomes less. 

From Figures  5.3, 5.4, 5.5, 5.6, 5.7 and Table 5.1, it 

can be  s e e n  t h a t  f o r  fc>3/T, t h e  e f f e c t  of  a l i a s i n g  can be 

neglec ted ,  and t h e  r e s u l t s  are t h e  same a s  obta ined  i n  

Chapter I11 f o r  t h e  baseband NRZ system. I n  o t h e r  words, 

t h e  modulation has  no i n f l u e n c e  on t h e  d e t e c t i o n  of PSK s i g n a l s  

for  carrier f r equenc ie s  g r e a t e r  than  three t i m e s  t h e  b i t  r a t e .  

This i s  s i g n i f i c a n t  r e s u l t ,  because it can se rve  a s  a g u i d e l i n e  

f o r  t h e  des ign  of an  a l i a s i n g  f r e e  frequency d i v i s i o n  mul t i -  

plexing (FDM) t r ansmiss ion  system, 

For BT=2,5, fcT>3, the a d d i t i o n a l  power needed t o  g i v e  

the performance same as an optimum cqse ( i n f i n i t e  bandwidth) 

i s  only  0.3 dB(see Table  3.1). 

bandwidth of f i v e  t i m e s  the b i t  r a t e  i s  wide enough t o  achieve 

t h e  optimum r e s u l t s  f o r  t h e  PSK system. 

T h i s  sugges ts  t h a t  an I F  
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Table 5,2 117 
E for t h e  PSK System w i t h  BT=1.0 

pe2 vs Ro 
Values of Pe, Pel 

and fcT = 1.0, 3 . 0  
f T = le0 BT = 1.0 

C 

1 e 

0000 -1.008 

4-07? -1 0 862 
-1,016 

-10921 

6e99 -2,600 -2 o 748 

8.45 -3,280 -3 e 548 

9.54 -3,925 -4e33b 

10.41 -4 544 -50111 

11014 -5 e 147 -5,882 

11.76 -5.737 -6 e 648 

12 e30 -60319 -7.413 



E - 
NO 

(dB1 

0000 

4.77 

6.99 
8*45 

9.54 

10.41 

12.79 

1 

Table 5.2 

(Continued) 

f , ~  = 3a0  BT = 1.0 

-9.533 -10.976 

118 

Log (P& 1 

-2 e 94.5 

-3 002 

-3.432 

-3 . 965 
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The ASK system is the same'as a PSK system shown in 

Figure 5.1 except that An i s  equal to A or zero instead of A 

or -A (see Chapter 11). The threshold setting i s  AT14 as 

will be shown later. 

Equation (5.18) can be rewritten as 

. 2lA.T' . 
Y = (-r + r) [J(BT,0)-C(BT,fcT,O)] 

(5.36) 

where 

A: = A or -A 

+ "1 



' 'AT 
+ 4  + nl (5.391 

Thus the optimum threshold should be set at AT/4 (if the gain 

of the integrator is A ,  d will be A T/4, which agrees with 2 

the result of Chapter 11). The decision error will occur 

whenever Y-ATf4  plus noise is greater than zero if a "0" 

is being sent and less than zero if a "1" is being sent. Let 

Y' = Y-AT/$, Equation (5.39) becomes 

(5.40) 

Therefore we can treat the ASK system the same way as we 

treated the PSK system. 

Dividing both sides of Equation (5.402 by AT/4, Equation 

(5 . 4 0 1 becomes 
W 

X = ZoJo + ZnJn + N 
n=-Qo 

(5.41) 



1 2 1  

where Jn = J(BT,n) - C(BT,fcT,n), Zn =' 2 1, and N = nl/.fAT/4). 

Equation (5.41) i s  of the 'same form as Equation (5.30) except  

t h a t  the 

2 where E = A T/4 i s  t h e  average energy p e r  b i t  f o r  t h e  ASK 

s i g n a l s  (see Chapter 11). 

By comparing Equation (5.42) wi th  Equation (5.31) ,  

immediately it is  clear t h a t  t h e  ASK system r e q u i r e s  t w i c e  as 

much energy t o  achieve t h e  s a m e  performance as t h e  PSK system. 

This can a l s o  be v e r i f i e d  us ing  t h e  averaging method. 

Using Equations (3.'20) and (5.40), t h e  p r o b a b i l i t y  of e r r o r  

fo r  a p a r t i c u l a r  b i t  p a t t e r n  i s  

pei = 1 (1-erf (Zi)) 

A (J(BT,O)-C(BT,fcT,O)+nEl A;+A; A J(BT,n)-C (BT,fcT,n) 1 2 
03 

where 
2 

-2- 
zi = ' 2NOJ (BT',O) ' . 

Since A 

(5.431 
' 2  

i s  t h e  average energy per b i t ,  w e  have 

(5.44) 
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Compared wi th  Equation (5.25), t h e  ASK system indeed r e q u i r e s  

t w i c e  as much energy t o  achietie the same performance as t h e  

PSK system. Thus r e g a r d l e s s  of t h e  r e s t r i c t i o n  of t h e  

bandwidth, the ASK system always r e q u i r e s  3dB more power 

than  the PSK system. The  p r o b a b i l i t i e s  of b f t - e r r o r  p l o t t e d  

i n  F igures  5.3, 5.4, 5.5, 5.6 and 5.7 can a l l  be used for  

t h e  ASK system except  that  a l l  the curves must be moved t o  

t h e  r i g h t  by 3dB. 

5 . 4 .  Frequency S h i f t  Keying 

The bandl imited FSK cohe ren t  communication system can be  

modeled as i n  F igu re  5.8. 

with b i t  pe r iod  T ,  and ampli tude +l o r  -1. Bandpass f i l t e r  

u n ( t )  i s  t h e  random NRZ s i g n a l  

Bl(f)  i s  centered  a t  one carrier frequency f o  + Af w i t h  

bandwidth 2B, and bandpass f i l t e r  B o ( f )  i s  centered  a t  t h e  other 

carrier frequency fo-Af w i t h  bandwidth 2B. 

As i n  Sec t ion  5.2 t h e  model can be rep laced  by an equi- 

v a l e n t  one as shown i n  F igu re  5.9, where 

. .  

-j.rrfT fo+Af-B<f< f o + A f + B  
. . . 'S'ih.rr.fT . 

I C  
e J: IT (f -f o - A t )  T 

. . . . . . . . . . . . 

-fo-Af-B<f<-fo-&EtB -c 

\ O  e 1 s ewhere (5.451 
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. . .  

. .  

f0-Af-B<'f - -  <fo-Ae+B 

, . . . . . . . . . . . . . . .. . .  

+fo-Af) T e -fo+Af -B<f . - -  cf O+Af+B -jTfT 

C5.46) 
elsewhere 

The f r e q u e n c i e s  f o + A f  and f,-Af for  the t w o  c a r r i e r  t ones  are 

assumed t o  be the m u l t i p l e s  .of t h e  b i t  rate (i.e. t h e  s i g n a l s  

are o r thogona l )  [ 343 . 
. .  - 

The nth bit can be represented  as 

nT<'t< (n+l)  T - -  bn (t) = A c o s  ( w o t + U n A w t )  

where 

Un = 1 or -1 

The F o u r i e r  t ransform of b n ( t )  can be  w r i t t e n  a s  

- j 2 1 ~ f t  dt (n+l) T 

nT 
BJf)  = I ' A c o s  (u0 t + U n A w t )  e 

. . . . . .s'in'.rr.fT . , . , . -j.rrfT (1+2n) = AnfT e 
n [ f 2- ( f o+UnAf 1 T 

( 5 . 4 7 )  

t h  The o u t p u t  C n l ( t )  of t h e  upper i n t e g r a t o r  due t o  t h e  n 

b i t  can be determined t o  be  

(5,481 

The output  C n o ( t )  of the loweF i n t e g r a t o r  due t o  t h e  nth b i t  

can also be determined t o  be  
0) 

Cno (t) = I-, Bn W H O  (f  ) e  j2rft df (5.49) 
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Thus the input to the decision device due to nth bit sampled 

at t=T i s  

Dn (TI = Cnl (TI -Cno (TI 

Changing variables and simplifying, we have 

Dn(T) = 'AT UnE J (BT, n) -C [BT, (E O+UnAf 1 T,n J 3-C (BT, f oT ,n) 

+ C(BT,AfT,n) 1 (5.51) 

The signal presented at the'input of decision device due 

to the infinite hit train can then he expressed as 

- ' AT U 1 J (BT,, 0 -C [BT, (f o+Uo Af ) TI 01 +C (RT , f oT, 0 )  - T  0 

+C(BT,AfT,O) 3 
m 

1 Un{ J (BT, n) -C [BT , (f O+UnAf) T , n? +C (BT, f *TI n) 
n=-- ty  
nf0 

+ C(BT,AfT,n)) (5.52) 

Compared with Equation (5,19), it is apparent that in addition 

to the effects of aliasing on the bit under detection there 

exists signal crosstalk caused by the IF filtering which can 

be represented by C(BT,fOT,n) 3- C(BT,hfT,nZ, 
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The noise present at the decision device can be written as 

nt = nl(T)-no(T) 

COCC 43 

= n(Z)hl(T-Z)dZ -: f n(Z)ho(T-Z)dZ (5.53) 
-Qo ,& 

where hl (t) I ho (t) are the impulse responses of H1 (f) and 

Ho (t) respectively. 

nl(T) and no (T) are both Gaussian processes with zero mean 

and variance ol 2 2 and oo , where 

and 
2 09 No . NOT 

O1 = I 2 (Ho(f)i2 df = -6 J(BT,O) 
m 

(5.54) 

(5.55) 

Thus n' the difference of two Gaussian noise processes is 

still Gaussian process with zero mean and variance 

0 2 = o1 2 + oo2 - 2E[nl(T)no(T)l 

Bu.t ,E[nl (T)no (T) ] can be written as [411 

(5.56) 

(5.571 



For B > h f ,  we have 
1 2 8  

. .  . . . . . . . . . . . . . . . . . .  . .  . . . . . . . . . . . . . . . . . .  
. . . . .  . . ~T.s.j,H fT . . 

F j R f T . 1  . e j n f T  df No, .,fg-Af+B 'S'iHT'fT ' 

z "V(f-f b t A f  1 T e T = ; r J  Z T a(f-f,-Af) 
fo+Af-B 

. . . . . . . . .  - . . .... . .  . . . . . . . . . . . . . . . . . .  

df -jRfT 1 T' ' "s'i'n'Tf'T ' ' ' ' j r f T  . No., --fo-Af+B. . . , .s.in.Tf.T . . 
+ + I  -fo+hf-B 'z l T  R ( f+ fo+Af  ) T  e "z ' r r ( f+fo-Af)T-  e- 

Simplifying,  w e  obtain 

(5.58). 

(5.59) 

For 'B< f, we have - 

and 
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The input to the threshold device due to both signal 

and noise can now be given by 

y = w + n t  

- ' AT U CJ (BT, 0) -C [BT, (f o+UoAf)  T,0] 3-C (BT, f oT,O 1. t C  (BT, MT, O)] -2 0 
ra 

1 Un J (BT,n) -C [BT, (fOtUnAf) T,n] +C (BT, f oT,n) 3-C (BT, AfT ,n] ' AT + -  2 n=-ao 

n f 0  

+ n' (5.62) 

For carrier frequencies much greater than the bit rate, which 

. is a practical assumption for the FSK systems 1341 I C(BT, (foiAf)T,n) 

and C(BT,fOT,n) will approach zero. 

becomes 

Then Equation (5.62) 

Y " 2  ''AT UOIJ(BT,O) 4- C(BT,AfT,O)] 

(5.63) 

In the following, the probability of bit-error will be 

determined using the averaging method and the series expan- 

sion method based on Equation (5.63). 

. .  . . . . . .  ...... . . . . _ .  . .  ... ...... . . . . . .  ..... . . . . . .  . . . . . .  . .  . . .  . . . . . .  ...... . . . .  

5 .4 . pr.&&.k1it . .6f .~i.t-.~,-~.~.~. vs'in . .the. ' A ~ ~ ~ .  aginq . Me.thod 

Using Equation (3,181 and Equation (5.631, ,the probability 

of bit-error for a particular bit pattern can be given by 

l. Pel = (1-erf (Zi)) (5.64) 
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(5.65) 

.. 2 E = A T/2, the energy per bit for the FSK signals, and 
2 

m 

. . J.(BT , 0 1. +C.(BT , LET, 0 1 + >: (U. .+U . .n . .-n. . . . . . . . . . . . . . .  : n=.l . . . . . .  
Di(BT,AfT) = 1.. 

1 .[ J-(BT, n 1 +C (BT, A f T I  n) J . . . . . . . . . . . . . . . . . . . . . .  2 
' 'A'f T J(BT,O). -CCfB-Af)T, -2 I 03 

(5.66) 

The upper and lower bounds of the probabilities of bit- 

error can also be expressed as 
03 

[ J (BT, 0 ) +C (BT, AfT, 0 +2 1 I J (BT, n) +C (BT, Af TI n) I 1 

' '&fT J(BT,O) - C [  (B-Af)T, -2- 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . .  

1 :I n=l 

O] 

1 1  (5.68) 1 ' '  E . .[J.(BT,O)+C(BT,AfT,O)lL 
afT = T[l-erf ( 

J(BT,O)-C[ (B-Af)T,T,OI PeInin 

From From Table 3.1 and Table 5.1, it can be seen that IJ(BT,n) 

+ C(BT,afT,n) 1<<J(BT,O)+C(BT,AfT,O) for nr5. Thus the effects 

of interference can be confined to the nearest 10 bits. The 

averige probability of error now can be given by 
...... 1024. 

i=l 
1 2  (1-erf (Zi) ) . ' '1' 

'e =~IEX 
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' Me'tkiod . 

Dividing both s i d e s  of Equation (5'.63) by AT/2, w e  

obtain 
03 

where.  

zn = un -' - 

and 

The var i ance  

2; 

S u b s t i t u t i n g  

2 
bN 

of N 

+ - 1, Jn = J(BT,n) + C ( B T , A f T , n ) ,  

i s  

A 

(5.71) f ,E (ntL) 
.- 
(7) 

Equation (5.61) i n t o  Equation (5.71) oN2 becomes 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . .  
(5,721 

Equation (5.72) i s  o f  t h e  same form as  Equation (3,271, Thus 

the p r o b a b i l i t y  of the bit-error i s  given by Equation (3,511. 

(5.731 



1 3 2  

where 

t -I 
.. 

11 E -[‘;r(BT,O)+C(BT,AfT,O)]” ‘ 

2N0 J (BT, 0 1 -C [ (B-Af) T,+, A T  01 J ’ ’  

. 1  = 11-erf ( 

(5.74) 

and 

03 

n+l 
Pe2 = 1 (-1) bZnGZn-l n= l  

(5.75) 

can be eva lua ted  us ing  Equation ( 3 . 5 9 ) .  GZnml can be b2n 
given by Equation (3 .47)  

J.* 
0. G2n-2 - 7 2  2n-3 

“2n-2 = -  
G2n-l 

N ON 

E 
NO J(BT,O)-C[ ( B - A f ) T , q , O l  f T  

:J (BT,  0 ) +C (BT, A f T, 0 ) 
G2n-2 = - - - I  

. .  . . . . . .  . . . .  
. . . . . . . . .  , . .2n-2 . . . . . . . . .  

J(BT,O)-CI ( B - A f ) T , T  
G2n-3] 

- 
01 ‘AfT 
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From Table 5.1 and 5.2,  it can be seen  t h a t  [J(BT,n) 
2 +C(BT,AfT,n)] I<[J(BT,1)+C(BT,AfT,1)l2 f o r  n>5. Thus bZn can 

us ing  on ly  the terms from J t o  -5 be evaluated a c c u r a t e l y  

Therefore as for  t h e  averaging method t h e  e f f e c t s  of 

t h e  i n t e r f e r e n c e  can be  conf ined  t o  the 1 0  n e a r e s t  h i t s .  Also 
J5 

t h e  series f o r  Pe2 can be t runca ted  t o  1 0  t e r m s  w i t h  i n s i g n i f i -  

c a n t  error. A s  B-m, J ( B T , O ] + l ,  C(BT,AfT,O)-+O, J(BT,n)+O, 

J(BT,AfT,n)+O, and C (  (BT-AFT), AfT/2,  O ) + - O ,  thus  b2n-+0 and 

'e - - 'el = 1 /2  (1-erf (/% 
pred ic t ed  i n  Chapter I1 for  

Tables3 l i s t s  P,, Pelf 

1 ,  t h e  w e l l  known r e s u l t  as 

t h e  i n f i n i t e  bandwidth FSK system. 

and Pe2 f o r  some va lues  of AfT 

and BT. F igures  5.10, 5.11, and 5.12 show t h e  plots of t h e  

p r o b a b i l i t y  of b i t - e r r o r  fo r  A f  equa l  t o  0.5/T, 1.5/T, and 

3.0/T r e s p e c t i v e l y .  F i g u r e  5.13 shows t h e  p l o t s  of t h e  p r o b a b i l i t y  

of b i t - e r r o r  as a f u n c t i o n  o f d f T  f o r  E/NO equal  t o  lOdB 

and 15 dB. The r e s u l t s  ob ta ined  h e r e  ag ree  wi th  those  obtained 

by t h e  averaging method. 

Comparing t h e  r e s u l t s  obtained by e i t h e r  method with 

those f o r  t h e  PSK system [Figure 5 .7 ) ,  it can be  seen t h a t  

for Af)3/.f . . ,  t h e  performance of the FSK system i s  t h e  same a s  

tha t  of the ASK system and i s  3dB poorer than  the PSK system 

on an average power basis ,  However, foraf<3/T,  - t h e  performance 

of t h e  FSK is  b e t t e r  t han  t h a t  of the ASK. The reason f o r  t h i s  

i s  t h a t  the s i g n a l  c r o s s t a l k  C(BT,AfT,n) t ends  t o  reduce t h e  
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Table 5.3 

Values of Pe, Pel and Pe2 vs - foLr t h e  FSK System w i t h  BT=1.0 

and AfT=0.5, 3.0 

' E  
No 

4fT = O h 5  

13.98. -6.360 
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Table 56x3 

(Continued ) 

AfT = 3 , O  BT = l o o  
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influence of the intersymbol interference J(BT,n], while 

C(BT, fT,O) tends to aid the signal strength J(BT,O), Also 

the noise nl(T) and nZ(T) are correlated, thus the variance 
i. Iri 

The optimum Af is found to be equal to the half of the 

bit rate. In other words, to obtain the greatest discrirnina- 

tion, the optimum spacing between the two carrier tones is 

equal to the bit rate. Notice that for the case of infinite 

bandwidth the two carrier tones spacing does not affect the 

performance. Thus the IF filtering inaeed has a great effect 

on the performance of the FSK system. 



CHAPTER VI 

EQUALIZATION OF INTERSYMBOL INTERFERENCE 

.. . . . . . . .  . . . . .  .. 
6.1 ' Xritrodu'c'tion 

In previous chapters, the performance of various band- 

limited baseband and modulation systems has been analyzed in 

terms of the probability of bit-error. It has been shown 

that the intersymbol interference severely degrades the 

performance of these communication systems operating in a 

high signal-to-noise channel. 

Currently, the demand of the high data transmission 

rate utilizing the high signal-to-noise channel such as 

telephone line as the comnunication link has resulted in 

an enhanced interest in alleviating the influence of the 

intersymbol interference. The well known optimum equalizer 

is a tapped-delay-line (TDL) filter [1 I .  The purpose of 

any TDL filter is to eliminate the intersymbol interference. 

For an unknown channel characteristics, some adaptive 

alogorithms using steepest-decent techniques for automatically 

adjusting the tap gains of TDL filter have been proposed 

1131, [It?], 1233. Different performance. indices were used 

in these works. Lucky 1131 minimj.zed the sum of the 

absolute values of intersymbol interference by adjusting tap 

gains, while others 1181, [23], adjusted the tap gains to 
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minimize t h e  mean-square error (MSE) due to the combination 

of intersymbo*. interference and additive noise. 

On the other hand, for a known channel characteristic 

the tap gains can be obtained by minimizing the probability 

of bit-error and solving a set of nonlinear equations 11 3 ,  

However, in most cases, the nonlinear equations are not 

particularly tractable. The optimum gains are usually 

obtained by trial and error. 

In this chapter, first, the receiver in the bandlimited 

NRZ baseband model shown in Figure 3.1 of the Chapter I11 

will be proven to be the optimum detector for detecting a 

single NRZ pulse  in the absence of intersymbol interference 

and then a new modified tap-delay-line filter in tandem with 

the receiver w i l l  be proposed for equalizing the intersymbol 

interference, The overall performance improvement will be 

determined in terms of bit-error probability. The principle 

developed for this particular system then will be generalized 

for any data transmission system using the linear detector. 

6.2 Optimum Detection of a Single Bandlimited NRZ Signal 

The bandlimited NRZ baseband communication system shown 

in Figure 3.1 is repeated in Fggure 6.1. 

it is known that the optimum receiver for  the detections of 

binary signals corrupted by additive white Gaussian noise can 

From Chapter 11, 
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be implemented using the matched filter. For a single NRZ 

pulse (i .e, i*3 the absence of intersymbol interference) the 

optimum receiver can be determined from the signal and channel 

characteristics, 

Now consider a single NRZ pulse with amplitude +A or -A and 

duration T. The Fourier transform o f  this pulse is given by 

' 'sinTfT -jTfT dt = AT 'f e -j21~ft T 

0 
"rT F ( f )  = I A e (6.1) 

Thus the transfer function of t.he matched filter will be 

(see Equation (4,481 ) 

-j2TfT1 * R ( f )  = K [ F ( f ) H ( f ) e  

Choosing KA to be 1, the optimum receiver is readily recog- 

nized to be a lowpass filter followed by a correlation detector 

as shown in Figure 6.1. This model is the same as the one 

used in Chapter 111. 

The probability of error for detecting the single pulse 

is then given by Equation C3.53) or Equation (3.24) 
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Figure 6.2 shows t h e  p l o t s  of Pes fo r  va r ious  bandwidths. 

No o the r  receiver can g i v e  better performance than  the 

one shown i n  F igure  6 . 1  f o r  d e t e c t i n g  a s i n g l e  bandl imited 

NRZ pulse .  However, from Chapter 111, the performance of 

t h i s  receiver i s  s e v e r e l y  degraded by the intersymbol i n t e r -  

fe rence  e s p e c i a l l y  f o r  t h e  high s igna l - to-noise  channel. 

I n  the fol lowing,  a modified TDL f i l t e r  e q u a l i z e r  w i l l  be  

proposed t o  e l i m i n a t e  t h e  intersymbol  i n t e r f e r e n c e  t o  achieve 

t h e  minimum p r o b a b i l i t y  of error as given by Equation ( 6 . 3 ) .  

A modified TDL f i l t e r  i n  tandem wi th  the receiver (see 

Figure 6.1) is shown i n  F igure  6.2.  The ou tpu t  of t h e  

i n t e g r a t o r  i s  sampled and normalized be fo re  being s e n t  t o  

t h e  TDL f i l t e r .  There are (2n+l) t a p s  (C,N t o  CN) i n  t h e  

TDL f i l t e r .  Thus t h e  de l ay  l i n e  spans (2n+l )T seconds,  and 

i n  it t h e r e  are s t o r e d  t h e  m o s t  r e c e n t  (2n+l )  samples. The 

ope ra t ions  performed on t h e s e  (2n+l)  samples are as fol lows 

(see Figure  6.3) . 
The sample s t o r e d  a t  each t a p  (except t h e  c e n t r a l  one) 

is f ed  t o  a s i g n  d e t e c t o r ,  I f  t h e  s i g n  i s  p o s i t i v e  a t  the 

dec i s ion  time ( t = T ) ,  the corresponding g a i n  element w i l l  

s u b t r a c t  an amount J (BT,n) ;  from t h e  b i t  under d e t e c t i o n  

( c e n t r a l  element); and vice versa. The c e n t r a l  b i t  t hen  w i l l  
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be  decided t o  be a "1'' o r  "0" depending upon t h e  r e s u l t i n g  

s i g n a l  p l u s  n o i s e  a t  t h e  output  of the summer g r e a t e r  than 

zero or not .  A f t e r  t h i s  dec i s ion  i s  being  made, t he  content  

of t h e  samples s t o r e d  a t  d i f f e r e n t  t a p s  i s  s h i f t e d  t o  t h e  

r i g h t  and d e t e c t i o n  i s  performed as before.  

The output  of c e n t r a l  element can be expressed as 

X = Z o J o  + 1 ZnJ, + N 
n=-w 

(6 .4 )  

where 

En =' + 1, Jn = J(BT,n) 

The va r i ance .o f  t h e  noise  N lis given by Equation (3.52) 

(6 .5 )  2 =' ' .JQ 
' E  * 2(-) 
NO 

I n  t h e  fol lowing s e c t i o n s ,  t h e  performance of t h i s  

modified TDL f i l t e r  w i l l  be analyzed by cons ider ing  only 

t h r e e  t a p s ,  namely C and using t h e  averaqing method 

and series expansion method. 

. . . . . .  ...... . . . . . .  . . . . . .  ...... . . . . .  . .... . .  . . . . . .  . . . .  
6 . 4 ' 'Per'f o'mance' 'Ana'ly's'i's .m 'AVej?ag'in'g Ele'th'od 

There a r e  only fou r  p o s s i b i l i t i e s  a s soc ia t ed  w i t h  t h e  

s igns  of t a p s  C-l and 

A. 

B. Sign of Cml is c o r r e c t  and is i n c o r r e c t .  

Both s igns  of Cml and C+l a r e  c o r r e c t ,  
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c e  Sign  of Cml i s  , i nco r rec t  and C+,. i s  c o r r e c t  

B o t h  s i g n s  of w.1, C and C+'l a r e  ' i nco r rec t  . 
The p r o b a b i l i t y  P that  t h e  s i g n  is 2ncorrec t  f o r  t h e  t a p s  

and C+l can be thought as t h e  p r o b a b i l i t y  of b i t - e r r o r  

f o r  the receiver without  u s b g  t h e  TDL f i l t e r  and i s  given 

by Equation (3.21) o r  Equation (3.612 i n  Chapter 111. Thus 

c-l 

2 t h e  p r o b a b i l i t y  of C a s e  A, J?(Case A) can be w r i t t e n  a s  (1-P) . 
S i m i l a r l y  t h e  p r o b a b i l i t i e s  of Case B, Case C and Case D 

can be expressed  a s  

P ( C a s e  B) = P(1-P) 

P(Case C) = P(1-P)  

P(Case D) = P 2 

The p r o b a b i l i t y  of b i t - e r r o r  f o r  a p a r t i c u l a r  p a t t e r n  can 

be ob ta ined  a s  fol lows.  

The o u t p u t  of t h e  summer i s  

X = Z o J o  + 1 (Zn+Z,,Z Jn + N 
n=2 

The p r o b a b i l i t y  of e r r o r  f o r  t h i s  p a r t i c u l a r  p a t t e r n  can be 

given by Equation (3.18) 03 

-' l [ . l - e r f  ( & 
1 1 ,  J 4- . E  CZ tZ )J .... . . . . . . .  .o..  ..n.. -n.. n. . .. ~ . , , . n=.Z,': , . . . . . . . . .  

. .  . .  
. .  

. . . . .  11 
n0 

e i A  - Z P '(607) 
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Ca's'e' B 

The outp;t of t h e  summer fs 

and t h e  p r o b a b i l i t y  of e r r o r  

I . .  

. .  
'Ca'se' C 

Qo 
B 

The o u t p u t  of t h e  summer i s  

. .  J'+.. 1 ...(Z. +Z . . . .  ].J..+.(2J )Z . .  . .  _ .  . . .O. . . _. . .n. . -n. . n , . . .1. , .l. . . n-2' . . .  

00 

X = Z J + 1 (Zn+Z-JJn + (2J1) Z-l + N 
n=2 t 0 0  (6.10) 

and the p r o b a b i l i t y  of e r r o r  is 
W 

Ca's'e' D 

The o u t p u t  of t h e  summer is 
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and the p r o b a b i l i t y  of e r r o r  i s  oo 

C6.13) 

The average p r o b a b i l i t y  of b i t - e r r o r  Tor t h i s  p a r t i c u l a r  

b i t  p a t t e r n  us ing  only three taps can then  be eva lua ted  a s  

= P(Case A) PeiA + P(Case B)Pei 
'ei B 

+ P ( C a s e  C)  PeiC + P(Case  DIPe i  
D 

eiC = (1-P) 2 P ei, + P (l-P)Peig + P(1-PIP  

+ P2P ei, ( 6 . 1 4 )  

The average p r o b a b i l i t y  of b i t - e r r o r  f o r  t h e  intersymbol 

i n t e r f e r e n c e  confined t o  t h e  1 0  n e a r e s t  b i t s  then  can be 

computed as 
1 0 2 4  

i= 1 
. ' '1' 1 P e i  'e = IEX (6.15) 

6 . 5  . Performance Analysis--Series Expansion Method 

The p r o b a b i l i t y  of b i t - e r r o r  can be obta ined  us ing  t h e  

series expansion method by ana lyz ing  the same four  cases of 

Sec t ion  6.3. 

The p r o b a b i l i t y  of e r r o r  f o r  the Case A can be gtven by 

Equation (3.61) 
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01 

.' PA =' +[l-erf (,/J0)1 +. 1 (-1)""b 2n  G 2n-1 (6.16) 
NO ll=l 

except t h a t  dZR-l which is used t o  evaluate b2n (see E q u a t i o n  

(3.60))  i s  m o d i f i e d  as 

2 8  c E2 Jn + .i, J;$I 
- 22R (22%) 

2R! B 2 ~  nZ-00 d2 51-1 

S i m i l a r l y ,  f o r  the C a s e  B ,  the probabi l i ty  of error is 

(6 ,171  

(6.18) 

. .22.R(.2.2.R,.1) 00 

2R: B2Q [ n=-W c2 Jn2 . + n=2 1 Jn2'+ ( 2 J 1 ) 2 R ]  - - 
d2 2-1 

. (6 .19 )  

For the Case C ,  t h e  probabi l i ty  of error is 

03 

=' [l-erf (JF;)] + 1 (-l)n+1b2nG2n-l ( 6 .20 )  
n = l  pC 

now becomes 251-1 and d 

2 2.R Z R m l ) .  01 

- . '2 (2 J:'+ 1 Jn2'+(2Jm1) 1 
n=- 00 n=2 d2R-l - Z R ?  B2P 

(6.21) 

F ina l ly ,  for the C a s e  D,  the probabi l i ty  of error i s  
01 

. .  .. 

PD = - 1  Z [ l - e r f ( ' E  J,)] + 1 (-l]n+l b G 
2 n  211-1 NO n=l  

is changed t o  21-1  and d 
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For t h e  system considered i n  thi's chapter ,  Jn is  ecpal t o  

J,n* 
error f o r  the d e t e c t i o n  of the c e n t r a l  b i t  can now be computed 

Thus PB i s  equal  t o  Pc. The ave-age p r o b a b i l i t y  of 

as 
2 2 P, = (1-p) PA+2P (l-pIPB + P PD 

. .  

(6.24) 

By conf in ing  t h e  intersymbol i n t e r f e r e n c e  t o  t h e  1 0  n e a r e s t  

b i t s  as f o r  t h e  averaging method, t h e  r e s u l t i n g  Pe i s  i n  agree- 

ment w i t h  t h a t  ob ta ined  us ing  t h e  averaging method and i s  

shown i n  F igure  6.4 f o r  va r ious  bandwidths (dashed l i n e s ) .  

Table 6 . 1  l i s t s  Pes, Pe, P ,  (1-p) PA, 2P(1-p)PB and P PD f o r  

BT=0.6 and BT=0.8. 

2 2 

Comparing t h e  r e s u l t s  obtained us ing  e i t h e r  method wi th  

those  f o r  t h e  s i n g l e  pu l se  c a s e  (Figure 6 . 2 ) ,  t h e  e f f e c t  of 

t h e  intersymbol  i n t e r f e r e n c e  has  almost been cance l l ed  out .  

Table 6.1 g i v e s  t h e  reason. S ince  P i s  much smaller than  1, 

Pe i n  Equation (6 .24)  t ends  t o  approach PA, which corresponds 

t o  t h e  case of t h e  c a n c e l l a t i o n  of J ( B T , l ) .  From Table 3.1, 

it can be  seen t h a t  t h e  m o s t  e f f e c t  of t h e  intersymbol  i n t e r -  

f e rence  comes from the immediate ad jacen t  b i t s .  Thus us ing  

only  three t a p s ,  the performance of t h e  modified r e c e i v e r  

is almost near optimum and can be p red ic t ed  using Equation 

(6.31 
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6 . 6 Discussion 

The performance of t h e  modified TDL f i l t e r  e q u a l i z e r  

has  now been  v e r i f i e d  by both methods. The a n a l y s i s  procedure 

l a i d  o u t  i n  S e c t i o n s  6.4 and 6.5 can be used t o  analyze t h e  

performance of the modified TDL f i l t e r  w i t h  more than 3 t a p s .  

By us ing  5 t a p s ,  it i s  found t h a t  the performance does n o t  

improve s i g n i f i c a n t l y .  I n  other words, the  c o r r e c t i o n  con- 

t r i b u t e d  by C,2 and C+2 has  l i t t l e  e f f e c t  on t h e  d e t e c t i o n  of  

t h e  c e n t r a l  b i t .  Because I J ( B T , 2 ) (  i s  much smaller than  

J ( B T , O ) .  Thus for a l l  p r a c t i c a l  purposes,  t h e r e  i s  l i t t l e  

p o i n t  i n  u s i n g  the C2 and C,2 t a p s  f o r  t he  bandl imited NRZ 

t r ansmiss ion  system. 

The b i g g e s t  advantage of t h i s  modified e q u a l i z e r  i s  t h a t  

t h e  g a i n s  can be obta ined  a n a l y t i c a l l y  and t h e  performance i s  

almost n e a r  t h e  optimum case ( s i n g l e  p u l s e  c o r r e l a t i o n  

d e t e c t i o n ) ,  As poin ted  o u t  be fo re ,  t h e  d e t e c t o r  o u t p u t  f o r  

any data t r a n s m i s s i o n  system wi th  known channel c h a r a c t e r i s t i c s  

can be g i v e n  by Equation (3.25). Therefore  t h e  modified TDL 

filter developed i n  t h i s  chap te r  can be app l i ed  t o  any d a t a  

system t o  a l l i eva te  t h e  i n f l u e n c e  of intersymbol i n t e r f e r e n c e  

and t h u s  speed up t h e  d a t a  t ransmiss ion  rate. 

I n  p r a c t i c e ,  t h e  de l ay  l i n e s  cqn be rep laced  by d i g i t a l  

s h i f t  registers and a l l  t h e  g a i n  element and summer can a l s o  

be realized by t h e  l o g i c  g a t e s  and f l i p - f l o p s .  Thus t h e  o p e r a t i o n  
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of the modified TDL filter can be performed d i g i t a l l y  with 

high speed. 

! 



CHAPTER VI1 

CONCLUSIONS AND RECOMMEYDATIONS 

7.1 Conclusions 

The effect of bandlimiting on the performance of various 

transmission systems corrupted by additive white Gaussian 

noise have been analyzed using two methods the averaging 

method and the series method. The results from both methods 

agree. 

First, the performance of an ideal bandlimited NRZ 

(Non-Return-to-Zero) baseband transmission system was examined 

using correlation detection and sampling. 

sion for the degradation of the signal and the intersymbol 

interference was derived as a function of system parameters, 

such as the bandwidth of the filter and signal-to-noise ratio. 

The average probabilities of bit-error were computed. It was 

shown that the correlation detector performs better than the 

sampler detector for E p . 6  - and worse for BTz.5. 

The explicit expres- 

. Second, a split-phase baseband system was analyzed 

following the same steps used for analyzing the NRZ system. 

It was shown that a split-phase baseband system requires 

about less than twice as much bandwidth as the NRZ system 

to have the same probability of bit-error f o r  the same value 

of signal-to-noise ratio using the correlation detector. 
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Third, an NKZ baseband system using Gaussian filters 

was analyzed employing correlation detection. It was found 

that this system introduces more intersymbol interference 

and performs poorly,compared to ideal bandlimited NRZ system. 

Fourth, the effect of bandlimiting the modulated system, 

the Phase-Shift-Keying (PSK),  the Amplitude-Shift-Keying (ASK), 

and the Frequency-Shift-Keying (FSK) have been analyzed assuming 

coherent receiver and using ideal filters as well as cor- 

relation detection. The explicit expression for the degradation 

of the signal and the intersymbol interference as a function 

of bandwidth of the filter, signal-to-noise ratio and carrier 

frequencies were given. It was found that the aliasing ef- 

fected can be neglected if the carrier frequency is three 

times more than the bit rate. The PSK system requires 3 dB 

legs on the average power basis than the ASK system regardless 

of the restriction of the bandwidth. If the spacing between 

two carrier tones in the FSK system is less than three times 

of the bit rate, the FSK system shows a better performance 

than that of the  ASK system. The optimum setting of the tone 

spacing is shown to be equal to the b i t  rate. 

system still qives the best performance. Thus for a coherent 

modulation transmission system, the PSK should always be fayoyed, 

However, PSK 

Finally, a tapped-delay-line CTDL) filter has been 

introduced at the receiver of the NRZ baseband system in 
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conjunction with the correlation detector as an intersymbol 

eliminator. On-an average probability of bit-error basis, 

and using only three taps, it was demonstrated that the 

performance of this system is near optimum. 

. . . . . . .  . . . . . .  . . . . . .  . .  
7,2 ’ Recommendations 

In this dissertation, the channel is modeled by a linear 

filter by an additive white Gaussian noise source. The 

first topic for future study suggested by this dissertation 

is an investigation of the effects of bandwidth restriction 

on the performance of a modulation system over a nature (not 

man-made) mutipath fading communication channel, Because of 

the random changeability which often accompanies this natural 

channel, mutipath is inevitable and ‘ i s  crucial1y.dependent 

on the signal bandwidth, Mutipath not only introduces a 

Rayleigh fading envelop but also a uniformly distributed 

r-f (carrier) phase. The analysis of the performance of 

digital transmission system over a slow and nonselective 

Rayleigh fading channel in the absence intersymbol inter- 

ference has been reported 1351. It will be very interesting 

to extend the analysis to the case of intersymbol interference, 

However, it is believed that the analysis  will be highly 

complicated. 

The coherent detection for the modulated signals was 
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assumed in this dissertation. In the absence of the inter- 

symbol interference, the analysis of the performance of the 

binary communication system with partially coherent reception 

has been obtained by Viterbi 1 4 4 1 .  The second topic for the 

future study suggested by this dissertation is to look into 

the effect of intersymbol interference on the performance 

of this partially coherent system. 

The receivers analyzed in this dissertation are the 

linear detectors which are optimum for the infinite system 

bandwidth. However, the performance of these detectors is 

degraded if the system bandwidth is restricted. Therefore, 

it is worthwhile to compare the performance of linear 

detector with that of nonlinear detector such as envelop 

detector for ASK and FM discriminator for FSK under the 

bandlimiting hypothesis. The third topic suggested by 

this dissertation for the future study is then the investi- 

gation of the influence of the bandlimiting on the performance 

of the envelop detector and FM discriminator. 
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APPENDIX A 

m 

A COS(J~W)  THE SERIES EXPANSION OF 
n=--03 
nfQ 

OD 

L e t  F(w)  = IT c o s ( J n w )  
n=--oo-o3 

nfQ 

then 

Je1sin (J -1 w) 

cos (Jmlw) 

J 1 s h  (J1w) 
F ( w ) .  . . . F ( w )  - c o s ( J l w )  F ' ( w )  = ..... 

Using p o w e r  series, w e  have 

1 2 J n t a n ( J n w )  = J n l J n w  + 7 ( J n w ) 3  -t -(J 15. n w ) ~  + ..... 

I f  ..... 211-1 + + 22e 2 a !  (22R-1) B2a  (Jnw) 

w h e r e  B2& i s  t h e  B e r n o u l l i  number. 

C o m b i n i n g  a l l  t e r m s ,  w e  obtain 

w h e r e  

211 
m 

2 2 R ( 2 2 a  - 1) C J n  - - 
G 2 a  n=-m d2a- l  22 ! 
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Since c o s ( x )  can on ly  be expanded i n t o  a series of even 

power of x, w e  can l e t  

m 
2n F(w) = 1 + 1 IS2n w 

n = l  

Thus 

OD 

F ' ( w )  = 1 2n b2n w 2n-1 
n = l  

Using Equation ( A . 1 ) ,  Equation ( A . 3 )  and Equation (A.6), w e  

have 

W 

2a-1 ( A . 7 )  2n W 0 0 ,  2n-1 2' 2n b2n w = -(1 + 1 bzn 1 c w 
n= 1 n=l L = l  

Comparing the c o e f f i c i e n t  f o r  w 2n-1 , w e  ob ta in  

Thus bZn can be eva lua ted  i n  a r e c u r r s i v e  formula, 

Therefore b2n is  only t h e  func t ion  of intersymbol i n t e r -  

fe rence  1 , J~ . 2 
OD 

n=-m 
nf0 
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APPENDIX B 

ANALYSIS OF THE CONVERGENCE OF THE SERIES 

Analysis of the convergence of t h e  series 

n+ 1 
n = l  1 (-1) b2n G 2 n - ~  

The error E in t roduced  by us ing  only  K terns can be expressed 

bY 

a3 

b2n G2n-1 E =  (-1) n+l 

Thus 

m 

From Equation (3.46) I we know 

Using Schwarze i n e q u a l i t y ,  w e  have 

w 2 2  

- -  1 I e  - - Z " " N  lw2n-11 d w  
-al 

2 n  (J3.5) 
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w 2 2  -- 

] P I ~ ~ - ~ ~  i s  an even func t ion ,  w e  have 2 'N But e 

, then d t  = woN2 dw ; W  2 2  L e t  t = - - 2 ON 

Thus 

(n-1) 1 = -  1 2"-l 
n 2n 

N Q 

N o t e  

OY 

-t tn-l  I e  d t  = r ( n )  = (n-1) ! , 
0 

(3.7) 

where r ( n )  i s  t h e  gamma funct ion .  

Next t he  desired bound f o r  b2n w i l l  be de r ived .  

c o n s i d e r  f i n i t e  t e r m s  f o r  IT cos(Jnw) , namely f r o m  n = -m 

L e t  u s  
co 

n=-w 
n#O 

t o  m; t h e n  w e  can w r i t e  

j J n W  - j  J n w  
m e  + e  

2- cos(Jnw) = a 
n=--m 
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where Q~ is one of the combinations 

f J f .... 5 J-l k J1 + - .... “ J m  . -m 

j a R W  
Now e can be expanded i n t o  a power series of w 

Thus 

(B. 10) 

(B. 12) 

m 

n=-m 
W e  can also expand 1~ cos J n w  i n t o  a power series of w 

d i r e c t l y  nf0 

co 
2n m 

T cos J n w  = 1 + 1 b2n Fi 
n=-m n= l  

(B. 13) 

Comparing Equation (B.12) wi th  Equation (B.13), we o b t a i n  

22m 
1 (ja,)” = 0 f o r  n = odd i n t e g e r  (B.14) 

R = l  

and 

(B. 15)  
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Thus 

(B .16)  

B u t  

2K -m rn 2K 

) !. ...... (2Km) ! 
22m (J-ml .... (Jm) 
1 a a  (B .17)  2n = 1 22m’(2nl! ( 2 K  -m 11=1 

where 1 i n d i c a t e s  all t h e  combination of i n t e g e r s  

under t h e  c o n s t r a i n t  t h a t  
t 

K-m K-m+l #......K~....o 

+....+ Km = n . -m + K-m+l 

S u b s t i t u t i n g  Equation (B. 1 7 )  i n t o  Equation (B.16) I w e  have 

-m 2Km 2K 
(J-m) . (J,) 

Ib211’’ = (2K - m) !. ....... (2Km) ! (B.18) 

It is very easy t o  see 

K 2 K 2 )  -m (J-m .... (Jm ) 
-m 2Km . . (J,) 2K 

< 1  (J-m) 
(2R ) !  ....... (2Km)! - 7 K !... ......... K . m -m -m 

But 
(B.19) 

(B. 2 0 )  



' Thus 

b 2 n  Let m -t , w e  ob ta in  ;he d e s i r e d  bound for 

S u b s t i t u t i n g  Equation (B.22)  and Equation (B.7) i n t o  

Equation (B.1) I w e  have 

W 

I 1  = 28ii n=K+l 

1 
2n(K+1) 

W 

c 
n=K+1 

n 
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(B. 2 1 )  

(B. 22) 

(B. 23) 

but 

/ -  (B.24)  
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Thus 

IEI 
1 

' ZmTi )  (B. 25)  

t hen  f o r  B I 0.5 , by s u i t a b l e  choice of R I Pe2 can be 

e v a l u a t e d  a c c u r a t e l y .  For  t h e  system considered i n  t h i s  

work, K = 10 is s u f f i c i e n t l y  enough t o  be used t o  c a l c u l a t e  

v e r y  c l o s e l y .  It i s  believed t h a t  there s t i l l  e x i s t s  a 'e2 
t i g h t e r  bound than  t h e  one given by Equation ( B . 2 5 ) .  , 
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APPENDIX C 

EVALUATION OF THE VARIANCE OF THE OUTPUT OF GAUSSIAN 

-CORRELATION DETECTOR WITH THE 

GAUSSIAN NOISE INPUT 

T h e  transfer function of the Gaussian filter is given 

by Equation (4.34) 

2 f -0.347 (8) G ( f )  = e 

Let 8 = , we have 

- -  
2 2 2 2  

G ( f )  = e or ~ ( w )  = e -2a  

(C. 1). 

(C.2) 

Since the power spectrum of n(t) is No/2 the power 

spectrum of the output n,(t) of the Gaussian filter can be 

given by 

2 2  No -f3 w e - -2 (C. 3 )  

The autocorrelation of n,(t) can be obtained as the inverse 
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2 2  
cos w l d w  -f3 w 

$ e  = No 2.rr 
1 

0 

Changing var iab les ,  w e  obtain 

Q) 2 
cos 2 rxdx -cx 

R n P l  

where 

, r = n 7  2 2  c'= 4% B 

Equation ( C . 5 )  can be evaluated as E21 

with 

2 -bT = a e  

( C .  4 )  

(c. 5) 

NO '1 
a =  4 p s  ' b = 4 g Z  
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The t r a n s f e r  f u n c t i o n  of the i n t e g r a t o r  i s  given by 

s i n  a f T  e - j r f T  
afT H i ( f )  = T 

or 

wT wT 

e 
s i n  - j  

wT Hi(w) = T 
2 

Then the  power spectrum of n2 i s  given by 

The i n v e r s e  of Hi(w)2  is 

which is  a t r i a n g l e  I227  

. %..; 
+.$$o elsewhere 

(C. 7)  

((2.10) 



179 

The a u t o c o r r e l a t i o n  Rn (71 is the inve r se  of Sn (w) r 
2 2  2 2  

which can  be ob ta ined  as the convolut ion of Rn (7) and 
1 1  

Now t h e  va r i ance  of n2 can 

2 
* 2  

S u b s t i t u t i n g  

(C. 11) 

be obta ined  as 

OD 

(C.12) 

Equat ions (C .6 )  and (C.10) i n t o  Equation (C.11), 

Q becomes 2 

T 2 
2 = I T(l - ae'ba da 

-T = 2  

and 6 = 2- 00347 , w e  ob ta in  *Cl 1 
l b = 4 8 2  

With a = 44T 

t h e  des ired r e s u l t  
2 
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(7 LT) - 
- - -  erf I($- 2u0347 ,I 2 

(C. 14) 
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APPENDIX D 

SIMPLIFICATION OF BANDLIMITED- COHERENT PSK 

COMMUNICATION MODEL 

The model of F igure  5.1 is shown i n  F igure  A.1. Suppose 

t h e  i n p u t  t o  t h e  d o t t e d  block is r ( t )  , and t h e  corres.ponding 

Four ie r  t ransform func t ion  i s  R ( f ) ,  then  t h e  response of t h e  

lowpass f i l t e r  k ( t )  due t o  r ( t )  can be expressed as 

B 

-B 
= I  

W 

Simplifying,  w e  o b t a i n  

j 2 s f t d f  a ( t )  = IB [R(f-fc) + R ( f  + f c ) l e  
-B . 

The ou tpu t  of t h e  i n t e g r a t o r  sampled a t  t = T due t o  r ( t )  

can now be  obta ined  as 

T 

S u b s t i t u t i n g  Equat ion ( D . 2 )  i n t o  Equation (D.31, w e  have 

B T  
[R(f - f c )  i- R(f + f c ) l e  j 2 r f t d t  df = I 1 7  

-B 0 
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s i n r f T  , j s f T  df = IB ' [ R ( f  - fc )  + R ( f  + f c ] ]  T r f T  
-B 

s i n a t f  + f c ) T  j a f c T  
j a f T  df = I  z R ( f )  n ( f  + f c ) T  e e 1 

-B-f 

+ IB+fc 1 T s i n r ( f  - f c ) T  

R ( f )  r ( f  - f c ) T  -B+f 

Since fcT = i n t ege r ,  we have 

-jrf  T 
s i n ( r ( f  - f c ) T ) e  = s i n r r f T  

j r f c T  
s i n ( s ( f  + f c ) T ) e  = s i n n f T  

I 

T h u s  t h e  expression of y ( T )  can be w r i t t e n  as 

Where 

H ' ( f )  = 

1 
7 

1 i z 

T s i n a f T  e - j r f T  
n ( f + f c ) T  

T s i n n f T  .-jnfT 
n ( f - f c ) T  

-B-fc&frB-fc 

-B+f crf SB+f 

T h u s  the dotted block can be replaced by a block whose 
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t r a n s f e r  func t ion  i s  H' ( f )  Since the t r a n s f e r  func t ion  of 

t h e  bandpass f i l t e r  HB(fl is equal  f-3 one f o r  -B-f <f5B-fc 

and B+fcsf&B+fc ,  and equal  t o  zero elsewhere, w e  can combine 

t h e s e  two blocks i n t o  a s i n g l e  one wi th  the  t r a n s f e r  func t ion  

C' 

K ( f )  , where H(f)  can be expressed as 

s i n n f T  e-jnfT -B+f <f$B+fc (D. 1 0 )  [ i n(f-fc)T C' 

1 H ( f )  = 

The system model now can be redu"ced as showr, i n  F igure  A.2. 
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APPENDIX E 

Q) ca 

EVALUATIONS OF 1 J(BT,n) AND - 1  C(BT,fcT,n) 
n=-= n=- 00 

K 
We can write 1 J(BT,nj as 

n=-K 

K' K 
1 J(BT,n) = J(BT,O) + 2 1 J(BT,n) 

n=-K n=l 

n+l J[ (n+l)BT,O]-nJhiBT,0)+--2.--J[ n-1 (n-l)BT,O]. (E.2) Since J(BT,n) = - 2 

we obtain 

K I .  

1 J(BT,n) = J(BT,O)+2{ J (2BT,O)-J (BT,O) 
n=-K 

4 2 +Z J(4BT,O)-3J(3BT,O) + 2 J(2BT,0) 

5 3 +z J(5BT,O)-4J(4BTtO) + 2 J(3BT,O) 

+%(XBT,O)-(K-l) J[ (K-l)BT,O]++J[ K- 2 (K-2)BT,O] 

K+ 1 K- 1 +*[ ( K + 1 )  BT, 01 -KJ (KBT,O9 +* [ (K-1) BT, OI} 
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(E. 4 )  

K 
Similarly, we can w r i t e  1 C(BT,fcT,n) as 

n=-K 

K K 
1 C(BT,fcT,n) =. C(BT,fcT,0)+2 1 C(BT,fcT,n) (E.5) 

n=-K n=l 

also 

C (n+ l )  BT, (n+l) fcT, 01 -nC (nBT ,nfcT, 0) n+l C(BT,fcT,n) = - 2 

(E .6)  
n- 1 
2 +- C[ (n-l)BT, (n-l)fcT,O] 

Thus 

K 
1 

n=-K 
C(BT,fcT,n) = 2{%[ (K+l)BT, (K+l)fcT,O]-: C(KBT,RfcT,O) 

(E. 7) 
1 + 2 C [  (K+l)BT, (Kfl)fcT,O] I 

L e t  K+-, we have 

m 

1 C(BT,fcT,n) = l i r n  C[ (K+l]BT, (K+l)fcT,O] 
n=-a K-f- 

= o  
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APPENDIX F 

EVALUATION OF C (BT, fcT, 0) 

2 
dx s i n  x 

(2nfcT) -X 

aBT , 

C(BT,fcT,O) = 2 2  

rBT 2 = -  I 
= o  

Changing v a r i a b l e s  

2 
1 dx sin x 2 s i n  x + 

4n f l [  cT 271 f c T - ~  2n f cT+x 

and simpl*fying, w e  have . .  - 

2af T+lrBT sin '2 
C(BT,f,T,O) = dy + IC dyl 2r2fcT 2afcT-nBT 2nfcT Y 

- 1 - 
'2rr2fcT 

2a f CT+nBT 

2rfcT-rBT 
I 

2 sin y 
Y 

2 s i n  
Y Since 2 i s  an odd f u n c t i o n ,  w e  have 

2 * dy 
Y C(BT,fcT,O) = 

2a f -T+nBT 

d Y  
l - C O S 2 X  

c; 

I Y 
1 - 

- 2  48 fcT (2nfcT-sBTI 

For B # 2fc , C(BT,fcT,O) can be eva lua ted  as 
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4 IT f cT+ 2nB 
dx 1 cosx 2rfcT+nt’T - - 1 

[In 2afcT-nBT { 4rfcT-2aBT I 471 fcT 
C(BT,fcT,O) = 

+ Ci ( I 4n fcT-2nBT I ) -Ci (471 f cT+2nET) ] B#2fc (F. 4) 

where 

a cosine integral. 

For B = 2fc , we have 

2 
dY (F-6) lnfcT l-cos y 

l I  2 Y C(BT,fcT,O) = 
4n fcT 0 

Changing variables, we obtain 

8nfcT l-cosx C(BT,fcT,O) = 4r fcT l I  0 X 

8afcT cosx-1 dx 
-l I X 

- 
- 2  4a fcT 0 
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8 r f c T  

0 
dx = Ci ( 8 r f c T )  -In ( 8 r f c T )  - 0 . 5 7 7 2  cosx-1 

X I 

T h u s  

C(BT, fcT ,O)  = 10.5772 + 1 n ( 8 n f c T )  - C i ( 8 a f c T ) ]  B = 2 f c  
4n2fcT 

(F. 8)  
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