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ABSTRACT

THE PURPOSE OF THIS NOTE IS TO DESCRIBE THE GENERAL
FEATURES OF THE 'SENET*® SYSTEM FOR SIMULATING NETWORKS UNDER
DEVELOPMENT AT THE UNIVERSITY OF MARYLAND. A SET OF FEATURES
WHICH ARE DESIRABLE FOR NETWORK SIMULATIONS IS PRESENTED IN
THIS NOTE AND IT IS EXPECTED THAT THE FEATURES WILL BE
ACHIEYED BY THE SYSTEM 'GENETY,

AMONG THESE FEATURES ARE:

(A) TwO LEVEL OF NETWORK MODELING: A NETWORK CAN BE
VIEWEU AS A SET OF PROCESSORS CONNECTED BY A SET
OF COMMUNICATION FACILITIES, EACH PROCESSOR
PERFORMS ITS OWN FUNCTIONS AND COMMUNICATE WITH
OTHER> THROUGH THE COMMUNICATION FACILITIES. IN
THIS CONTEXT, A NETWORK CAN BE MODELED AS A TWO
LEVEL TASK : A COMMUNICATION-SWITCHING ORIENTED
SUBMOUEL. AND A SET OF PROCESSOR ORIENDED :
SUBMOUVELS, A CONCEPTUAL FRAMEWORK IS PRESENTED
IN CHAPTER 2,
(B6) PROBLEM ORIENTED OPERATIONS: THE *GENET' SYSTEM
IS INTENDED AS A USER AND PROBLEM ORIENTED
SIMULATION TOOL FOR USE IN NETWORK MODELING. A
SET OF PRIMITIVE OPERATIONS SHOULD BE INCLUDED IN
THE 'SENET' SYSTEM., EACH OF THESE PRIMITIVE
OPERATION IS THOROQUGHLY DISCUSSED IN CHAPTER 2.
' IN CHAPTERS 3, 4, AND 5+ THERE ARE SEVERAL TYPICAL
NETWORK SYSTEMS ARE MODELED IN GENET FRAMEWORK TO ILLUSTRATE
VARIOYS OF THE FEATURES AND To SHOW ITs APPLICABILITY,
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1. INTRODUCTION

THIS NOTE IS THE FIRST OF A SERIES OF NOTES ENTITLED 'A
PROPCSED NETWORK RESEARCH TOOL*', THE AIM OF THIS RESEaARCH IS 70
DEVELOP ANALYTICAL AND SIMULATION TOOLS FOR THE MODELING, ANALYSIS
AND SIMULATION OF A WIDE RANGE OF NETWORKS. SEPECIAL gMPHSIS HAS
BEEN PLACED ON THE CAPABILITY OF MODELING AND ANALYSIS OF A
COMPLEX NETWORK CF COMPUTERS.

IN GENERAL, THE STUDY OF A NETWORK SYSTEM CAN BE DIVIDED
INTO FOUR STAGES; THEY ARE:

(1) PHYSICAL SYSTEM INVESTIGATION AND MODEL CONSTRUCTION,

(2) MODEL ANALYSIS,

(3) MODEL SIMULATION, AND

(4) RESULT DOCUMENTATION,

THE PHYSICAL (OR CONCEPTUAL) NETWORK SYSTEM UNDEg QUESTION
IS FIRST THOROUGHLY INVESTIGATED AND REPRESENTED By A FUNCTIONAL
MODEL., THEN, EITHER A PROPER MATHEMATICAL ALGORITHM I SELECTED
7O SOLVE OR ANALYZE SOME OF THE MATHEMATICAL PROPERTIEc OF THE
NETWORK, OR A SUITABLE SIMULATOR IS SELECTED TO SIMULATE AND
OBSERVE THE DYNAMIC BEHAyIOR OR STATES OF THE NETWORK. THE
RESULTS OBTAINED FROM THE ABOVE ANALYZER OR SIMULATOR aRE THEN
CAREFULLY STUDIED AND DOCUMENTED. EACH OF THESE FOUR <TAGES
INTERACTS WITH ONE ANOTHER, YET, EACK HAS ITS OWN DISTyNCT

FROPERTIES,
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THE GENERAL NETWORK SIMULATION AND ANALYSIS SYSTEM
"GENET', UNDER DEVELOPMENT IS BEING CESIGNED TO SERVE alLL OF THE
ABOVE FOUR STAGES., AS SHOWN IN FIGURE 1, THE 'GENET' cYSTEM IS To
BE STRUCTURED INTO FOUR INTERACTIVE SURSYSTEMS, THEY aRE:

(1) MODEL CONSTRUCTION AND/OR MODIFICATION SUBSYSTEM:

THIS SUBSYSTEM IS EXPECTED TC CONSIST OF AN AgSEMB| ERe AN
EDITOR, AND A COMPONENT LIBRARY, A MODEL MAY BE BUILT By MEANS OF
ASSEMBLING THE PIECES OF COMPONENTS TOGETHER. EACH OF THESE
COMPONENTS MAY BE OBTAINED FROM THE COMPONENT LIBRARY oR MAY BE A
USER CREATED COMPONENT, THE USER MAY CREATE A NEw COMpONENT BY
MEANS OF EDITING AND/OR MODIFYING AN ExISTING COMPONENY OR HE NMAY

BUILD THE COMPONENT FROM SCRATCH,
(2) MODEL ANALYSIS SUBSYSTEM:

THIS SUBSYSTEM IS EXPECTED 70 CONSIST OF A SET OF nNETWORK
ANALYSIS PROGRAMS AND A MODEL ABSTRACTQR, THE MOpDEL ARSTRACTOR IS
USED INTERACTIVELY TO EXTRACT THE NECESSARY INFORMATION FROM A

NETWORK MODEL FOR A PARTICULAR ANALYSIS PROGRAM,
(3) MODEL SIMULATION SUBSYSTEM:

THIS IS THE CENTRAL PART OF THE 'GENET' SYSTEN, Iy IS
EXPECTED TO CONTAIN AN ON-LINE, INTERACTIVE SIMULATOR ,HICH
SIMULATES THE DYNAMIC BEHAVIOR OF THE NETWORK MODEL ANp PRODUCES

THE RESULTS ON-LINE AND/QR TO USER SPECIFIED FILES FOR FURTHER
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ANALYSIS,
(4) RESULT ANALYSIS AND DOCUMENTATION SUBSYSTEM:

THIS SUBSYSTEM IS EXPECTED TO CONSIST OF A SET OF cTATISTICAL
PROGRAMS AND A SET OF DATA DISPLAY ROUTINES, THE STATiSTICAL
PROGRAMS ARE REGUIRED FOR CALCULATION, TABULATION, RECARDING AND
REDUCTION OF STATISTICAL DATA, THE DISPLAY ROUTINES MaY BE
ROUTINES FOR PRODUCING GRAPHS, HISTOGRAMS, FREQUENCY TABLES AND
GENERAL REPORTS,

THE OPERATION OF ANY OF THESE FOUR SUBSYSTEMS MAY pE SUSPENDED
AUTOMATICALLY OR MANUALLY AND RESUMNEC AT A LATER TIME, IN THE

STUDY OF NETWORK SYSTEMS, WE ARE PARTICULARLY
INTERESTED IN THE OPERATIONS CARRIED OUT BY A NETWORK. THESE
COMPLEX OPERATIONS CAN BEST BE CONSIDERED AS CONSISTINg OF Two
POINTS OF VIEW: A GLOBAL AND A LOCAL PQINT OF VIEw., In THE GLOBAL
POINY OF VIEwWs, A NETWORK, CONSISTS OF A SET OF NODES WpICH ARE IN
TURN CONNECTED By A SET oF LINKS, THE OPERATIONS CARRTED OUT BY
THiS NETWORK CAN BE OBSERVED FROM THE FLOWS WHICH PASS THROUGH THE
NETWORK, A TYPICAL OPERATION IS AS FOLLOWS: CREATE A yESSAGE AT
ONE OF THE TERMINAL NODES, PROCESS THE MESSAGE, SEND TnE MESSAGE
FROM NODE TO NODE, AND TERMINATE THE MESSAGE, ON THE cTHER KAND,
IN THE LOCAL POINT OF VIEW,» A NETWORK CAN BE CONSIDER aS A SET OF
COMPONENTS, ALL COMPONENTS CAN ONLY RECOGNIZE THEIR O,N PROCESS
FUNCTIONS AND SOME LIMITED INFORMATION ABQUT THEIR NEIHBOURING

COMPONENTS, THIS INFORMATION INYOLVES: ALLOCATING DEVICES AND
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STCRING, SECHEDULING FOR PROCESSING, AND PASSING THE FyOw TO ONE
OF ITS NEIGHBOURING COMPONENTS., ONE MAY CONSIDER THE gLOBAL
MODELING OF A NETWORK AS A TELESCOPE WHICH REVEALS THE OVERALL
PERFORNANCE OF THE ENTIRE NETWORK, WHILE THE 'LOCAL MOpELING' CAN
BE REGARDED AS A MICROSCQPE WHICK GIVES DETAILED RESULtS OF
INDIVIDUAL COMPONENTS,
THIS NOTE ATTEMPTS TO PRESENT A CONCEPTURAL FRAMEWORK 1IN

TERMS OF THIS TWO-LEVEL MODELING, 1IN THIS FRAMEWORK,» THE GLOBAL
VIEW OF A NETWORK IS A FLOW (OR SWITCHING) ORIENTED NEyWORK, AND
THE LOCAL VIEW OF A NETWORK IS A PROCESSOR ORIENTED NETWORK, IN
CHAPTER 2, THIS CONCEPTUAL FRANEWORK IS PRESENTED IN pETAIL, AND
SOME BASIC TECHNIQUES FOR DESIGNING AND ANALYZING A NETWORK SYSTEM
ARE DISCUSSED BRIEFLY FOLLOWING THIS DISSCUSSION, THREE NETWORK
EXAMPLES = A COMMUMICATION NETWORKy A TIME-SHARING NETWORK, AND A
COMPUTER NETWORK-ARE USED TO ILLUSTRATE THE CONCEPTUAL FRAMEWORK
OF NETWORK STUDY, THERE ARE A NUMBER oF SPECIFIC FEAT\RES

REGUIRED TO
ACCOMPLISH A GENENAL NETWORK SIVULATION, THESE FEATURES INCLUDE:

(A) COMMUNICATION ORIENTED OPERATIONS:

1, LINE CONNECTING AND DISCONNECTING,

2., MESSAGE SENDING AND RECEIVING.

3, MESSAGE PACKING AND UNPACKING,

4, LINE/MESSAGE CONCENTRATING AND MULTIPLEXING»

5., POLLING, ADDRESSING, ANLC CONTENTION TRANSMISSIQNS» AND

6, POSITIVE AND NEGATIVE ACKNOWLEDGMENTS,
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(B) PROCESSOR ORIENTED OPERATIONS:
1, FACILITY ALLOCATINGs» AND RELEASING,
2, INFORMATION STORING AND RETRIEVING,
3, FILE LOCATING AND MOVING,
4, AND FACILITY SELECTING AND SCHEDULING, AND
5. INTERRUPT RECIEVING AND HANDLING,
A REVIEwW HAS BEEN MADE OF SEVERAL WELL-KNOWN SIMy; ATION

- SYSTEMS, WHICH INCLUDE (3) GENERAL PURPOSE SIMULATION cYSTEMS

-=GPSSCL 3¢ SIMSCRIPTL 3, SIMULAL '3» OPS-4r 1y JASpL 1; AND OF

SEVERAL COMMUNICATIO SYSTEM (2)COMNUNICATION NETWORK StMyLATION

SYSTEMS =~ UNS[ J» COMSLEL 37 (3) COMPUTER SYSTEM §IMULATION

SYSTEMS ~-=CSSL 3, AND Ecsét 2,

BASED ON THE REVIEW WE HAVE CONCLUDED THAT:

(1) GENERAL PURPOSE SIMULATION SYSTEM LANGUAGES (E.G. GPSS) ARF
NOT FEASIBLE FOR NETWORK SINULATIONS, IN THE USE oF GENERAL
PRUPQSE SYSTEMS, A LARGE AMOUNT COF PROGRAMMING EFFART wOULD
HAVE TO BE PROVIDED BY THE INDIVIDUAL USER. 1IN ADNITION,
BECAUSE OF THE LACK OF A CONCEFTUAL FRAMEWORK ORIENTED TOWARDs
NETWORKS, IT MAY CAUSE PROGRAMNING AND EXPERIMENTAyION
DIFFICULTIES,

(2) BOTH THE COMMUNICATIQN ORIENTED AND PROCESSOR ORIENTED
SIVULATORS HAVE INSUFFICIENT OPERATIQONS, WHICH ARE REGUIRED
FOR A GENERAL NETWORK SIMULATICN (SUCH AS THOSE OPERATIONS
WHICH WE HAVE LISTED IN THE ABCVE pPARAGRAPH), IN gENERAL,

MOST OF THESE SIMULATORS HAVE THEIR OwN SPECIAL PURPOSE AND
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LOSE GENERALITY, IN OTHER wORDS, IF THE SIMULATOR DOES NoOT
CONTAIN A REQUIRED OPERATION THEN THE USER CAN DO (ITTLE TO
CVERCOME THIS DIFFICyULT,

(3) A SPECTIAL SIMULATION SYSTEM WHICK HAS THE ABILITY +0 MQDEL
BOTH NETWORK PROCESSQRS AND NETWORRK FLOWS IS REQUIRED, THAT
1S, A SYSTEM WHICH HAS THE OPERATIQNS AS LISTED ABpVE IS
REQUIRED TO PROVIDE ySERS WITH THE CApABILITY TO SyYMULATE A
WIDE RANGE OF NETWORKS,

A SPECIAL SIMULATION SYSTEM WHICH HAS THE aBILItY TO MOREL

BOTH NETwWORK PROCESSORS AND NETWORK FLOWS IS REQUIRED 10 PROVIDE

USERS WITH THE CAPABILITY TO ANALYZE SUCH SYSTEMS BEFORE LARGE

EXPENDITURES ARE MADE IN THEIR IMPLENENTATION AND STUDy.
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2. ANATOMY OF A NETWORK

IN QUR STUDY OF NETWORKS, WE ARE PARTICULARLY INTERgSTED IN THE
OPERATIONS CARRIED OUT By THE NETWORK, FI1G, 2 ILLUSLRATES A
CONCEPTUAL MODEL OF A GENERAL NETWORK, IN THIS MQDEL, A NETWORK
1S VIEWED AS A SET OF SPACE-SHARED DEVICES (E.G,, MEMORIES,
SECONDARY STORES, OR FILES IN THE CONPUTER NETWORKS) AND A SET OF
TIME-SHARED DEVICES (E.G, COMPUTER SYSTEMS IN A CoVPUTER NETWORK)
WHICH ARE INTERCONNECTED BY A SPECICAL COMMUNICATION FACILITY
CALLED AN EXCHANGE LOOP OR SWITCHING MACHNISM (E,.G, CqMMON
CARRIER FACILITIES IN COMPUTER NETWORKS), EVERY DEVICE HAS ITS
QWN PERFORMANCE FUNCTION AND IS INDEPENDENT OF THE OTHERS» BUT CAN
COMMUNICATE WITH THE OTHERS BY MEANS OF THE EXCHANGE LoOP.

IN THIS NETWORK, A VESSAGE IS CREATED AND PROCEScED THROUGH
ONE OF THE TIME-SHARED DEVICES., AFTER BEENG PROCESSEN IT 1S
SWITCHED BY THE EXCHANGE LOOP T¢ ANOTHER DEVICE (QR THF SAME
DEVICE) WHICH MAY BE A TIVME-SHARED CEVICE OR A SPACE-SuARED
DEVICE, THIS MESSAGE wILL CONTINUE TO STAY IN THE LOOp OF
*PROCESS AT ONE DEVICE AND THEN SWITCH TO OTHER DEVICE. UNTIL IT
REACHS ITS DESTINATION DEVICE, WHERE THE MESSAGE wILL RE PROCESSED
AND MOVED OUT OF THE NETWORK. IN THIS CONTEXT, A NET,ORK CAN BE
MODELED AS A TwO-LEVEL TASK AS SHOWN IN FIG. 2+ THE GLABAL
(SWITCHING ORIENTED) VIEy AND THE LOCAL (PROCESSOR ORIFNTED) VIEW,

SOME TYPICAL MODELS ARE PRESENTED IN FIG, 3,
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A SIMPLE SWITCHING NETWORK HAS A TOPOLOGICAL STRUCTURE AS
SHOWN IN FIG, 3(A)» AND CAN BE VIEWED AS A TwWO LEVEL PROCESSING
TASKS ( SEE FIG. 3 (A)):

1., COMMUNICATION = SWITCHING CENTER
2. PROCESSOR = TERMINAL

A MORE COMPLECATE NETWORK AS SHOWN IN FIG. 3 (B), CaN BE
VIEWED AS A NESTING OF Tw0O NETWORKS, EACH (NETWORK) HAc TWO LEVELS
OF PROCESSING TASKS AS DESCRIBED IN THE ABOVE EXAMPLE, NAMELY
COMMUNICATION AND PROCESSING. THAT IS (SEE FIG, 3 (B),,

1.1, INTERCENTER COMMUNICATIONS

1.2, HIGH LEVEL PROCESSSOR = SWITCHING CENTER
2.1. COMMUNICATIONS - SWITCHING CENTER

2,2, PROCESSOR - TERMINAL

IN SOME COMPUTERIZED NETWORK SYSTEMS, A SPECIAL CqMPUTER IS
DESIGNATED TO SERVE ALL INTERCENTER COMMUNICATIONS, AN EXAMPLE OF
THIS KIND OF NETWORKS IS SHOWN IN FIG, 3 (C)s AND ITS pROCESSING
IS SHOWN IN FIG, 3 (C'),

NETWORK PROBLEMS CAN ALSO BE CLASSFIED INTO TwO CAYEGORIES:
SWITCHING (OR FLOW) ORIENTED PROBLEMS AND PROCESSQR (0g DEVICE)
ORIENTED PROBLEMS,

SWITCHING ORIENTED PROBLEMS INVOLVE ¢
. THE STRUCTURE oF THE NETWORK,
« THE COMMUMICATION STRATEGY, AND
o THE SWITCHING AND EXCHANGE MECHANISM,

PROCESSOR ORIENTED PROBLEMS INVOLVE
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. THE PROCESSING TIME AND RESPONSE TINME,

« THE PROCESSOR THROUGHPUT, RELIABILITY AND UTyLIZATION,
AND

« THE RESOURCE ALLOCATION STRATEGY,

FROM THE GLOBAL OR SyITCHING POINT OF VIEW, THE FIRST
CONSIDERATION IS THE *'NETWORK CONFIGURATION', ’FOR A GyVEN SET OF
NODES,» THERE ARE MANY POSSIBLE CONFIGURATIONS. AS NOTeD By FRANK(
lr THE DIRECT ENUMERATION OF ALL POSSIBLE CONFIGURATIONS FOR A
TWENTY-NODE NETWORK IS BEYOND THE CAPARILITIES OF THE pOsT
POWERFUL PRESENT~DAY COMPUTER
BECAUSE OF THE ENORMOUS NUMBER OF COMBINATIONS OF LINgS THAT CAN
BE USED TO CONNECT A RELATIVELY SMALL MUNBER OF NODES, FRANKL )
ESTIMATES THAT FOR AS FEw AS A FIVE NODES NETWORK, THERE MAY RE Ag
NMANY AS 1,500 DIFFERENT CONFIGURATIONS OF THE NETWORKS, THIS
LEAVES THE PROBLEM OF CETERMINING WHICH IS THE MOST ECANOMICAL
NETWORK SUBJECT TO A SET oF CONSTRAINS, IT IS 'NOT POScIBLE TO
EXAMINE EVEN A SMALL FRACTION OF THE PQSSIBLE NETWORK
CONFIGURATIONS THAT MIGHT LEAD To ECONOMICAL DESIGNS, FoQR THIS
REASUN, SOME APPROXIMATION STRATEGIES AND HEURISTIC ME;H0oDS HAVE
RECENTLY BEEN DEVELOPED FOR SOLVING THE ABOVE PROBLEM. A
CONSIDERABLE AMOUNT OF WORK IN THIS AREA IS STILL UNDER
DEVELOPVENT BY A GROUP OF RESEARCHERS, SUPPORTED BY THp ADVANCED
RESEARCH PROJECT AGENCEY OF THE CEPARTMENT OF DEFENSE (KNOWN AS
THE ARPA NETWORK RESEARCH), FURTHERMORE, EVEN IF A CONFIGURATION

OF A NETWORK IS FIXED, THE 'NETWORK FLOWS+ BETWEEN NODgS ARE STILL
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NOT CONSTANT OR PRECISELY PREDICATABLE, THIS INVOLVES THE PRORLEM
OF 'FLOW TRANSMISSION', FLOWS (OR MESSAGES) WILL REACH A NETWORK
AT RANDOM» THE (MESSAGE) LOAD ON A NETWORK WILL yARY SgCoND By
SECOND, DIFFERENT FLOWS HAVE DIFFERENT SOURCES AND SINKS» AND THE
TRANSMISSION NOT ONLY DEPENDS ON ITS SOURCE AND SINK BT ALSO
DEPENDS ON THE TRAFFIC PATTERNS AT THAT PARTICULAR MOMgNT. THERE
ARE MANY TECHNIQUES THAT HAVE BEEN DEVELOPED TO ACHIEVE THE
EFFICIENCY OF FLOW TRAMSSISSION, THIS IS ONE OF THE NMoST ACTIVE
AREAS OF TELECOMMUNICATION NETWORK RESEARCH.

WHENEVER ECONOMIC CONSIDERATIQONS ARE INVOLVED IN NETWORK
DESIGN AND EVALUATIQON, A MAJOR OBJECTIVE IS THAT oF REpUCING THE
COST OF TRANSMISSION AND INSTALLATION, THE STRATEGIES USED IN
"THIS AREA ARE : MULTIPLEXING» CONCENTRATING, AND FACTILyTY SHARING,
A COMBINATION OF THESE TECHNIQUES IS USUALLY CALLED *ExCHANGE AND
SWITCHING' MECHNISMS. IN AN EXCHANGE AND SWITCHING NETWORK, ,THE
SPECIAL NODES, NAMED SWITCHING CENTERS, ARE ADDED INTQ A NETWORK
SYSTEN, THE ORIGINAL NODES BECOME THE SUBSCRIBERS OF tHESE
SWITCHING CENTERS., THERE ARE NO DIRECT CONNECTIONS BETWEEN
SUBSCRIBERS, BUT ANY SUBSCRIBER CAN REQUEST THE SyITCHy{NG CENTER
TO CONNECT ANY OTHER SUBSCRIBER AS DESIRED., THE SWITCHING
CENTERS wILL ESTABLISH A CONNECTION AND MAINTAIN THIS cONNECTION
FOR THE DURATION OF THE TRANSMISSION AS THE SUBSCRIBER REQUESTED,
THE TRANSMISSION FACILITy IS SHARED By ALL SUBSCRIBERS, THIS
TECHNIGUE HAS BEEN USED wIDELY IN THE FIELD OF ELECTRONIC DATA

COMMUNICATION SUCH AS TELEPHONE, TELEGRAMS: AND TELETYpE
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COMMUNICATIONS, TO ACHIEVE A WIDE-RANGE OF SWITCHING pUNCTIONS,
THIS THEN INVOLVES COMBINATORIAL PROBLEMS, SUCH Ag OPTTMAL ROUTE »
EFFECIENT DIALING PROCEDURESs ETC,

NOW WE TURN QUR ATTENTION TO EACK INRIVIDUAL pROCE<SOR WHICH
MAY BE A SPACE SHARED DEVICE OR A TIME SHARED DEVJICE,

TC ACHIEVE 'GOOD PERFORMANCE' FCR EACH PROCESSOR 1S THE
OBJECTIVE OF NETWORK DESIGNERS OR ANALYSTS, THE TERM +GOOD
PERFORMANCE' CAN BE INTERPRETED IN SEVERAL DIFFERENT WaYS
DEPENDING ON THE INTERESTS OF TRE USER OF THE SIMULATIN PACKAGE,
FOR THE USER OF THE NETWQORK SYSTEM» 'Gdoo PERFORMANCE ' MAY MEAN
FAST PROCESSING TIME AND FAST RESPONSE TIME, FOR A NETWQORK
ENGINEER, MEAN-TIME BE-~TWEEN=-FAILURE, THRQUGHPUT, AND pROCESSOR
RELIABILITY ARE ESSENTIAL INGRE[DIENTS oF THE PERFQRMANFE, ON THE
OTHER HANDs» THE NETWORK DESIGNER AND ANALYST SEES PERFaRMANCE IN
TERMS OF DEGREE OF UTILIZATION OF VARIQUS COMPONENTS, aND
SIMULTANEONSLY MyST BE CONCERNED wITH PERFORMANCE FOR tHE USER'S
AND ENGINEER'S PQINTS OF VIEW,

OVER A GIVEN PERICD OF OPERATION, SAY 10 SECONDS, THERE ARE
PRECISELY 10,000,000 MICROSECONDS CF PROCESSING TIME AyAILABLE,
DURING THIS PERIOD OF OPERATION, THESE 10,000,000 MICRASECONDS
wILL BE DISTRIBUTED AMONG THE ACTUAL MESSAGE PROCESSINg TIME, THE
SYSTEM OVERHEAD AND THE gYSTEM IDLE TIVE, THESE THREE EVENTS
CANNOT OCCUR AT THE SAME TIME, THEREFORE, WHEN No MESGAGES ARE
BEING EXECUTED,» AND THE SYSTEM IS NOT IDLINGs THEN THE SYSTENM

OVERHEAD MUST TADE PLACE, 1IN GENERAL, AN INCREASE IN THE ACTUAL
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PROCESSING TIME CORRESPONDS TO A DECREASE IN IDLE TIME ByT ALSq
CORRESPONDS TO AN INCREASE IN OVERHEAD TIME AS WELL. yHIS IMPLIES
THEN THAT THE BASIC GOAL FOR REDUCING PROCESSING CQST 1S To SEEK A
wAY TO MINIMIZE THE OVERHEAD TIME WHILE TRYING To VAXIyIZE THE
ACTUAL PROCESSING TIME, THE RESULT OF THIS MIGHT CAUSF AN
INCREASE IN THE NUMBER OF CONCURRENT USERS OF THE PROCESSOR'S
FACILITIES AND THEREBY CAUSE AN INCREAGE [N THE RESPONcE TIME (OR
TURN-AROUND TIME) OF INDIVIDUAL MESSAGES,

THE RESPONSE TIME (OR TURN AROUND TIME) IS THE TIyE A
PROCESSOR TAKES TO RESPOND TO A GIVEN INCOMING MEGSAGE_ As
MANTIONED ABOVE, A PROCESSOR MAY PROVIDE ITS CURRENT UcERS WITH A
SATISFACTORY RESPONSE TIME BUT AT A BURDENSOME OVERHEAp €OsT, IN
SOME NETWORK SYSTEMS WHERE RAPID-RESPONSE IS REQUIRED, SyuCH As IN
A SO CALLED REAL-TIME NETWORK SYSTEM, THE TRADE-OFF BEYWEEN
PROCESSING COST AND THE RESPONSE TIME BECOMES A MAJOR tASK FOR
DESIGN AND EVALUATION, ANOTHER IMPORTANT CONSIDERATION IN THE
SYSTEM PERFORMANCE IS THE 'RELIABILITY*, THE SERIOUSNeSS OF A
PROCESSOR BREAK=DOWN IS QFTEN RELATED 7O THE RESPONSE-yIME
REQUIRED, FOR EXAMPLE Tw0 HOURS INTERRUPTION MAY NOT pE TgO
SERIOQUS IF THE PROCESSOR HAS ONE HCUR OF RESPONSE TIME, BUT IT
wItL BE DISRUPTED IF THE PROCESSOR REQUIRES SECONDS OF RESPONSE
TIME, DIFFERENT PROCESSORS OFTEN HAVE DIFFERENT RELAB{LITY
REQUIREMENTS, AND THEN HAVE DIFFERENT yAys TO OVERCOME FAILURES,
PROVIDING AS FAIL=-SAFE Ag POSSIBLE A SYSTEM WILL GENERALLY DEGRADE

THE SERVICE OF THE PROCESSOR. 1IN OTHER WORDS, IT MAY pRECREASE THE
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*THROUGHPUT tANOTHER PERFORMANCE CRITERION)' OF A pROCEcSOR,

THE TOTAL NUMBER OF ACTUAL PROCESSING TIME AVAILARLE IN A
PERIOD OF OPERATION IS REFERRED TQ AS THE *'THROUGHPUT' FQR THAT
PERIOD, IN GENERAL, THE MAXIMIZATION OF DEVICE THRUGHTPUT, AND
MAXIMIZATION OF THE SIMULTANEITY OF DEVICE USE MAy BE sN IVPORTANT
CONSIDERATION FOR A NETWORK DESIGN AND EYALUATION, THe DIFFICULTY
IN DOING SO IS TO ASSIGN EACH REQUIREMENT WITH A pROPEp WEIGHT,
AND 70 SEEK FOR A PROPER BALANCE BETWEEN THESE INTERACTIVE
REQUIREMENTS,

A SECOND WAY OF VIEWING PROCESSOR PERFORMANCE 1S 10 CONSIDER
THE RESOURCE ALLOCATION STRATEGIES USER IN THE PROCESSaR.

A PRIMARY TASK OF ANY SYSTEM IS To TRANSFORM THE cAPABILITIES
OF THE HARDWARE COMPONENTS INTO RESOURCES THAT CAN BE (.SED TO
PERFORNM DESIRED FUNCTIONS FOR USERS OF THE SYSTEM, IN A MULTIUSER
ENVIROVENT, SUCH AS A NETWORK SYSTEM, PROCESSES (E.G., JOBS)
COMPETE FOR THE USE OF RESOURCESING, THE MANAGEMENT O THESE
RESOURCES MUST THEN INCLUDE A SYSTEMATIC MACHANISM FOR ALLOCATING
AND RELEASING RESOURCES, MOREOVER:» THE ALLOCATION OF pESOURCES
MAY TAKE ACCOUNT OF THE RELATIVE IMPORTANCE OF JORSe THAT IS» THE
HIGHER PRIORITY (MOST IMPORTANT) UGB SHOULD HAVE CONTRgL OF A
RESOURCE BEFORE A LESS IMPORTANT JOB, THE PRIORITY MAy CHANGE
DURING THE COURSE OF OPERATIONS, A WELL-XNOWN PROBLEM IN THE
DESIGN OF A MULTIUSER SYSTEM 1S THE SELECTION OF A RESAURCE
ALLOCATION STRATEGY THAT wWILL PREYENT DEADLOCK. DEADLQGCK IS THE

SITUATION IN WHICH RESOURCES HAVE BEEN ALLOCATED 710 VAplIoUS JOPS
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IN SUCH A WAY THAT NONE OF THE JOBS CAN CONTINUE PROCEcS, FOR
EXAMPLE, EACH OF TWO JOBS 'A' AND 'Bt NEEDS THE RESOURCES X' AND
'Yt AT THE SAME TIME,» I.,E, WHEN EITHER 'X' OR 'Ys HAS BEEN
ALLOCATED TO IT. 'A' wILL CERTAINLY NOT RELEASE THE A LOCATED
RESOURCE BEFOR THE OTHER ONE HAS ALSO BEEN ALOCATED TO IT
(LIKEWISE 'B' ), SUPPQOSE THE STRATECY IS SUCH THAT AL OCATION
wILL FOLLOW ON REQUEST IF THE RESOURCE IS FREE, THEN tHE
SITUATION MAY ARISE THAT 'A' HAS SEIQGED RESOURCE X' AnD 'BY
RESOURCE 'Y', FROM THEN ON, 'At* AND 'B' wILL WAIT FOR EACH OTHER
INDEFINITELY, SINCE '"A' CERTAINLY DOES NOT RELEASE 'x' UNTIL IT
HAS SEIZED 'Yy', I,E., NOT UNTIL By HAS RELEASED vy, weILE B
WILL NOT RELEASE 'Y' UNTIL IT HAS SEIZED X', THE DEApLOCK
PREVENTION PROBLEMS ARE ONLY A PART OF A RESOURCE ALLOcATICON
STRATEGY, THE ALLOCATION METHOC SHOULD ALSO DISTRIBUTE RESOURCES
EQUITABLYs IN SOME SENSE, AMONG THE USERS AND SHOULD NaT INTRODUCE
ANY GROSS INEFFICIENCIES, 1IN OTHER WORDS, IT SHOyuLD MINIMIZE THE
CHANGE OF JOBS ON PRCCESSING AND REDUCE THE SYSTEM OVERHEAD, A
MORE DETAILED DISCUSSION FOR SOLVING THESE PROBLEVS WI, L BE

PRESENTED IN SECTION 2,2,

2.1, SWITCHING ORIENTEC TECHNJTQUES:

SWITCHING ORIENTED TECHNIQUES MAY BE GROUPED INTO THgEE CLASSES:
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(1) THE TECHNIQUES ASSOCIATED WITH THE TOPOLOGICA; STRUCTURE
OF THE NETWORK,
(2) THE TECHNIQUES ASSOCIATED WITH THE TRANSMISSIAN STRATEGY,
AND
(3) THE TECHNIQUES OF SWITCHING AND EXCHANGING.

2.1.1, NETWORK STRUTURES?

THERE ARE TwO BASIC STRUCTURES, NAMELY THE CENTRA) I2ED
STRUCTURE AND THE DISTRIBUTED STRUCTURE (FIG, 4-A AND 4-B), Ry A
CENTRALIZED STRUCTURE, WE MEAN THAT AL|. PROCESSING AND ROUTING
ACTIVITIES ARE CARRIED OuT AT A DISTINCT CENTRAL 'NODE (OR MASTER
NODE)., THIS TYPE OF NETWORK INVOLVES COMMUNICATION TRAFFIC ONLY
BETWEEN THE CENTRAL SITE AND THE REMOTE TERMINALS, AN IMMEDIATE
CONSEQUENCE IS THAT THE ENTIRE PERFORMANCE FUNCTIQON OF THE NETWORK
IS MAINTAINED AT THE CENTRAL SITE, IN MQST APPLICATIONS, THE
CENTRALIZED STRUCTURE DOES OFFER CONSIDERABLE ADVANTAGE IN
REDUCING THE MAINTAINENCE COST. A DISTRIBUTED STRUCTURE AS SHOWN
IN FI6, 4-B, IS ONE IN WHICH THE NETWORK PROCESSING ACYIVITY IS
CARRIED OUT BY EACH NQODE, AN ESSENTIAL DIFFERENCE BETWEEN THE
ABOVE TWO NETWORK STRUCTURES IS THAT THERE 1S NO WASTER-SLAVE TYPE
OF OPERATION IN THE DISTRIBUTED STRUCTURE, ONE CAN HAyE A MIXED
SYSTEM CONTAINING BOTH STRUCTRUES, IN‘THE DISTRIéuTED STRUCTURE»
EACH NGDE HAS EQUAL OPFORTUNITY TO PERFORM ITS OwN FUNeTIONS, IN

MOST NETWORKS, THE NETWORK STRUCTURE CAN BE SUBDIVIDED INYO Two



Fig. 4. (c) A Generalize Network Structure
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LEVELS AS SHOWN IN FIG. 4-C, THE LOW=LEVEL SUBNETS EMpLQY THE
CENTRALIZED STRUCTURE, AND CONSIST OF A CENTRAL (OR MAcTER) NODE
WHICH CONNECTS A SET OF TERMINAL NODES THROUGH TRANSMIGSION LINKS,
THE CENTRAL NODE CONTROLS THE LOW-LEVEL SUBNET AND INTERFACES wITH
THE HIGHER-LEVEL NETWORK, THE HIGHER~-LEVEL NETWGRK US;ALLY FORMS
A DISTRIBUTED STRUCTURE AS SHOWN IN FIG, 4=C. A SUMMARY OF THE
ADVANTAGES AND DISADVANTAGES OF A DISTRIBUTED VS, A CENTRALIZED
CONFIGURATION IS SHOWN IN THE TABLE 1, BESIDES THE CONSIDERATION
OF THE GENERAL STRUCTURE OF A NETWORK, THE LINK CONNECTIONS OF ALL
NODES MAY ALSO BE A DIFFICULT PROBLENM, CQONSIDER A SYStYEM THAT
CONSISTS OF SEVEN NODES AS ILLUSTRATED IN FIG, S5-A, OnE NETWORK
CONFIGURATION IS TO PROVIDE COMMUNICATION LINKS BETWEEn ALL NODES
SO AS TO HAVE DIRECT LINK BETWEEN EVERY PAIR OF NODES aS IN FIG,
§-B, IN SOME APPLICATIONS» THE COMMUNICATION LINE COSy IS OF
GREAT SIGNIFICANCE IN DESIGNING OR MAINTAINING THE NET,ORK,
THEREFOREs REDUCING LINE COSTS BECOCMES OF MAJOR INPORTANCE, A
CENTRALIZED STRUCTURE IS ONE SOLUTION TO ACHIEVE THIS OAL, SINCE
FAR FEWER CONMUNICATION LINES ARE REGUIRED TO CONNECT aLL NODES
(SEE FIG, 5~C)., HERE WE ASSUME THAT NODE 'C' IS CHOSEn AS THE
CENTRAL NODE. A FURTHER REDUCTION IN LINE COSTS vAY Br ACHIEVED
BY USING A SPECIAL TECHNIQUE CALLED *MULTIPORT CONNECT{ON' OR
"MULTIDROP LINE', IN WHICH ONE LINE CONNECTS SEVERAL NnDES (FIG,
5-D). IN GENERAL, THERE ARE TWO TYPES OF NULTIPORT CONNECTIONS,
ONE IS TERMED *LINEAR MULTIDROP LINE' ANp THE OTHER IS CALLED

'LOOP (OR RING) MULTIDROP LINE', THIS MyLTIDRCP-LINE
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CONFIGURATION REQUIRES THE CENTRAL NODE TO HAVE THE AB{LITY TO
ADDRESS EACH INDIVIDUAL NODE ON THE LINE, AND ALSo REQ(IRES EACH
NODE 70 BE ABLE TO RECOGNIZE AND TO PROCESS ONLY THOSE MESSAGES
ADDRESSED TO IT. THE DIFFERENT TRANSMISSION STRATEGIEc ARE
DISCUSSED IN THE NEXT SECTION,

2.1.2, TRANSMISSION STRATEGIES

WE DESCRIBE SEVERAL TRANSMISSION STRATEGIES THAT E EXPECT To
INCORPERATE INTO THE SYSTEM:

1, MULTIPLEXING

2. BUFFERING

3, CONCENTRATING

4, STORE~AND=FORWARDING

2.1,2.1, MULTIPLEXING:

THE MAIN PURPOSE OF USING THE MULTIPLEXING TECHNIQGUE IS T0O
REDUCE TRANSMISSION C0STs, THE CLASSICAL DEFINITION Of
MULTIPLEXING IS SHARING THE TRANSMISSION MEDIA By THE aLLOCATION
OF CAPACITY TO SEPERATE CHANNELS THROUGH TIME OR FREQENCY
DIVISION, THE LARGEST NyUMBER OF PRACTICAL MULTIPLEXINg IS THE
TIME-DIVISION TYPE OF NMULTIPLEXING. THIS TYPE OF MULT{PLEXING IS
CHARACTERIZED BY THE ADDRESSING METHODS FQR TRANSMISSIGN, THE
MAJOR CATEGORIES ARE: CONTENTION, POLLING, AND SwITCHING, BOTH
CONTENTION AND POLLING MAKE USE OF MULTIPQINT (OR MULT{DROP) LINE

WHERE EACH TERMINAL NODE IS PERMNANENTLY CONNECTED, PARyY-LINE
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FASHION, TO EACH OTHER TERMINAL OF THE NETWORK, IN A ~ONTENTION
TRANSMISSION, ANy NODE DESIRING TO COMMUNICATE WITH ANQTHER NODE
MUST WAIT UNTIL THE LINE IS FREE AND ATTEMPTS TO 'SEIZE THE LINF
FOR ITS OWN USE, A POLLED TRANSMISSION DIFFERS FROM A CONTENTION
TRANSMISSIONs IN WHICHy A SINGLE MASTER NODE SEQUENTIA, LY
ADDRESSES EACH SLAVE NCDE TO DETERMINE WHETHER IT HAS yNFORMATTON
TO TRANSMIT, THE SWITCHING TRANSVISSIQNS ARE SIGNIFTCANTLY
DIFFERENT FROM BOTH OF THE ABOVE TWO TYPES, IN THAT, tHEY ALLOW ‘A
COMMUNICATION FACILITY To BE DEDICATED To A NODE pAIR (OR A SET OF
NODES) FOR TRANSMISSION, SOME MAJOR APPLICATIONS, ADVANTAGES AND
DISADVANTAGES OF VARIOUS MULTIPLEXING TECHNIQUES ARE PRESENTED IN
THE TABLE 2.

2.1.2.2, BUFFERING

IN MOST APPLICATIONS, THE TRANSMISSION RATE oF A | INE IS
USUALLY DIFFERENT FROM THE PROCESSING RATE OF A NQDE wWnICH IS
ATTACHED TO THE LINE,

A WELL KNOWN TECHNIQUE NAMED BUFFING IS USED TO GiVE A BETTER
MATCH BETWEEN THE LINE TRANSMISSION SPEEDS AND NODE PRQCESSING
SPEEDS, DURING THE PRCCESSING, THE BUFFERING ROUTINES TRY TO
MAINTAIN AN INPUY BUFFER FULL OF INFORNATION SO THAT MINIMIZE THE
PROCESSOR WAITING TIME (I.E, WAIT FOR INPUT DATA), MEaANWHILE THE
BUFFER ROUTINES TRY TO MAINTAIN AN EVMPTY QUTPUT BUFFER SO THAT THE
PROCESSOR CAN QUTPUT THE INFORMATICN TO THE BUFFER AND KEEP
EXECUTINGs, IN GENERAL, THE NULTIPLE ByUFFERING IS USED, WHERE THE

LINE TRANSMITES THE DATA INTO ONE BUFFER AREA WHILE THg NODE



Type Primary Application Major Advantage Majbr Disadvantage
Networks with ter- L | Possible mutual terminal
Contention | Minals dispersed Low cost for dispersed | interference and possible
over a wide geo-- terminal networks. large queuing times.
graphic area. ' '
Pollin Same as Low cost in some app- Possible long gqueuing
T E Contention type lications without “times except for wide
' mutual interference banfwidth facilities.
problems. ' '
Any multi-terminal Ccan be cohffgured to- yHigh cost and,complexity
Switching | network. 'maximally utilize ' for small and medium’

trunk capacity. .

" size networks. " -

 Table 2 Major applications‘of'Various Multiplexing Arrangements.
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PROCESSES ON THE OTHER BUFFER AREAS., ON INPUT» WHEN THE BUFFER
AREA CURRENTLY IN USE BY NODE IS EMPTY, THE BUFFER ROUTINE
SWITCHES IT FOR TRANSMITING DATA AND SWITCHES THE NEXT FylLL BUFFER
FOR PRQCESSING, THE SUMILAR CONCEPTS APPLIES TO THE OyTPUT
PROCESS,
2.1,2.3, CONCENTRATING
CONCENTRATING IS A TECHNIQUE WHICH IS USED PRIMARy TO MATCH
THE INPUT LINE TRANSMISSION SPEEDS AND THE OUTPUT LINE
TRANSMISSION SPEED. A CONCENTRATOR COLLECTS THE VESSAGES FROM A
SET CF LOW=SPEED LINES (USUALLY TRANSMITE DATA IN ASYNcHRONOUS
FASHION) THEN PACKS THEM AND TRANSMITS THESE MESSAGES AVER THE
HIGH=-SPEED LINE (USUALLY USING SYNCHRONOUS TRANSMISSION), REPLIEG
wILL TRAVEL BACK IN A CONVERSE MANNER,
THE CONCEPT IS ILLUSTRATED IN FIG, g,
2.,1,2.4, STORE AND FORWARDING

THE STORE AND FORWARDING TECKENIQUE IS FREQUENTLY USED IN THE

DATA COMMUNICATION NETWORKS. IT HOLDS INCOMING MESSAGES ON A
BUFFER AREA UNTIL THEY CAN BE TRANSMITTED FORWARD AT MaRE
DESIRABLE CONDITIONS, A NVESSAGE SWITCHING NETWORK. SuUcH As TELEX
NETWORK, WHICH EMPLOIES THIS CONCEPT Ig SOMETIMES REFERRED TO AS A
'*STOREAND=-FORWARD' NETWORK. IN CHAPTER 3 A STORE-AND-gORWARD

SWITCHING NETWORK IS DISCUSSED IN DETAJIL,
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2.1.3, TECHNIQUES OF SWITCHING AND EXCHANGING

AS DESCRIBED EARLIER, IF A NETWORK INVOLVES A LARGE NUMBER OF
NODES THEN A DIRECT CONNECTION BETWEEN EVERY TWO NODES MAY NOT BE
ECONOMICALLY FEASIBLE, 1IN THIS CASE THE DESIGNER OF A PRACTICAL
SYSTEM ECONQMIZES BY USING THE TECHNIQUES OF SWITCHING AND
EXCHANGING.,  THERE TwO KINDS OF SWITCHING AND EXCHANGING METHOOS,
NAMELY MESSAGE SWITCHING AND LINE SWITCHING. IN LINE S, ITCHING, A
COMMUNICATION PATH THROUGH A MESSAGE CENTER IS ESTABLICHED BETWEEN
THE SENDING NODE AND THE RECEIVING NODE. THIS PATH IS ASSIGNED
PERMANENTLY FOR THE DURATION OF THE TRANSMISSION, IN nESSAGE
SWITCHINGs ON THE OTHER HAND» NO DIRECY CONNECTION EXIcTS BETWEEN
THE SENDER AND THE RECIEVER, IN THIS SYSTEM, A MESSAGF IS ROUTED
THROUGH THE NETWORK TO ITS DISGNATED NODE IN A STORE-AND~FORWARD
FASHION,

IN THIS SECTION WE INTRODUCE SOME TECHNIQUES THAT ARE
COMMONLY FOUNDED IN THE ABOVE TWO TYPES CF SWITCHING NpTwORKS,
AMONG THESE TECHNIQUES ARE:

1., SUBSCRIBER (OR NODE) IDENTIFICATION TECHNIQUE,
2., HIERARCHY STRUCTURE OF SWITCHING CENTERS.
3., DIALING AND ROUTING PROCEDURES, AND

4. MUTUAL CO~-OPERATION,

(1) SUBSCRIBER (OR NODE ) IDENTIFICATION TECHNTQUE
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IT IS CLEAR THAT EACH NODE wITHIN A GIVEN NETWORK HAS TO
'HAVE AN UNIQUE IDENTIFIER IN QRDER 7O HAVE AN yUNIQUf REFERENCE,
IN MOST APPLICATIONS, A DIGIT CODING SYSTEM IS USED WHICH NOT
ONLY PROVIDES AN UNIQUE REPRESENTATION BUT ALSQ PROyIDES
ROUTING INFORMATION, FOR EXAMPLE, IN THE SEVEN DIG{TS COCE
WHICH IS USED IN THE UNITED STATES TELEPHONE NETWORk. (SEE FIG,

7).

301 4su 4247
AREA CENTRAL SUBSCRIEER

CODE OFFICE CoDE

THE FIRST THREE DIGITS ARE THE AREA CODE, THE NEXT THREE
DIGITS REPRESENT THE CENTRAL OFFICE CODE, AND THE LAST FOUR
DIGITS ARE THE SUBSCRIBER COQE, DIALING SIGNALS wWilL RPOTED
FIRST ACCORDING THE AREA CODE 70 THE DISGNATING AREa o AND THEN
ROUTED TO THE CENTRAL OFFICE AND FINALLY TO THE DISeNATED

USER'S TELEPHONE,
(2) HIERARCHY STRUCTURE OF SWITCHING CENTERS

IN GENERAL, A SWITCHING CENTER CAN gNLY HANDLE A FIXED
AMOUNT OF EXCHANGE REQUESTS, IN QORDER TO HANDLE A | ARGE AMQUNT
OF EXCHANGE REQUESTSs A HIGHER LEVEL SWITCHING CENTgR IS
ESTABLISHED WHICH HANDLES THE INTERCONNECTION BETWEsN LOWER
LEVEL SWITCHING CENTERS., (SEE FIG, 6), A LARGE NeTyORK

REGUIRES A HIERARCHICAL STRUCTURE OF SwITCHING CENTERS. THIS
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TECHNIGQUE HAS BEEN USED IN THE TELEPHONE SYSTEMS AS SHOWN IN
FIG., 7. THE ADVANTAGES OF THIS HIERARCHICALLY STRUCTURED
NETWORK, IN ADDITION 7O THOSE WE HAyE MENTIONEpD ABOyE, ARE: (A)
BETTER RELIABLITY = IF ONE SWITCHING CENTER IS INOPERATIVE EOR
SOME REASON, IT AFFECTS ONLY ITS OWN SUBSCRIBERS, (gr) INCREASED
LOAD SHARING - EACH CENTER HAS ONLY A _IMITED AVOUNT OF
EXCHANGE REQUESTS., (C) EASY EXPANDABLITY = IT CAN pE EXPANDED
BY MEANS OF ADDING ONE MORE LEVEL INTQ THE HIERARCHCAL
STRUCTURE, THE MAJOR DISADVANTANGE IS THE COMPLEXTyY OF THE

NETWORK,
(3) DIALING AND ROUTING PROCEDURES

THE PRIMARY CONSIDERATION OF DIALING AND ROyTING PROCEDURES
IS TO SEEK AN ECONOMIC PATH BETWEEN Two GIVEN 'NODES, BECAUSE
OF EITHER THE LACK OF ENOUGH INFORMATION, OR THE LIMITED
CAPABILITY OF A SWITCHING CENTER, THIS ECONOMIC PAT. MAY NOT Bf
FOUND, THEREFORE» SOME OTHER TECHNIQUES SUCH AS CIRCLE ROUTE
DETECTION, MUST BE INCORPORATED INTQ THE PATH FINDING
PROCEDURE,

IN GENERAL, FOR EVERY POSSIBLE CQONNECTING MQDE, tHE
SWITCHING CENTER HAS A LIST OF BEST ROUTES ASSOCIATED WITK 1T,
THE SWITCHING CENTER wILL TRY 7O ESTABLISH A DIAL (qR T0 ROUTE
THROUGH) THE BEST POSSIBLE RCUTE AT THE TIME A DIAL NG REQUFST
(OR A ROUTING REQUEST) IS BEING PROCESSED, AN EXAMpLE OF THIS

DIALING (OR ROUTING) PROCESS IS SHOWN IN FIG, g,
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(4) MUTUAL COOPERATION AMONG NODES

wHEN A NODE SENDS A MESSAGE TO ONE ANOTHER NODE, A VARIETY
OF CONTROL SIGNALS MUST PASS To AND FROM BETWEEN THE NODES T0O
ENSURE THAT THEY ARE WwORKING IN STEP wITH EACH OTHER. FOR
EXAMPLE, THE SENDING NODE MAKES A REQUEST FOR TRANSyISSION AND
THE RECEIVING NODE ACKNOWLEDGE THE REQUEST. IN GENpRAL, THERE
ARE TwO TYPES OF COOPERATION, NAMELY 'HANDSHAKING' cOOPERATION,
AND *MASTER-SLAVE' COQOPERATION, 'HANDSHAKING' COOPgRATION IS A
CONVERSATIONAL TYPE OF OPERATION IN A FLIP-FLOP FASLION BETWEEN
REQUEST AND ACKNOWLECGMENT, THE TRANSMITTER SENDS a MESSAGE
AND WHEN COMPLETED, THE RECEIVER SENDS AN ACKNOWLED&MENT, IF A
HALF=DUPLEX LINK (ONE WAY AT A TINE) IS USED BETWEEN TWO NODES
THEN THE DELAY OF CHANGING THE LINE TRANSMISSION DIRECTION MUST
BE TAKEN INTO ACCOUNT IN HANDSHAKING. AN EXAMPLE Op AN
'HANDSHAKING COOPERATING PROCECURE IS ILLUSTRATED IN FIG, g,
IN A *MASTER-SLAVE' TYPE OF COQFERATION, THE NODE DESIGNATED As
THE MAstR MAY ADDRESS REQUESTS THROUGH LINES wHICH WERE SEIZED
FROVM OTHER NODES, AND MAY POLL THE MESSAGES FROM fHF NODES
CONNECTED TO THE LINES IN ITS TERRITORY., A TYpICAL OPERATICN

IS SHOWN IN THE EXAVNPLE 2 (SEE FIG., 10).
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2,2, PROCESSOR ORIENTED TECHNIQUES:

PROCESSOR ORIENTED TECHNIQUES MAY BE GROUPED INTO THREE
CLASSES:!
(1) THE TECHNIQUES ASSOCIATED wITH THE PROCESSQR EFpFECTIVITY
AND EFFICIENCY;
(2) THE TECHNIQUES ASSOCIATED wWITH THE RESOURCE ALLACATION
STRATEGIES:
(3) THE TECHNIQUES ASSOCIATED wITK THE PROCESSQR FALURES AND

RECOVERY,

2.2.1, PROCESSOR EFFICIENCY AND EFFECTIVITY

2.2.1.1, INTERRUPTS AND TRAPS

INTERRUPT AND TRAPS ARE REQIREC TO

. COMMUNICATE AMONG ASYNCHROUS DEVICES, AND FOR
. COOPERATION WITH THE RESOURCEE SCHEDULER

PRIORITY INTERRUPTS ARE AN IVNPQORTANT FEATURE O A RESOURCE
SHARING SYSTENM, FOR THE VARIQUS PROCESSORS AND DEVICES CAN
COMMUNICATE WITH EACH OTHER, THE BASIC CONCEPT OF yHE
INTERRUPT IS VERY SIVMpLE, WHENEVER A PROCESSOR (OR nEVICE) HKAS
A MESSAGE FOR AN OTHER PROCESSOR, AN INTERRUPT SIGNaL IS SENT
THROUGH A PRESPECIFIED INTERRUPT LINE, THE PRCOCESSHR THAT

RECIEVES THE INTERRUPT SIGNAL wILL SUSPEND THE CURRENT JOB AND
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PROCESS THE INTERRUFT SIGNAL, AFTER THIS SIGNAL HAg BEEN
PROCESSED, THE INTERRUPTED JOB IS THEN RESUMED FROM THE POINT
IT SUSPENED OPERATION, WITH SyCH AN INTERRUPT SYSTEM, A
PROCESSOR (SAY 'A') CAN START QR STOP A JOB FOR AN oTHER
PROCESSOR (SAY 'B') WITHOUT SPENDING MUCH TIME IN MaNITORING
THE PROCESSING OF THAT JOB, IT MAY IGNORE ALL PROCEFSSING DONE
BY THE PROCCESOR 'B' UNTIL AN EXPLICIT SIGNAL 1S RCFIVED FRoM
IT. IN GENERAL,» FOUR TYPES OF INTERRUPTS EXISTS ON A
CONVENTIONAL INTERRUPTABLE PROCESSOR+ THEY ARE: SERyICE
COMPLETION, INTERVAL TIMER, SYSTEM FAILURE, ANp REQEST FOR
SERVICE INTERRUPTS,

A 'TRAP' IS A SELF-INTERRUPT, WHERE THE INTERRUpT SIGNAL
GENERATED WITHIN A FROCESSOR, INTERRUPTS SUCH AS INTERVAL
TIMER, AND SYSTEM FAILURE CAN BE CALLED TRAPS,

IN MOST INTERRUPTABLE SYSTEMS, THE DEVICE OF HANQLING
INTERRUPTS IS A MAJOR DRIVER (QR SUPERVISOR) OF THE RESCURCE-
SHARING SYSTEM, FACILITY SCHEDULING AND RESOURCE A, LOCATION
ARE STARTED, STOPPED, AND CONDITIONED BY THE yARIOUc
INTERRUPTS, ALL INTERRUPTS ARE EXPLICIT CALLS TO TkE

SUPERVISOR FOR ACTION OR ASSISTANCE,
2.2.1.2, MUTUAL COOPERATION

THERE ARE TWO BASIC SOURCE OF INTERTASK (QOR INTERPROCESS)

COMMUNICATION, A PRIVE SOURCE ARE THE INTERRUPT SIGNALS AS

DISCUSSED IN THE PREVIOUS SECTION, THE SECOND SOURCE IS THE
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MUTUAL COOPERATION PRQOCESS INTRODUCED BY DIJUKSTRA, IN THIS
METHOD» ALL COMMUNICATION INFORMATION IS KEPT IN A HARED
STORAGE KNOWN AS.AN '*EVENT CHANNEL', THERE CAN BE yANY EVENT
CHANNELS IN A RESOURCE=-SHARING SYSTEM, EVENT CHANNgLS CAN PE
PROTECTED SUCH THAT ONLY AUTHORIZED TASKS (OR JOBS) CAN
COMMUNICATE WITH A GIVEN CHANNEL. WHEN A TASK WISHgS TQ
COMMUNICATE WITH OTHER TASKS, IT SENDS A MESSAGE ADRRESSED TO ‘A
GIVEN EVENT CHANNEL OR CHANNELS, WHEN A TASK REACHgS A POINT
WHERE IT IS EXPECTING COMMUNICATION, IT EXAMINES THe APPOPRTATE
CHANNEL, IF THERE IS A MESSAGE» THE MESSAGE MAY THeN BE MQVED
FROM THE CHANNEL, ‘IF THERE IS NOT SUCH EXPECTING MgSSAGE, THE

TASK IS BLOCKED UNTIL AN EXPECTED MESSAGE IS RECIEVED,
2,2,1.3, INTERLOCK AND PROTECTION

WHEN SEVERAL PROCESSORS OR USERS SHARE A COMMON FaCILITY,
CERTAIN PRECAUTIONS AND PROTECTION ARE REQUIRED, FOR gXAMPLE,
SEVERAL USERS MAY BE SHARING A COvMMON DATA BASE,., WHEN THE DATA
BASE IS BEING MODIFIED By ONE USER» IT IS DANGEROyUS TO ApLLow AN
OTHER USER TO ACCESS IT,., IT IS THEREFQRE NECESSARY TO LOCK OyT
FURTHER ACCESS TO THE DATA BASE UNTIL THE VMODIFICATION IS
COMPLETED. ONE OF THE MQST TROUBLESOME AREAS OF THE INTERLOCK
MACHANISM IS THE *SYSTEM DEADLOCK*. THFRE ARE Tw0 TYPES OF SYSTEM
DADLOCK: (A) TASKS WAITING FOR EACF OTHER, AND (B) TASkS COMPETING
DEMANDS FOR RESOURCES, DESIGNING FOR INTERLOCK MyST PROVIDE MEANS

OF RECOGNIZING POTENTIAL DEADLOCK SITUATIONS,
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A RFSOURCE CAN BE PROTECTEDR BY USING INTERLOCIS wnICH LOCK
OUT ALL POSSIBLITY OF FURTHER ACCESS, THE OTHER wAY O PROTETION
IS T0 PROTECT THE ACCESS MECHANISM FOR THE RESOURSES, AN EXAVPLE
OF THE SECOND TYPE OF PROTECTION IS THE ACCESS CONTROL By USING A
'PASS WORD', IN ADDITION TO THESE,» A PROTECTION SCHEMg IS USUALLY
ACCOMPLISHED IN SEVERAL LEVELS, THIS KIND OF MULTIPLE LAYERS OF

PROTECTION WILL INCREASE THE REALIABILITY OF PROTECTION.
2.2.2. RESOURCE ALLOCATION STRATEGIES

THE CENTRAL PROBLEM OF A RESOURCE-SHARING SYSTeM IS To
SHARE THE EXISTING RESOURCES AMONG A LARGE NUMBER Of DEMANDS,
ONE WAY TO LOOK AT THIS PROBLENM IS TO ySE THE +VIRT, AL
RESCURCE' TO MODEL THE ARBITRARY CEMANDS FOR 'ACTUA, RESOURCE',
THE ACTUAL RESOURCES ARE THE PHYSICAL COMPONENTS OR DEVICES OF
A NETWORK, THE VIRTUAL RECOURCES ARE PHYSICAL-DEVICES
INDEPENBENT IN THE <SENSE THAT THE USER DOES NOT HAVe 70 BE
AWARE OF THE PHSICAL CONFIGURATIONS AND CAPABILITIEc OF THE
SYSTEM. EACH USER CAN THINK THAT HE IS WORKING WITK A SYSTENM
WITH CHARACTERISTICS ORIENTEQ TOWARD KIS JOB, EACH USER CAN
SPECIFY HIS OwN VIRTUAL CONFIGURATIQON AND CAPABILITIES. THIS
CONCEPT OF THE VIRTUAL RESOURCE IS ILLUSLRATED IN FyG, 11,

SINCE A USER'S JUCB CAN BE PROCESSED ONLY WHEN THp ACTUAL
RESOURCES ARE AVAILABLE TO IT, THE SYSTEM MUST HAVE AN

ALLOCATOR WHICH ASSIGNS THE AVAILABLE ACTUAL RESOURFE TO VEFT
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THE DEMANDS OF THE VIRTUAL RESOURCES. THE ALLOCATON MUST ALSO
'RELEASE' A PHYSICAL REESOURCE FROM ITS BOUND yIRTUAL RESOURCE
SO IT CAN BE USED FCR OTHER DEMANDS, RESOURCE ALLACATCON IS AN
INTERFACE BETWEEN ACTUAL AND VIRTUAL RESOURCES, AND IS AIMED AT
CONVERTING THE ACTUAL RESOURCES INTg VIRTUAL RESOURCES UNDER
CERTAIN REQUIREMENTS, SUCH AS RAPID RESPONSE T0 EACH USER, AND
MINIMIZED SYSTEM OVERHEAD. IN PARTICULAR, THESE AL_OCATORS
INVOLVE 'QUEUEING' AND 'SCHEDULING' PROBLEMS, BY 'cCHEDULING!
WE VEAN A PLAN WHICH DETERMINES WHICH DEMAND Is TO gE BOUND
NEXT TO AN ACTUAL RESQURCE, 1'QUEUEING®' TECHNIQUES, IN GENERAL,

ARE USED FOR PLANNING SUCH A SCHECULER,
2.,2.3. PROCESSOR FAILURES AND RECCVERY

THE PROBLEMS OF WHAT TO DO ABOUT PROCESSOR FAILURES AND How

TO RECOVER FROM THEM ARE PARTICULARLY AwKWARD. THIS 1S NOT ONLY
BECAUSE FAILURES ARISE FROM MANY DIFFERENT SOURCEsg, BuUt ALSO
BECAUSE IT IS GUITE IMPOSSIBLE T0 PREDICT THE NATURE O MANY OF
THE FAILURES WHICH WILL QCCUR IN PRACTICE, THESE FACTc MEAN THAT
THE PRQCESSOR FAILURES WILL OCCUR EVEN AFTER CONSIDERARLE
DEVELOPVENT AND TESTING, THERE ARE BAGICALLY TWQ TECHNIQUES FOR
PLANNING TO REDUCE SYSTEM INTERRUPTION,

(1) COMPONENT REDUNDANCY =~ WHEN ONE COMPONENT FAILS, A SECOND

ONE TAKES OVER ITS WORK,

(2) FALLBACK (OR RECONFIGURATION) PROCEDURES ~ WHEN ONE
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COMPONENT FAILS, THE SYSTEM MODIFIES ITS VODE OF

OPERATION (E,G., CONFIGURATION) TO CIRCUMVENT THE ERROR,

IN SO DOING IT MAY GIVE A DEGRADED FORM oF SERpVICE BUT

WILL STILL CARRY OUT THE URGENT PART OF 1TS JanB,

THE PROBLEM OF RECOVERY IS GCEPENDEUT ON THE TYPE nfF ERROR,

MOST ERRORS ARE RECOVERABLE PROVIDED THAT IT HAS BEEN nETECTED
EARLY ENOUGH, IF AN ERRQOR IS DETERMINED 70 BE NOT RECALVERABLE, A
FRESH COPY OF THE FAILURE COMPONENT SHOULD BE RESTORED, IN EITHER
CASES, THE SYSTEM SHOULD BE ABLE 710 BACK 70 BE BROUGHT ITS

ORIGINAL MODE OF OPERATION,
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3. TwO LEVEL VIEWS OF A COMMUNICATION NETWORK

ELECTRICAL CATA COMNUNICATIONS SYSTEMS HAVE BEEN N SERVICE
FOR MORE THAN ONE HUNDRED YEARS, THERE ARE TWO PRINCIpAL TYPES OF
COMMUNICATION NETWORKS: 'CIRCUIT SWITCHING' AND 'NMESSAGE
SWITCHING' NETWORKS, BOTH NETWORKS CONSIST OF ONE OR ywORE
SWITCHING CENTERS WHICH HAVE THE SANE GENERAL FUNCTION TO
COMMUNICATE WITH A NUMBER OF TERMINALS AND TO TRANSMIT MESSAGES
AMONG THEM,

IN A CIRCUIT SWITCHING NETWORK, THE ROLE OF THE S, ITCHING
CENTERS IS TO ESTABLISH A DIRECT CONNECTIQON FROM oNE TERMINAL TO
ANOTHER, AFTER THE CONNECTION IS SET uP, THE TERMINALc CARRY ON
THETR COMMUNICATION, ONE-WAY OR TwC-wAYS, WHEN THE TERMINALS
FINSH COMMUNICATING, THE SWITCHING CENTERg DISCONNECT +HE CIRCUIT,
RESTORING THE SYSTEM TO READINESS FOR OTHER CONNECTIONc, AN
EXAMPLE OF THIS TYPE OF NETWORK IS A TELEPHONE NETWORK

THE DISTINGUISHING CHARACTERISTIC OF A MESSAGES SyITCHING
NETWORK IS THAT MESSAGES ARE STCORED AND FORWARDED, A yYPICAL
EXAMPLE wILL BE TELTGRAPH NETWORK, OR TELETYPE (TELEX) NETWORS,
IN A MESSAGE SWITCHING NETWORK, A NESSAGE IS CREATED AnD
TRANSMITED INTO A SWITCHING CENTER FROM THE ORIGINATINg TERMINAL,
AS SOON AS AN INPUT CHANNEL IS AVAILABILE wITHOUT wAITING FOR A
DIRECT CONNECTION BETWEEN ORIGINATING AND DESIGNATING tERMINALS,

WHENEVER THIS INPUT TRANSMISSIbN HAS BEEN COMPLETED, TgE
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ORIGINATOR IS FREE TO SEND THE REST CF THE MESSAGE OR AN OTHER
MESSAGES, MEANWHILE THE NETWORK TAKES RESPONSIBILITY FoR
RELAYING THE MESSAGE TG 1TS DESIGNATED TERMINALS, IN ENERAL, A
MESSAGE SWITCHING NETWORK IS MORE COVPLICATED THAN A
CIRCUIT-SWITCHING NETWORK, HERE WE ONLY DESCRIBE THE W0 LEVEL
VIEWw FCR A MESSAGE SWITCHING NETWORK, FOR A CIRCyIT=S,ITCHING
NETWCRK THE SAME TREATEMENT CAN ALSO BE APPLIED

AS MENTIONED IN THE INTRODUCTION, &E ARE ESPECIALLY
INTERESTED IN THE OPERATIONS OF NETWORKS, THE DETAILS OF THE
COMPLEX OPERATIONS OF A MESSAGE-SWITCHING NETWORK CAN pEsST BE
STUDIED OR ILLUSTRATED IN TWO WAYS., AGAINs» ONE IS CAL| ED GLORAL
OR SWITCHING ORIENTED VIEW -=WHICH REPRESENTS THE HISTqRY OF A
MESSAGE AS IT IS PASSED THROUGH THE NETWORK: THE OTHER IS LOCAL OR
PROCESSOR ORIENTED VIEW --- WHICH SPECIFIES THE OPERAT{ONS TO RE
CARRIED oUT BY EACH INDIVIDUAL CONPONENT,

AS THE FIRST EXAMPLE (SEE F1G, 12), THIS TwO LEVEL VIEw FOR A

MESSAGE SWITCH NETWORK IS ILLUSLRATEC IN DETAIL Ag FOL, OwS,
3.1, GLOBAL OR SWITCHING ORIENTED OPERATIONS:

THE PRINE MOVER OF THIS LFVEL OF OPERATION Is THE MESSAGE AS
IT FLOWS THROUGH THE NETWwORK. THE WHOLE PROCESS CAN Bf DESCRIPED
WITH THE FLOw DIAGRAM AS SHOWN IN FI1G,13,

THE PROCESS BEGINS wITH AN APPROPRIATE LINE CONNEFTION
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PROCEDURE SUCH AS A DIALING PROCEDURE TO CONNECT A MEScAGE wITH A
SWITCHING CENTER (STATEl), AS SOON AS THE CONNECTION 1S
ESTABLISHED, AN INPUT-BUFFER IN THE SWITCHING CENTER Ig RESERVED
FOR THIS COMMUNICATION (STATE2) AND THE SENDER MAy THEpn TRANSMIT A
MESSAGE INTO THE MESSAGE SWITCHING CENTER ( STATE3)., 4E USES A
FORMAT THAT IS ACCEPTABLE TO THE CENTER, IN GENERAL, 1T BEGINS
wITH A HEADER AND ENDS WITH A TAILER AS SHOWN IN FIG.14. THE
HEADER INCLUDES A LIST OF ADDRESSES AND OTHER PERTINENy
INFORMATION SUCH AS PACKAGE NUMBERs MESSAGE LENGTH, ANp PRIORITY,
THE HEADER IS FOLLOWED By THE TEXT AND THEN BY A TRAILgR, THE
TEXT ARE THOSE MESSAGES wHICH WILL TRANSMIT TO THE RECgIVER,

AT THE SWITCHING CENTER, THE INCOMING MESSAGE 1S ACCEPRTED
INTO BUFFER STORAGE, WHERE IT IS COLLECTED INTO BLOCKS OF SOVE
STANDARD LENGTH (STATE4), THE CENTER SERVES MANY INPUt LINES AND
PROCESSES INCOMING MESSAGE BLOCKS BY SOME SCHEDULING ScHEME, UPON
RECIPT OF THE HEADERs THE MESSAGE IS THEN SCHEDULED FOp
PROCESSING, THIS PROCESS MAY INVOLVE CODE CONVERSION, HEADER
INTERPRETATION AND SO ON (STATE 5). TRANSMISSIONS DO nOT BEGIN
IMMEDIATELY UPON RECEIPT OF THE HEACER, THE ENTIRE MEgSAGE IS
FIRST STORED IN THE SWITCHING CENTER'S MESSAGE STORAGE, IN THE
CASE OF MULTIPLE ADDRESSESe THE MESSAGE MAY BE STORED N DUPLICUTE
OR SPECIAL BOOKKEEPING Ig MAINTAINED Tg KEEP TRACK OF Lt ITS
TRANSMISSIONS, ONCE A MESSAGE KAS BEEN COMPLETELY STAREOQ IN THE
VESSAGE STORAGE,» THE INPpUT LINE AND BUFFER ARE RELEASER FCR

SUBSEQUENT USE (STATES 6 AND B), THE SENDER IS ALSO FREE TG LEAVE
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THE TERMINAL OR TO START OTHER COMNUNICATIONS (STATE 7)., AND
MEANWHILE THE NETWORK CONTINUES TO PROCESS THE MEGSAGE, IF THE
DESIGNATING TERMINAL (RECEIVER) IS CONNECTED WITH DIFFERENT
CENTERS, THE MESSAGE IS THEN ROUTED THROUGH ONE OR MORg
CENTERS(STATEY),

THE TRANSMISSION BETWEEN SwITCHING CENTERS ySES THE
CONTENTION TRANSMISSION WHERE EACH CENTER HAS EQuAL PRyORITY TO
HOLD A COMMUNICATION LINE FOR TRANSMITING A MESSAGE TO ANOTHER,
THE QUTPUT PROCESSING FROM ONE SwITCHING CENTER TO ANOyHER BEGINS
wITH A LINE CONTENTION PROCEDURE (STATE1Q). WHENEVER a LINE IS
SEIZED BY A SWITCHING CENTER (THE SENDER~CENTER), THE
INPYUT-FROCESSING IS INITIALIZED AT THE RECEIVER-CENTER_, THE
INPUT=-PROCESSING IS ESSENTIALLY THE SAME AS THE INPUT=pROCESSING
FOR PROCESSING AN INCOMING MESSAGE FROM AN ORIGINATING TERMINAL
(SEE FIG « 13, THE INPUT=-PROCESS INCLUDES STATES 2+4/s=e6r?ANC 8),
AS SOON AS THE INPUT-PROCESS OF THE RECETVING CENTER Ig
INITIALIZED, AN QUTPUT BUFFER IN THE SENDING CENTER IS THEN
ALLOCATED TO RETRIEVE THE MESSAGE TEXT FRQVM THE SENDING CENTER'S
MESSAGE STORE (STATE 11), THE QUTPUT PROCESSOR LOADS tHE MESSCE
TEXT INTO THE OUTPUT BUFFER AND BEGINS TRANSMISSION THROUGH THE
LINE TO THE RECEIVING CENTER (STATE 12)., THIS TRANSIMSSICN
CONTINUES TO PROCEED AT THE RATE ADAPTED 70 THE RECEIVyNG RATE OF
THE RECEIVING CENTER UNTIL THE ENTIRE MESSAGE HAS BEEN COMPLETELY
TRANSMITED. THE OUTPUT PROCESSINé IS TERMINATED BY A cIGNAL FROWM

THE RECEIVING CENTER AND THE OUTPUT RUFFER (OF THE SENpDING CENTER)
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IS THEN RELEASED FOR SUBSEQUENT ysE,

NOTE THAT THE TRANSMISSION BETWEEN SENDING~NODE AND
RECEIVING NODE IS A 'HAND SHAKING' TYPE OF MUTUAL OPERATION,

EVERY PIECE OF THE MESSAGE IN THE SENDING-NODE BUFFER ,ILL NOT BE
RELEASED UNTIL THAT PIECE OF MESSAGE IS COMPLETLY RECIFVED AND
CHECKED wITH NO ERROR BY THE RECEIVING-NODE (OR NQDES), (SEE
STATES 3, 4, Sy €9 AND 7,0R STATES 12, 4,5¢6 AND 13,), THIS
PREVENTS THE LOSS OF INFQRMATION AND PROYIDES A PQSSIByLITY OF AN
ERROR RECOVERY,

THE MESSAGE WILL THEN BE TRANSNMITTED FROM CENTER TO CENTER
(AS SHOWN BY THE DOTTED LINE FROM STATE g TO STATE 10 N THE
FIG,13), UNTIL IT REACHES A CENTER TO wHICH THE DESIGNpTED
TERMINAL (I,E. THE RECEIVER) IS CCONNECTED.

THE OUTPUT-PROCESS FOR TRANSMITING A MESSAGE TO TS RECEIVER
1S SLIGHTLY DIFFERENT THAN AS MENTIONED ABOVE FOR TRANMITTING
MESSAGES BETWEEN CENTERS, [SEE FIG,13, THE OUTPUT PROCESS BETWEEN
CENTERS (OUTPUT 1) CONTAINS STATES 10, 11, 12 AND 13, WHILE THE
OUTPUT PROCESS FOR TRANSMITTING A MESSAGE TO ITS TERMIpAL
(OUTPUT2) INVOLVES STATES 14, 11, 12, 13, AND 81, THE
TRANSMISSION FROM A CENTER TO ITS TERMINAL IS AN ADREScING
TRANSMISSION WHERE THE TRANSMISSION IS PROCESSED AS SOgN AS THE
ADDRESSED TERMINAL IS FREE. THE OUTPUT 2 PROCESS BEGINS WITH A
TERMINAL ADDRESSING PROCEDURE (STATE 14) wHICH ESTABLIGHES A
CONNECTION BETWEEN THE CENTER AND THE ADDRESSED TERMINaAL, AND ALSO

CALLS THE TERMINAL'S ATTENTION FOR RECEIVING THE VESSAGE
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(STATE15). WHEN THIS FRQCEDURE 1S FINISHED, AN QuTPUT BUFFER OF
THE CENTER IS THEN ALLOCATED (SYATE 11)s THE MESSAGE Iq-LOADED
INTO THE BUFFER, AND SENT OUT TO THE TERMINAL AS THE SaME
OPERATION IN OUTPUT1 PROCESS (STATE 12). UPON RECEIPT OF THE
MESSAGE, THE TERMINAL wILL ASSEVBLE THE MESSAGE, TRANS; ATE THE
CODE, ETC (STATE 16). AT THE END OF TRANSMISSION, THE CENTER
RELEASES THE QUTPUT BUFFER (STATE 13) AND THE COMMUNICATION LINE
(STATE 8)r AND SIGNALS THE TERMINAL TO DISCONNECT FROM THE CENTER
(STATE 17).

AS ILLUSTRATED IN THE ABOVE DESCRIPTION, AND IN pIG.33,» A
MESSAGE'S LIFE CAN BE REPRESENTED BY A FLoW DIAGRAM THaT CONSISTS
OF 17 STATES, WHERE A MESSAGE IS CREATED AT STATE 1 AnD IS
TERMINATED AT STATE 17, 1T MAY BE IN ANY ONE OF THE 17 STATES AT
ANY GIVEN TIME,

THIS GLOBAL STUDY OF A NETWORK GIVES AN OVERALL PyCTURE OF
THE ENTIRE NETWORK. A CLOSER LOOK AT SOME SPECICAL INTERESTING
PARTS OF THE NETWORK WILL BE NECESSARY, THIS IS INCLUpED IN THE

STUDY OF THE LOCAL PROCESSOR ORIENTEC OPERATIONS,

3.2, LOCAL OR PROCESSOR ORIENTED VIEw

IN THIS VIEW, A COMMUNICATION NETWORK CONSISTS Of A SET OF
PROCESSORS WHICH CORRESPOND TO NODES, LINKS, OR EVEN SUBNETS IN

THE GRAPH REPRESENTATION OF A NETWORK, A PROCESSOR IS A LOGICAL
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UNIT WHICH HAS THREE ASPECTS: (1) IT Is A DATA CARRIER.WHICH HOLDS
THE DATA (OR MESSAGES) WHILE THE VESSAGE FLOWS THROUGH ITi (2) IT
HAS A SPECIFIC PROCESSING FUNCTION AND WItLL EXECUTE ACCORDINGLYS
(3) IT MAY HAVE ONE OR MQRE COMPONENTS, AND THOSE COMPGNENTS ARE
LOGICALLY CONNECTED THROUGH A SPECIAL MACHNISM. IN TH{S SECTION
wE ARE GOING TO STUDY THE SAME COMNUNICATION NETWORK, aS PRESENTED
IN THE PREVIOUS SECTION, FROM A RATHER DIFFERENT pOINT OF VIEw,
NAMELY THE LOCAL OR PROCESSOR POINT OF VIEW,

IN THECRY,» THE PROCESS OF MCVING INFORMATION FROy ONE POINT
TO ANOTHER CAN BE BROKEN DOWN INTO FIVE STAGESs EACH O wHICK CAN
BE REPRESENTED By A DISCRETE COMPONENT, THESE COMPONENTS ARE: THE
'ENCODER's» WHICH PUTS THE INFORNATION INTQ A FORM IN WnwICH IT CAN
BE TRANSMITTED: THE *TRANSMITTER', WHICH CHANGES THE INFORMATION
INTO SIGNALS FOR TRANSMISSION; THE 'NEDIuUM', WHICH CONyERTS THE
INFORMATION TO SIGNAL FORM; THE 'RECEIVER', WHICH ACCERTS THE
SIGNALSS; AND THE 'ENCODER', WHICH TRANSFORMS THE RECETVED SIGNAL
BACK INTO AN UNDERSTANDABLE FORM, IN THE ELECTRONIC DATA
COMMUNICUTION FIELD, THESE FIVE STAGES OF THE COMMUNICATION
PROCESS CORRESPOND TO THE TERMINALS OR SwITCHING CENTERS (ENCORERS
AND DECODERS), THE *'MODEM' OR *CATASETe (TRANSMITTERS aND
RECEIVERS)» AND THE SIMPLEX, OR HALF=-DUPLEX: OR FyLL=DPLEX LINK
(MEDIUVMS)s A SIMPLIFIED MODEL CAN BE MADE WHICH COMBINES THE
VODEM AND TRANSMISSION LINE TO FORM A COVMUNICATION LINK AS SHOWN
IN FIG,15 A MODEM IS A COMPONENT wHICH TAKES THE +DIGITAL SIGNALS:

FROM A TERMINAL AND MODULATES THE CARRIER WAVE TQ ACHIFVE AN
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*ANALOG SIGNAL' AT THE SENDING END AND, CORRESPONDINGLY
DEMODULATES IT AT THE RECEIVING END,

THEREFORE, A COMMUNICATION NETWORK AS PRESENTED IN THE
PREVIOUS SECTION CAN BE CONSIDERED AS A SET OF THREE TyPES OF

"~ PROCESSORSs NAMELY COMMUNICATION LINKS, SwITCHING CENTERS» AND

TERMINAL NODES, EACH OR THESE 1S DISCyUSSED BELOw,

3.2.1, A COMMUNICATION LINK:

IN GENERAL, COMMUNICATION LINKS ARE CLASSED AS SIvPLEX, HALF
DUPLEX, AND FuLL DUPLEX, THE *SIMPLEX' LINKS TRANSMIT IN ONE
DIRECTION ONLY, THE 'HALF DUPLEXt' LINKS CAN TRANgMIT 1N EITHER
DIRECTION, BUT ONLY IN ONE DIRECTICN AT ONCE, THE 'Fu_L DUPLEX'
LINKS TRANSMIT IN BOTH DIRECTIONS AT THE SAME TIME, TRANSMISSION
IN TwO DIRECTIONS CAN BE OBTAINED ON TwO-wIRE OR FOUR-,IRE LINES.
A TYPICAL TWO-WIRE TRANSMISSION LINK IS SHOWN IN FIG. 16=A, AS
SHOWNs» AT ANy GIVEN MOWENT ONE END WILL SERVE AS TRANSyITTER AND
THE OTHER AS RECEIVER, THE TRANSMITTER SENDS A MESSAGE TO THE
RECEIVER. UPON RECEIPT oF THE MESSAGE, THE RECEIVER M ST
ACKNOWLEDGE THE MESSAGE AS ACCEPTABLE oR ERRONEOUs, In ORDER TO
D0 THIS, THE NORMAL RECEIVER REVERSES ITS ROLE AND ACTe AS A
TRANSMITTER, TO ACCOMPLISH THIS REVERSAL, THE DIRECTIaN OF THE
DATA FLOW ON THE LINK MUST BE REVERSED, A SPECIFIC AMqUNT OF TIME

1S CONSUVED AND KNOWN AS 'MODEM TURN AROUND TIME+, AFTER THIS

REVERSAL, AN ACKNOWLEDGENENT IS SENT FROVM THE NORMAL RepCEIVER TO
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THE NORMAL TRANSMITTER., UPON RECEIPT.OF THE ACKNOWLEDGMENT,
ANOTHER REVERSAL OF THE L INK DIRECTION IS REQUIRED IN ~RDER TO
TRANSMIT THE NEXT MESSAGE, IT IS APPARENT THAT Tw0 'MoDEM TURN
AROUND TIME*® PER MESSAGE TRANSMSSICN IS REQGUIRED FQR A
*HALF-DUPLEX' LINK, IN A FULL DUPLEX LINKs» FOUR WIRE ARE USUALLY
USED, AS REPRESSENTED IN FIG. 16-B, TwO WIRES ARE USEp FOR
TRANSMISSION AND THE OTHER TWO WIRES ARE yYSED TO REPLY T0 DENQTE
ACCEPTANCE, AT THE END OF EACH DATA TRANSMISSION, THE TERMINALS
REVERSE THEIR ROLES OF RECEIVER OR TRANSMITTER, By A S¢MPLE
SWITCH, BUT THE LINK DCEs NOT CHANGE ITS STATUS, THAT IS» THERE
IS Ng 'MODEM TURN ARQUND' DELAY INVOLVED IN THE TRANSM{SSION OF A
FULL DUPLEX LINK, 1IN ADDITION TO THE TRANSMISSION DIRgCTION OF A
LINK, ANOTHER PRIMARY CONSIDERATION OF A LINK IS THE CANNECTIVITY
OF A LINK, A LINK CAN BE SWITCHED-THRoUeH AN EXCHANGE OFFICE, OR
PERMANENTLY CONNECTED, OR SHARED WwITH SOME OTHER pARTIgS, THIS
LINK, REFERED TO AS A 'SyITCHED', 'PRIVATE', OR 'PARTY, LINK, THE
COST OF A PRIVATE LINE USUALY IS MUCH HIGHER THAN OTHERS, SO IT IS
USED WHEN THE CONSTANT CONNECTION ANC FREQUENTLY ySE AgE
NECESSARY. THE PARTY LINK IS THE NEXT EXPENSIVE 'LINK gECAUSE THE
COST Is SHARED By PARTIES, IF THE TERMINAL HAS ONLY A LOW USAGE
THEN THE SWITCHED LINK WILL BE THE MOST ECONOMIC oNE, THE
SWITCHED LINK ALSO PROVIDES THE ABILITY 7O DIAL ANY TEgMINAL
CONNECTED WITH THE SANME SWITCHING SYSTEM AND GIVES GREAT
FLEXIBILITY,

THE OTHER CATEGORIZATION OF A LINK TYPE IS THE TRANSNMISSION
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RATE, TABLE 3 LISTS SEVERAL TYPES OF CONMMUNICATION LInKS RELATED
TO ITS TRANSMISSION RATE, THE COMMUNICATION LINKg USEp IN COMMON
CARRIERS FALL INTO THREE CATEGORIES : (A) SUBVOICE GRAQE:
45BITS/SEC ~ 500 BITS/SEC, (B) VOICE GRADE:600 BITS/SEe - 5000
BITS/SEC, (C) WIDE BAND: MORE THAN 10000 BITS/SEcC,

BESIDES THOSE MENTIONED ABOVE, EACH LINK HAS ITc QWN
DEGRADING FACTORS WHICH SPECIFY THE CONDITIONS OF A TRANSMISSION

LINK SUCH AS NOISE RATE.,» FAILURE RATE, ETC.
3.2.2, A TERMINAL NODE:

AS DISCUSSED EARLIERs A TEMINAL NODE 1S NEEDED Tn ENABLE
TRANSMISSION AND TO DISPLAY THE MESSAGE BETWEEN THE NETWORK AND
THE OUTSIDE WORLD. REGARDLESS OF THE VARIETY OF INPUT /0UTPUT
MEDIA EMPLOYED FOR DISPLAYING THE MESSAGE, THE CONCEPT 1s
ESSENTIALLY THE SAME. IN THIS SECTION, wE ARE CONCERNED WITH THE
TRANSMISSION MODE WHICH wAS GENERATED BY A TERMINAL NOpE, IN
GENERAL,» THESE TRANSMISSION MODES CAN BE SUMMARIZED AS FolLOWS:
PARALLEL VS SERIAL; SYNCHRONOUS vS ASYNCHRONOUS;: BIT Or CHARACTER
VS BLOCK TRANSMISSION,

(A) PARALLEL VS SERIAL TRANSVISSION - DIGITAL DATA CAN BE

SENT OVER COMMUNICATION LINKS EITHER IN A SERIAL MOpE OR IN A
PARALLEL MODE, IN SERIAL TRANSMISSION THE INFQRMATON IS
HANCLED SEQUENTIALLY AS SHOWN IN FIG., 17-A. IN PARALLEL

TRANSMISSION, ON THE QTHER HAND,» THE INFORMATION IS DIVIDED
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ADVANTAGES AND DISADVANTAGES OF THE VARIOUS TRANSHMISSION MODES

Table 3
Mopt oF TRANSMISSION . ADVANTAGES AND DISADVANTAGES
Four-wire Permits fuli-duplex (ransmission.
Two-wire Full-duplex transmission stifl possible with scparate frequency
bands for the two dlrccnons'
Simplex Rarely used for data transmission, as there is no return path for
! conirol, or error signals.
Half duplex Comimonly used for data transmission, though a full-duples line
. may cost little more. (Often 199, morc in the United Siates.)
Full duplex System sometimes cannot take advantage of this, as data cannmt
Data in be made available for transmitting in both directions simultancousty.
———— both directions Can substantiafly reduce the response time, however, on & cone
- . at once. ¢ versational multidrop line.
Qften requires a more expensive terminal,
Commonly used on a link between concentrator and computer,
Data in one A common arrangement, though, as data are stifl only being weat in
direction; control one direction at a time, half-duplex transmission may give better

information in
the other

value for money at low character rates. With high chatacter rates
the line turnaround time may be long compared to the chatacter
time and-full-duplex operation may climinate most turnaround
delay.

Mobr oF TRANSMISSION

ADVANTAGES AND DISADVANTAGES

Low transmitter cost, but high line cost.
Economical for in-plant use.
Line costs too expensive for long distances.

Scrial-by-character Separate

Parallel-by-bit wires
Separate
frequencies

Used on voice lines to give a slow but inexpensive terminal.
For cfficient line utilization, however, data set costs are high, and
receiver cost can be high.

Serial-by-character
Serial-by-bit

The most common system, especially on long lings.

Start-stop
transmission

Inexpensive terminal, e.g., telegraph machines.
Only one character lost if synchronization fails.
Not too resilient to distortion at high speeds. B

-Synchronous
transmission

More expensive terminal.

Block lost if synchronization fails.
Efficient line utilization. tigh ratio of data to control bits. -
More resilient to noise and jitier than stari-siop “'3“5““““’"'
especially at high.transmission speeds. 4
The most common sysiem on lmcs of 600 bits per sc»ond

«nd'fa§(€g

High-specd pulsc
train

In-plant or private wiring only at present.
Low wiring cost with low terminal cost.
High accuracy, -
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INTO CHARACTERS (OR BITS) WHICH ARE TRANSMITTED SIM_LTANEOUSLY,
(SEE FIG, 17=-B). THE STREAM OF DATA IS OFTEN DIVIDgD INTO
CHARACTERS (OR BITS) AND SENT EITHER SERIAL-By ~CHAQACTER,
SERIAL-BY-BIT; OR SERIAL-BY CHARACTER, PARALLEL~-BY-nIT. IF THE
CHARACTERS ARE COMPOSED OF SIX BITS EACH, THEN SIX ( INES wouLD
BE NEEDED FOR TRANSMNISSION IN A SERIAL-BY-CHARACTER,
PARALLEL~BY-BIT SYSTEN, IN SPITE OF THE OBVIQUS COeT
DISADVANTAGES OF MAINTAINING SIX LINES OVER A LONG pISTANCE
INSTEAD OF ONE, THERE IS THE ADVANTAGE THAT ALL SIX BITS (I.E,

ONE CHARACTER) WILL REACH THE RECIVER AT THE SANE TyME

(B) SYNCHRONOUS VS ASYNCHRONOUS TRANSMISSION - WIyH
SYNCHRONOUS TRANSMISSION, A MESSAGE IS SENT IN A COnTINUOUS
CHARACTER (OR BIT) STREAM, WITH ASYNCHRONOUS TRANSyISSION,
SOMETIMES REFERRED TO AS 'START-STOP' TRANSMISSION, A MESSAGE
IS DIVIDED INTO SEGMENTS (CHARACTERS, OR BITS) AND oNE SEGMENT
IS SENT AT A TIME., THE SEGMENT IS INITIALIZED BY A 'START?
SIGNAL AND TERMINATED BY A 'STOP' STGNAL, IN A SYNCHRONOUS
TRANSMISSION, A SYNCHRONIZING SIGNAL IS SENT AT SPECIFIED TIMEg
TO ENSURE THE SYNCHRONIZATION BEYWEEN TW0 TERMINAL NODES, WHEN
TERVINALS TRANSMIT TO EACH OTHER CONTINUOUSLY wITH pEGULAR
TIMINGs SYNCHRONOUS TRANSMISSION CAN GIVE THE WOST pFFICIENT
LINE ULILIZATION (I.E, FASTER, NORE ACCURATE, MORE cOMPACT,)
'HOWEVER, START-STOP TERMINALS ARE GENERALLY LESS EXpENSIVE THAN

SYNCHRONOUS TERMINALS,
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(C) BIT OR CHARACTER VS BLOCK TRANSMISSION -

THE TRANSMISSION METHODS DESCRIBED ABOVE ARE USED PRIMARY
FOR TRANSMITTING SINGLE ITEMS (E,G, BITS) OR SMALL gROUPS OF
ITEvS (E,G, CHARACTERS, OR WORDS). MUCH OF TRANSMIcSION THAT
TAKES PLACE TO AND FROM SWITCHING CENTERS IS OF LARGE BATCHES
OF ITEMS (E,G, MESSAGES), 1IN FIG,1gs WE SEE THAT T,0 CONTROL
CHARACTERS *STX' (START OF TEXT) AND ‘*ETX' (END OF JEXT)
ENCLOSE A SEGUENCE OF CHARACTERS THAT IS TO BE TREA1ED AS AN
ENITY AND IS REFERRED TO AS THE 'TExTr, IN THIS MOpE OF
TRANSMISSION, A MESSAGE HEADER IS ACCOMPIISHED WITH THE TEXT.
IN GENERAL, THE HEADER PRECEDES THE TEXT AND CONTAINS THE

ROUTING INFORMATIONS AS SHOWN FIG, 18,

3,2.3. A SWITCHING CENTER

AS DISCUSSED IN SECTION -%=- A NMESSAGE SWITCHING cENTER
STANDS AS A DESSION MAKER FOR THE ENTIRE COMMUNICATION FLOw, WE
SUMMARIZE THE CPERATIONS PERFORNED BY THE SWITCHING CENTER BELOW:

1. THE CENTER ACCEPTS NESSAGES FROM REMOTE TERNMINALc.
2. THE CENTER DETECTS ANY ERROR IN TRANSMISSION AND REQUESTS A

RETRANSMISSION OF FAULTY VMESSAGES.

3. ON RECEPT OF A MESSAGEs IT ANALYZES THE MESGAGE'e HEADER TO

DETERMINE THE OESTINATION QR OESTINATIONS TO WHIcH THE

VESSAGE MUST BE SENT,
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G

9

THE CENTER MAY ANALYZE THE HEADER FQR A PRIORITY INDICATION
CR SOME NECESSARY PROCESSING INDICATION, ANp THEn STORES ALL
NESSAGES,

THE CENTER REDIRECTS MESSAGES FROM THE STORE AND SENDS THEM
TO THE DESIGNATED TERMINALS,

IF MESSAGES ARE SENT TO A DESTINATION AT WHICH ThE TERMINAL
IS TEMPORARIALLY INOPERATIVE, THE CENTER INTERCEpTS THESE
MESSAGES., 1T MAY REROUTE THEM To ALTERNATIVE TERMINALS OR
IT MAY STORE THEM UNITL THE INOPERATIVE TERMINAL IS WORKING
AGAIN,

THE CENTER MAINTAINS AN AWARENESS OF THE STATUS AF LINKS AND
TERMINALS WHICH ARE CONNECTED 710 IT,

THE CENTER MAY CONDUCT A STATISTICAL ANALYSIS OF THE TRAFFIC
THAT IT IS HANDLING,

THE CENTER MAY MAINTAIN A LOG FILE AND AN ACCOUNY SYSTEW,
WHICH PERIODICALLY PRODUCES REPORTS OF ITS QPERATION AND

BILLS FOR USERS,



NETWORK RESEARCH 13 DEc 71 =1

4, A TwO LEVEL VIEW CF A COMPUTER NETWORK

DATA COMMUNICATICNS AND CONPUTER'NETWORRS HAVE RgCENTLY
BECOME A SUBJECT OF CONSIDERABLE INTEREST IN THE FIELD OF NETWORK
RESEARCH, IN THE PRECEDING SECTIONS: wE HAVE DISCUSSEp SOME MAJOR
CHARACTERISTICS IN TERMNS OF GLOBAL AND LOCAL POINTS OF VIEW, 1IN
THIS SECTION AND IN THE FOLLOWING SECTION, A BRIEF DIS;USSION OF
THE COMPUTER NETWORK WILL BE PRESENTED, BY THE TERM 'cOMPUTER
NETWORK®' WE MEAN THE DEFINITION AS DEFINED BY THE 1968 NETWORK OF
COMPUTER CONFERENCEL 3., THAT IS,

'*COMPUTER NETWORK': A SINGLE COMPUTER CENTER HAVING
A MULTIPLICITY OF REMOTE TERMINALS,
'*NETWORK QF COMPUTERS*: TWO OR NORE COMPUTER SySTEMg ywHICH
COMNUNICATE WITH ONE ANOTHER, AND
(1) MAY HAVE THEIR bWN FANILY OF REMOTE TERMINALc»WHERE A
TERMINAL IS CEFINED AS THE FIRST ECHELON HARQWARE
BEYOND THE COMPUTER INTERFACE: AND
(2) MAY BE, BUT NOT NECESSARILY MUST BE,» GEQGRAPRICALLY
SEPARATED.

A TIME-SHARED COMPUTER SYSTEM IS ESSENTIALLY A COyPyTER
NETWORK BY THE ABOVE DEFINITION, TwQ OR MORE COMPUTER SYSTENMS
SEPARATED EITHER PHYSICALLY OR LOGICALLY, YET CONNECTEQR:
CONSTITUTE A NETWORK OF COMPUTERS, SOME EXAMPLES OF NeTyORKS CF

COMPUTERS SUCH AS THE ARPA NETWORKL 1, AND THE 0CTOPUc NETWORKL 13
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ARE BRIEFLY PRESENTED IN THE NEXT CHAPTER, IN THIS CHAPTER, A
GENERAL TIME SHARING SYSTEM IS PRESENTED FROM THE vIEWe OF GLORAL
AND LOCAL STUDIES,

4,1, GLOBAL VIEW OF A COMPUTER NETWORK

TIME-SHARED COMPUTER SYSTEMS WERE DESIGNED TQ OVER COME THE
SHORTCOMINGSS OF THE TRADITIONAL BATCH OPERATING 'sYSTEyw. THESE
SHORTCOMINGS ARE : (1) USERS MUST WAIT AN HOUR OR MORE (EVEN
THOUGH A MINIMUM AMOUNT OF SERVICE VAY BE REQUIRED) i (2) MANY
APPLICATIONS, SUCH AS REALTIME INTERACTIONs ARE IMPOSS{BLE TO
CARRY OUT. 1IN A TYPICAL TIME-SHARING SYSTEM, THE USER
COMMUNICATES WwITH A SMALL INTERMEDIATE CoMmPUTER WHICH nAS
SIMULATANEOUS CONVERSATIONS WITH MANY DIFFERENT UgERS., 1IT
INTERRUPTS A LARGER CENTRAL PROCESSOR ONLY WHEN A USER NEEDS
COMPUTING SERVICE» CUSTOMARILY FGR A VERY BRIEF PERIOD OF TIME,
THE CENTRAL PROCESSOR'S TIME IS DIVIOED INTO SMALL TIMg sLICE
(SEGMENTS)» AND A USER CAN OBTAIN A QUICK SHOT OF PROCFSSING ON
OEMAND, IN A WELL-ORGANIZED SYSTEM, THE AVERAGE ySER cAN EXPECT
RESPONSE TIMES WITHIN TEN SECONDS AND, AS MANY AS A DO,EN SERVICE
REQUESTS PERFORMED WITHIN THE SPAN OF FIFTEEN MINyYTES, THUS, A
TIME-SHARED SYSTEM ALLOW THE USER TO INTERACT EFFECTIVELY wITH HIS
PROGRAV,

THE TIME-SHARING USER SITS AT A TERMINAL DEVICE S;/CH AS A
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TYPEWRITER,» TELETYPEWRITER» OR CATHOCE-RAY DISPLAY HAV{NG ROTH
INPUT AND OUTPUT FACILITIES., THE USER TYPES HIS PROGRAM INTO THE
SYSTEM IN A NATRUAL MANNER AND RECEIVES ERROR MESSAGES AND
ANSWERS, THE TERMINAL DEVICE ACTS AS IF 1T WERE DIRECYLY ATTACHED
70 THE COMPUTER. IN ESSENCE THEN, A PORTION OF COMPUTER MEMORY,
INPUT/OUTPUT FACILITIES, AND ALL ASSOCIATED FACILITIES ARE
PROVIDED AT EACH REMOTE TERRMINAL SITE,

THE COMPLEX OF THESE ACTIONS CAN BE STUDIED BY TrACING THE
VARIOUS STATES THROUGH WHICH A PROGRAM PASSES DURING TwE TIME IT
IS ACTIVE., THE FOLLOWING IS AN EXANMPLE WHICH ILLUSTRATES A
TYPICAL FLOW THRQOUGH A TIME-SHARED CCMPUTER SYSTENM AS cHOWN IN
FIG, 19,

1. A USER SITS DOWN AT HIS TERMINAL AND TURNS 1T ON, IF IT IS
DIRECTLY CONNECTED, OR DIALS THE COMPUTER, 1F IT IS
CONNECTED BY SWITCHED TELEPHONE LINE, THE COMMUNyCATION yUNIT
(CU) RECEIVES THE CALL.

2, THE CU *INTERRUPTS® THE CENTRAL PROCESS UNIT (CPp), A
'PRIORITY ROUTINE' DETECTS THAT A NEW JOB Ig REGIRE TO BE
ESTABLISHED. IT ALLOCATES AND INITIALIZES CERTAYN TABLES,
ASSIGNS A JOB IDENTIFIER, AND ACQUIRES A BLOCK O CORE FOR
ACCEPTING THE INPUT FORM, AND CONMMUNICATES wITH yHE
TERMINAL, CONTROL THEN RETURNS TO THE INTERRUPTgD PROGRAN,

3. A SYSTEM SIGN~-ON MESSAGE IS SENT TO THE TERMINAL To INCICATE
THAT THE SYSTEM IS READY T0 ACCEPT HIS COMMAND, THE JOB 1S

NOw IN THE *'COMMAND STATE', TO ACCEPT INPUT COMMANDS TO THE



‘ ;"\/i 2.roy 7 ;\«( ac(’u ( LAY ‘;/
- — .- v 7__. i e — e e ——— —— l O...._,.. - e a e e e ——
tD‘E.’. yres s
SRS S e e e R Y s e e j e+ e e
Tttt T - i T JU D T T
: == __|
_ ) N B ] S e o ]
e et e e e - - e S S RS — . e ——— v e e —
o N “—I
- aaadl Elhatecid ---—:/'_\ ”ﬁ - e oo e W - Cc:a‘%+f'“%£Y Sttty RS SRR S — = e
Cru L == ] |
T T NMosduies 1/ M S
e e T N Y N ::._:_;D__-..__. e
Loniyo 14y ’ )
| s
C SPNnt A AL Q:j&'. @ Cor'\. Wi (‘n,H
e e e e - . e e e
i T o ] “‘“““{ .
S A SV I ! BN SO SO s v mums BN e .
‘i) ‘ C‘? 8 &‘? L ) o o (|> (I) o (/?'“—Mv“\- AN
o
e e s e = — [N RS et P X R SN IV 5 et e e s el e
A 0 S R
e e o =2 b & I S
— : =~ : B R ;A
e e e ./é'ffﬂ‘ L ‘_/\C,.‘ -___/‘.7/1,_ :{"‘._?’/7/';/-"/1;, u”’.( .- {:_._(;':‘ el T 7/-); ‘;;-.;//{../A- ———— -
!f// ,/ 3



NETWORK RESEARCH 13 DEe 71 y-u
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SYSTEM, NOTE THEN AT THIS STATE, THE SYSTEM WIL; INTERPRET
ANY SENTENCE THAT THE USER TYPES AS A COMMAND ANp wILL
SEARCH FOR THE CORRESPONDING INTERPRETATION,

THE CU CONTINUES To READ COMMANDS FROM THE COMMUNICATION
LINES INTO THE BUFFER STORE, AT THE SAME TINE AS THE
COMPUTER IS PROCESSING OTHER TASKS,

AT EVERY FIXED TIME PERIOD, THE CPy POLLS THE CHaRACTERS
FRCM THE CU'S BUFFER ONE CHARACTER AT A TIME, Ig THE
CHARACTER JUST POLLED IS NOT A CARRIAGE RETURN INDICATOR, IT
wILL BE ADDED TO THE BUFFER; OTHERWISE THE 'SYSTEy COMMAND
INTERPRETER WILL BE CALLED, AND A SEARCH FOR THE
CORRESPONDING INTERPRETATION PERFORMED. THE JOB IS NOW IN
THE 'READY FOR PROCESSING' STATE, AND REQUIRES AYTENTION
FROM THE APPROPRIATE SCHEDULING ALGORITHMS,

CNCE THIS PROGRAN HAS BEEN SCHEDULED FOR EXECUTIaN, IT IS IN
THE 'PROCESSING' STATE. NOTE THEN AT THIS STATE ANY
NONCOMMAND STATEVMENTS WHICH THE yYSER TYPES IN wI L BE
TREATED AS INPUT DATA AND STORED IN THE INPyT BUEFER,
WHENEVER THE INPUT BUFFER BECONES IN DANGER OF OyERFLOWING,
THE CPU STOPS POLLING CHARACTERS FROM THE Cy FOR THAY
BUFFER. THIS MAY THEN CAUSE THE INPUT BUFFER OF THE Cu 70O
BECOME IN DANGER CF OQVERFLOWING, IF OVERFLOW OCcURS THE Cu
wILL THEN LOCK AND INFORM THE USER BY SENDING A +WAIT!
VESSAGE TO THE TERMINAL,

WHENEVER THE USER's PROGRAM REQUESTS INPUT DATA gROM THE
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TERMINAL, THE SYSTEM EXAMINES THE INPUT BUFFER BglLONGING TO
THAT USER, IF THERE IS SUFFICIENT DATA IN THE B FFER, DATA
IS TRANSFERRED TC THE USER'S PROGRAMy» WHICH CONTYNUES TO
RUN. IF THERE IS NOT SUFFICIENY DATA IN THE BUFFER» THE

SYSTEM WILL PLACE THE PROGRANM IN THE tINPUT WAIT. STATE, IT

1S THEN TEMPORARILY IGNORED BY THE SCHEDULING MACHNISM yNTIL

THE USER HAS INPUT ENOUGH DATA, NOTE THAT WwHEN +HE DATA 1S
VOVED FROM THE INPyUT BUFFER AND THE OVERFLOW CONpITION NO
LONGER EXISTS, THE SYSTEM wILL PyT THAT BUFFER InNTO THE
POLLING LIST. AT THE NEXY POLL TIME, THE Cy WILL uUNLOCK THE
TERMINAL AND WILL SEND A 'READYY MESSAGE TO INFOgM THE USER
THAT THE SYSTEM IS READY TO ACCEPT INPUTS,

A PROGRAM MAY GENERATE OUTPUTS TO THE TERMINAL, THESE
OUTPUTS ARE FIRST STORED IN THE QUTPUT BUFFER ANp THEN SENT
THROUGH THE CU TO THE TERMINAL, IF THE PROGRAM GENERATES So
MUCH OUTPUT THAT THE OUTPyT BUFFER BECOMES IN DANGER OF
OVERFLOWING, THE SYSTEM wWILL PLACE THE PROGRAM InNTO THE
'OUTPUT WAIT' STATE,

A PROGRAM MAY REFER TO A FILE IN ApuxILARY STORAGg, IN THIS
CASE, A 'FILE READ' OR 'FILE WRITE' REQUEST wILL BE SEND TO
1/0 CHANNEL, IF THE CHANNEL OR DEVICE IS BySY Op THERE ARE
EARLIER REQUESTS FoR THAT FILE, THE PROGRAM IS TrEN PUT IN

THE 'FILE WAIT' STATE.

10. WHEN A PROGRAM IS IN ONE OF THE WAITING STATES, IT wILL

CAUSE CONTROL TO BE RETURNED TO THE SCHEDULING RQUTINE, AND
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THIS WILL IN TURN GIVE CONTROL TO ANOTHER JOB. tHIS INSURES

THAT THE CCMPUTER wILL PERFORM OTHER WORK WHILE THE ABOVE

PROGRAM WAITS, |

11, AT SOME LATER TINE, SOME QTHER JOB WILL BE INTEQUPTED

BECAUSE THE WAiT CONDITION WHICH CAUSED THE DEDRICATED JoB TO

BE HELD UP HAS CHANGED, IN SONE CASES, THE PROGRAM 1S

PLACED INTO 'READY FOR PROCESSING' STATE, THE ENnTIRE

PROCESS FORMS A LOQP FROM STEP 5t THROUGH 11, UNTIL THE

PROGRAM FINALLY TERMINATES,

THIS COMPLETES THE LIFE OF A JOB IN THE SYSTEM, THE USER
MAY SEND AN 'END OF TRANSMISSION®' SIGNAL WHICH CAyUSES tHE *'Cu*

RELEACE THE COMMUNICATION LINE AND BUFFER,
4,2, LOCAL. OR PROCESSOR VIEW

THERE ARE THREE BASIC COMPONENTS IN A COMPUTER NpTWORK @
(A) COVMMUNICATIONS FACILITIES ANC THEIR INTERFACEg TO nlGITAL
EQUIPMENTSs (B) COMPUTER HARDWARE AND SOFTWARE, AND (Cy RENOTE

USER'S TERMINALS,
4,2.1. COMMUNICATION FACILITIES

THREE MAJOR COMMUNICATION FACILITIES HAVE BEEN USeD IN THIS

EXAMPLE: LINKS, SWITCHING CENTERS, AND COMMUNICATION CoNTROL UNIT,
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MOST OF THE FUNCTIONS HAyE BEEN DISCUSSED IN SECTION #*_%, A
FUNCTION WHICH SHOULD STAND OUT, HOWEVER, 1S THE cOMMUnICTION
CONTROL UNIT, A TYPICAL COMMUNICATICN CONTROL UNIT IS SHOWN IN
FIG, 20. AS SHOWN» THERE ARE TWO LINE CONTROLLERS PER CHANNEL (OR
LINK)y» ONE FOR THE INPUT AND ONE FCR THE QUTPUT, THIS Is THE CASE
IN ALL chMUNICATION CONTROL UNITS EXCEPT THOSE OpPERATING ON THE
SIMPLEX PRINCIPLE (I,E. ONLY ONE FIXED DIRECTION), THg MAJOR
FUNCTIONS OF A COMMUNICATION CONTROL UNIT ARE LISTED Ag FOLLOWS:
(A) INPUT |
(1) RECIEVE AN INPUT REGUEST FROM ONE OF THE LINE CqNTROLLERS.,
AN INPUT FLAG OF THAT CONTROLLER IS SET TO PREVANT THE
JINPUT/OUTPUT CONFLEIC,
(2) THE COMMUNICATION CONTROLLER EXAMINES THE LINE cONTROLLERS
SEQUENTIALLY. WHEN IT FINDS ONE wHICH HAS RAISeD ITS INPUT
FLAG, IT STOPS AND ASSEMBLES ON THE INCOMING CHARACTER IN
THE wWORD BUFFER,
(3) WHEN THE wORD BUFFER IS FuLlL, THE COMMUNICATION CONTROLLER
GENERATES AN INTERRUPT SIGNAL TO THE CPU, THIS WILL CAUSE
THE CPU TQ FETCH THE ASSEMBLED wORD IN MEMORY,
(B) CUTPUT:
(1) WHEN THE CUTPUT BUFFER HAS COVPLETED OUTPUTTING ALL
CHARACTERS, IT RAISE AN OUTPUT-CONPLETED FLAG,
(2) THE COMMUNICATION CONTROLLER STQPS ITS SCAN AT tHIS LINE
WHEN THE OUTPUT-CONPLETION FLAG IS SENSED AND SgNDS AN

INTERRUPT TO THE CPU.
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(3) THE CPU CHECKS TO SEE IF ADDITICNAL MESSAGES ARg TO BE
OuTPUT, IF SO, THE CPU SEND A wORD TO THE COMM_NICATION
CONTROLLER,

t4) THE COMMUNICATION CONTROLLER CEPOSITE THE woRD N A

APPROPIATE QUTPUT BUFFER AND CONTINUES ITS SCAN,

4.,2.2, COMPUTER

A COMPUTER CONSISTS OF AT LEAST THE FOLLOWING COMpONENTS:
MEMORIES, PROCESSORS» PERIPHERALS, AND CHANNELS,., THE
COMMUNICATION BETWEEN ANy PAIR OF COVNPONENTS IS VIA CHaNNELS wHICH
PROVIDE BOTH 'DATA AND CONTROL' INFORMATION PATHS, HERE WE
DISCUSS BRIEFLY, SOME PRIMARY FUNCTIONS OF EVERY COMPONENT, FOR
MORE DETAILED INFORMATION, REFER TC C 3,
(A) MEMORY COMPONENTS:
ALL MEMORY COMPONENTS ARE FUNCTIONALLY SIVMILAR pECAUSE THEY
STORE PROGRAMS WHILE THEY ARE BEING INTERPRETED By A
PROCESSOR; STORE DATA FOR PROGRAMS; AND STQRE OyHER STATE
INFORMATION AS REQUIRED BY THE PROCESSORS, A MgMORY
COMPONENT MAY BE DESCRIBED BY: (1) THE NUVBER qoF
INDEPENDENT MEMCRY MODULES,
(2) THE PROPERTIES OF EACH MENORY MODULE
+ THE DATA WIDTH (I1,E., WORC LENGTH)OF INFORMAYTIQN
ACCESSED AT ONE TIME,

» THE QUANTITY OF INFORNMATION STORED,
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. THE ACCESS TIME (I,E, THE TIME THE MODyLE RpQUIRES TO
OBTAIN DATA, GIVEN THAT THE MOpULE IS FREE, FROM THE
TIME AN ACCESS REQUEST HAS BEEN MADE),
. THE CYCLE TIME - THE TIME THE MODULE REQUIRFS To
COMPLETELY ACKNOWLEDGE A REQUEST,» AND BECOME FREE FOR
THE NEXT REGQUEST,
. MEMORY FAILURE PROBABILITY (INCLUDES DETECTFD FATLURES
AND UNDETECTED FAILURES),
(3) ADDRESS SCHEME - THE METHOD USED TO ASSIGN pHYSICAL
ADDRESS.
{B) PROCESSOR COMPONENTS:
A SINGLE COMPUTER MAY HAVE ONLY ONE PROCESSOR, WHILE &
MULTI-PROCESSOR COMPUTER HAS MORE THAN ONE PRECESSOR,
PROCESSORS CONNECT WITH MEMORY COMPONENTS AND ENACT USER
COMPUTATIONAL PROCESSES, A PROCESSOR CaAn BE cPECIFIER By
THE FOLLOWING PARAMETERS:
(1) INSTRUCTION SET ABILITY
. PROCESSING TIME REQUIRED FOR A GIVEN INSTRUCT{ON OR
ALGORITHM.
. MEMORY SPACE REQUIRED FOR A GIVEN INSTRUCTION OR
ALGORITHM,
(2) THE NUMBER OF PROGRAMS WHICH ARE RECOGNIZED Ac
INDEPENDENT PROCESSES,
(3) PROGRAM SWITCHING (OR SWAPPING) TIME,

(4) THE NUMBER OF REGISTERS ASSCCIATED WITH A PROCESS WHICH
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RESIDE IN THE PROCESSOR AND MyST SWAPPED WHEN A NgW
PROCESS 1S SELECTED.
(C) PERIPHERAL COMPONENTS:
THE PERIPHERAL CQMPONENTS ARE THOSE DEVICES WHy{CH
ARE éHvSICAL AND LOGICALLY PERIPHERY OF A COMPUTERs E,G. 1/0
DEVICES, TERMINALS, FILE SYSTEMS, THE FOLLOWING pARANETERS
IN GENERAL, ARE USED IN DESCRIBING A PERIPHERAL CoMPONENT:
(1) CAPACITY OF THE COMPONENT,
(2) ACCESS TIME - INFORMATION SELECTION OR ACCEcS TIME VMAY
BE EXPRESSED IN TERM OF THE FOQILLOWING QPERA{ORS:
. RANDOM = DATA SELECTICN Is A CONSTANT AND INDEPENDENT
OF THE ADDRESS.,
« LINEAR - DATA SELECTION TIME VARIES PROPORTIONATELY
WITH THE ADDRESS REQUIRED,
o CYCLIC LINEAR -~ DATA SELECTION TIME yARIEc
PROPORTIONALLY WITH THE ADDRESS. ADDRESSgS ARE REING
CHANGED AUTOMATICALLY» AND TAKE ON CYCLIC VALUES AT
SOME RATE,
(3) ADDRESSABILITY OF INFORMATIQN,
(4) REPLACEABILITY OF INFORMATIGN,
(5) REMOVEABILITY OR PORTABILITYy OF INFORMATION
(D) CHANNEL COMPONENTS:
A CHANNEL PROVIDES A COMMUNICATION PATH BETWEEN TwO
DIFFERENT COMPONENT TYPES, THE FUNCTION OF A CHANNEL IS

NETWORK, THE
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NETWORK, 1IN GENERAL, THEY ARE PHYSICALLY IDENTIyY, THE
 FUNCTION OF LINKS IN A COMMUNICATION NETWORK WE wAVE BEEN

DISCUSSED IN SECTION *=-x,

4,2.3, TERMINALS:

IN GENERAL,» A DATA TERMINAL INCLUDES THREE MAJOR pARTS @ THE
LINE TERMINALS, THE LINE TERMINAL CONTROLLERS, THE INPLT/OUTPUT
DEVICES, A DATA TERMINA{ MAY OPERATE oN THE SIMPLEX PoINCIPLE,
USING EITHER AN INPUT OR AN OUTPUT FUNCTION, IN WHICH cASE ONLY
ONE LINE TERMINAL WOULD BE NEEDEC, A TYPICAL DATA TERyINAL IS
SHOWN IN FIG, 21. MOST OF THE FUNCTIONS MAY BE RECOGNyZED FROV

THE DCISCUSSION OF COMMUNICATION LINE TERMINALS,
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5, TwO LEVEL VIEW OF A NETWORK OF COMPUTERS

TO 1LOOK BEYOND THE PREVIOUS TwC SECTIONS,» NAMELY CoMMUNICATION
NETWORKS AND COMPUTER NETWORKS, WE COME TO THE NETWORK OF
COMPUTERSs WHICH ARE COMPUTER NETWCRKS CONNECTED TOGETWER. IT
wOULD,» PERHAPS, BE BETTER TO TALK OF A COMMUNICATION NpTwORK WITH
A SET GF COMPUTER NETWORKS CONNECTED To IT,

THE PAST FEw YEARS HAVE SEEN THE DEVELOPMENT OF SpVERAL
NETWORKS OF COMPUTERS, MOST OF THESE ARE RELATIVELY MqDEST
ARRANGENENTS FOR REASONABLY HIGH SPEED DATA LINKS BETWEEN TWO OR
THREE COMPUTERS PHYSICALLY LOCATED REASONABLY CLOSELY 1O ONE
ANOTHER, OR BETWEEN A LARGE COMPYTER AND ONE OR MORE
'‘REMOTE~-JOB=ENTRY' STATIONS, USUALLY SMALL COMPUTERS TWEMSELVES.,
HOWEVER, ONE NETWORK» NOw IN THE EARLY STAGES OF ACTUA, OPERATION,
IS CONSIDERABLY MORE SOPHISTICATED. THIS IS THE ARPA nNETWORK,
CURRENTLY THE ARPA NETWORK HAS OVER A SCORE OF NODES., pHYSICALLY
DISPERSED FROM CALIFORNIA TO MASSACHUSETTS (AND SOoON Tq INCLUDE
ENGLAND AND NORWAY). EACH NODE CONSISTS OF AN IMP (INYERFACE
MESSAGE PROCESSOR) TO WHICH IS CONNECTED ONE OR MORE Hq@ST
COMPUTERS (RANGING FROM THE PDP-11S TO THE ILLIAC-IV In SIZE): THE
IMPS ARE INTER-CONNECTED VIA HIGH BANDWIDTH TELEPHONE | INES, THE
DATA RATES AVAILABLE FOR DATA ( STREAMS OF BITS) ARE Of THE ORDER
OF 50+000 BITS PER SECOND AND THE DELAy IN ROUTING A NMgSSAGE

BETWEEN THE SENDER AND THE RECEIVER IS MEASURED IN TENc OF
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MILLISECONDS, THE COST OF SENDING DATA Is CONSIDERABLy LESS THAN
A DOLLAR PER MEGABIT AND WITHIN THE NEXT YEAR OR 's¢ THE NETWORK
wILL HAVE LARGE CAPACITY STORAGE DEVICES wHICH WILL PERMIT
INDEFINITE STORAGE OF INFORMATION AT A C0ST OF ABOUT OnE DOLLAR
PER MEGABIT, ALTHOUGH THE ARPA NETWORK IS STILL IN THE ADVANCED
DEVELOPNENT STAGE ITS FEASIBILITY HAS BEEN PROVED; IT 1S QUITE
CLEAR AT THIS POINT THAT SUCH NETWCRKS ARE TECHNICALLY FEASIBLE
AND THERE SEEMS NO QUESTION BUT THAT THEY WILL PLAY AN EXTREMELY
IMPORTANT ROLE OVER THE NEXT DECADE,

SEVERAL BRIEF EXAMPLES OF NETWCRKS ARE DESCRIBED Tq PROVIDE
ILLUSTRATIONS OF NETWORKS OF COVPUTERS, THE MORE INTEQRESTING
EXAMPLES ARE STILL IN THE PLANNING STAGE; THOSE THAT EyIST

CURRENTLY ARE HIGHLY SPECIALIZIED,

5.1, GLOBAL OR SWITCHING ORIENTED VIEW ¢

AS MENTIONED ABQVE, A NETWORK CF COMPUTERS IS A COjLECTION OF
COMPUTER NETWORKS CONNECYED TOGETHER By A COMMUNICATION NETWORK
(AS SHOWN IN FIG, 22), THE COMNUNICATION NETWORK CARRTES MESSAGES
IN THE *'STORE AND FORWARD' MANNER, EACH MESSAGE ENTERe THE
COMMUNICATION NETWORK IN A WELL-ARRANGED FORMAT REQUIRgD By THE
COMMUNICATION NETWORK, THE RESPONSIBILITY FOR PUTTING MESSAGES
INTO THIS FORMAT BELONGS TO A SPECIAL PURPOSE INTERFACF MESSAGE

PROCESSOR., THIS INTERFACE PROCESSOR CONNECTS A COMPUTER NETWORK
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7O THE COMMUNICATION NETWORK,» AND MAKES THE COMPUTER NgTwORK
BEHAVE AS A NODE IN THE COMMUNICATION NETWORK. FIGURE 23
ILLUSTRATES THE FORM OF THE NETWORK OF COMPUTERS, TO yHE USER OF
THE NETWORK, THE STORE-AND-FORWARD NATURE OF THE NETWORK MIGHT IN
SOME INSTANCES (E.G, RAPID~RESPONSE) BE HIDDEN. EACH nODE OF THE
NETWORK IS OF MANY KINCS, AND IN GENERAL MAY HAVE A DIgFERENT
INTERFACE PROCESSOR,

IN THIS SECTION WE PRESENT AN EXAMPLE OF A NETWORK PRQGRAY,
WHICH IS WRITTEN ON A BLOCK STRUCTURED TYPE OF * NETWOR
JOB-CONTROL-LANGUAGE', 1IN THIS EXAMPLE WE ASSUME THAT A
NETWORK~RELATED SOFTWARE, CALLED NETWORK=-CONTROL sUBSYcTEM (NCS)
HAS BEEN IMPLEMENTED IN EACH COMPUTER CENTER, THE NCS WILL ALowW
USERS AT THE TERMINAL OF A HOST NODE To CONNECT To OTHgR HOST
NODES: AND TO APPEAR AS REGULAR TERMINAL USER OF FOREIgN HQOST
NODES,

A USER AT THE HOST NODE z 1S SITTING AT A TELETYPg DIALED
INTO ITS HOST COMPUTER, HE WISHES T0 PROCESS SOME INFARMATION ON
THE HOST X AND THE HOST Yy COMPUTERS, A TYPICAL DIALOGE IS
ILLUSTRATED IN FIG. 24, THE MEANING OF EACH LINE OF TwE DIALOG IS
CISCUSSED HERE,

(1) THE USER SIGNS ON THE HOST 2z,

(2) A SEQUENCE OF HOST 2'S RUN COMMANDS,

(3) THE USER STARTS UP A NETWORK JOB By SPECIFYING tHE COVMMAND
SIGN ON THE NETWORK CONTROL SUBSYSTEM (NCS), ANp SPECIFIES

ALL NECESSARY INFQORMATION, SUCH AS NETWORK ACCEcS,
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(4)

(s)

(6)

AUTHORIZED IDENTIFICATION, BREAK KEY, ETC, A BrEAK KEY IS
USED TO IDENTIFY ANY MESSAGE FOLLOWING THE BREAk KEY TO BE
INTERPRETED LOCALLY RATHER THAN BEING SENT ON Tq THE

FOREIGN HOST,

THE USER REQUESTS THE NCS TC ESTABLISH A CONNECTION TO THE

HOST X. THE NCS wILL MAKE THE APPROPRIATE CONNgCTION

REQUEST THROUGH THE COMMUNICATION NETWORK (HIGHy LEVEL

NETWORK) TO CONNECT WITH THE HOST x, THE CONNE~TIONS wrILL

RE ESTABLISHED CONLY IF THE HOST X ACCEPTS THIS gOREIGN
USER,

THE USER IS NOW IN THE PRE=LOGGED=IN STAGE FOp THE HOST
X, THIS IS ANALOGOUS TO THE STANDARD TERMINAL (SER'S STATE
AFTER DIALING INTo A COMPUTER AND MAKfNG A CONNgCTION BUT
BEFORE THE RESPONSEBY THE COMPUTER,

THE HOST X RESPONDS TO THE USER'S REQUEST BY A <TANDARR
MESSAGE, FROM NOy UNTIL A BREAK KEY IS PRESSED, ALL

CHARACTERS TYPED ON THE USER'S TERMINAL ARE TRANSMITTED

UNALTERED THROUGH THE USER'S FOST (I,E, HOST 2), THE

COMMUNICATION NETWORK» AND THEN ON THE HOST X, THE USER
APPEARS AS A STANDARD TELETYPE (SER OF THE HOST X COMPUTER,
A SEQUENCE OF HOST X'S RUN COMMANDS CAN BE TYPEpn IN AS HE
WISHES,

A BREAK KEY IS PRESSED, THIS WILL THEN SwITCH yHE USER'S
STATE BACK FROM THE HOST X'S TERMINAL-USER TO TrE HCST 2°'S

TERMINAL-USER., THE CONNECTION BETWEEN HOST 2 AND HOST x IS
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RETAINED UNTIL THE NETWORK JOR IS TERMINATED
DISCONNECT COMMAND IS ISSUED,

(7) THE NCS IS CALLED AGAIN 70 ESTABLISH ANOTHER
BETWEEN THE HOST 7z AND THE HOST Y, THE USER
PRE-LOGGED~IN STATE OF THE HOST Y, WHEN THE
ESTABLISHED, THERE WILL BE TWO VIRTUAL LINKS

HOST X AND HOST Y, RESPECTIVELY,

DE~ 71 5=5

OR A

CONNECTION
IS NoW IN THE
CONNECTION 1S

WHyCH CONNECT

(8) A RESPONSE MESSAGE FROM HOST Y INDICATES THAT tHE USER IS

IN THE STATE OF HOST Y'S TERMINAL-USER, CHANCTERS TYPED ON

THE USER'S TERMINAL WILL BE TRANSMITTED INTO

THE HOST

JUST THE SAME AS THE STANCARD HOST Y'S TERMINAL.S DID, A

SEQUENCE CF HOST y*'S RUN COVMANDS CAN THEN BE TyPED IN AND

PROCESSED AT THE HOST Y,

(9) THE HOST Y'S NCS 1S CALLED BY THE yUSER. SIMILARLY FOR LINE

(3)+ A BREAK KEY IS SPECIFIED AND A CONNECTION 10 HOST x Is

REQUESTED. NOTE THAT THIS CONNECTION MAY BE

ESYABLISHED By

HOST Y THROUGH THE COMMUNICATION NETWORK T0 HOST X

(10) THE RESPONSE MESSAGE OF HOST X IS ROUTED THROUgH THE HCST

Y TO THE USER'S TERMINAL, THE ySER IS SAID T0 gE IN THE

STATE OF HOST X'S TERMINAL-USER, THE USER CAN tYPE IN ANY

HOST X CONMMAND HE WANTS AND PROCESSING IS PERFORMED AT rOST

X, ALTHOUGH, THE USER ENTERS THE GgAME STATE

AS IN LINE

(5)r THE MESSAGE ROUTING HKAS A SIGNIFICANT DIFFERENCE, 1IN

LINE (5), THE MESSAGES ARE ROUTED FROM HOST 2 TrRQUGH THE

VIRTUAL LINK ZX (MESSAGE SWITHING PATH ESTABLISHED BY THE
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COMMUNICATION NETWORK) TO HOST x, HERE, ALL MEQSAGES ARE
ROUTED THROUGH VIRTUAL LINKS 2Y, AND YX» To HOSy X« NOTE
THAT THE MESSAGES BETWEEN THE USER AND HOST X MaY TRAVEL A
LONGER DISTANCE THAN IT DOES IN LINE (S), BUT THERE IS A
VIRTUAL LINK BETWEEN HOST Yy AND HOST X» WHICH A LOWS THE
JINFORMATION TO MOVE AMONG THESE HOSTS Xp Y, AND 2,

(11) A BREAK KEY $ IS PRESSED TC INDICATE THAT THE |;SER WANTS
TO RETURN BACK TO HIS PREVIOUS STATE, NAMELY 'Ac A TERMINAL
USE HOST Y',

(12) THIS BREAK KEY ENDS THE STATE AS A TERMINAL=-USFR OF HOST
Y, AND ALSO RELEAGES ALL CONNECTION RELATIQNSHIpS WHICH
WERE ESTABLISHED By THE NCS OF THE HOST Y, AS cHOWN IN
FIG, 24,+ THE VIRTUAL CONNECTION BETWEEN THESE THREE HOSTS
IS NOW BACK TO THE CONDITION AS SHOWN IN (g). NOTE THAT
THE USER BECOMES A TERMINAL-USER OF HOST 2z (ITS LOCAL
HOST) ,

(13) THE NCS OF THE HEST Y IS CALLEL AGAIN TO olscoNNECf THE
VIRTUAL LINKS 2ZX AND 2Y,

(14) FINALLY, A BREAK KEY H TERMINATES THE NETWORK OB« THE
USER IS NOW RETURNED TO THE STATE oF THE STANDARD
TERMINAL-GSER OF ITS HOST, THIS ALLOWSTHE USER TO CREATE
AS MANY NETWORK J0BS HE WANTS WITHIN ONE STANDARD JoB,

(15) THE USER TERMINATES HIS JUOB BY A gTANDARD TERM{NATION
PROCEDURE,

* EACH OF THE ABOVE STATES CAN BE SUBSTITUTED BY THg ENTIRE
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OPERATIONS AS OESCRIBED IN EITHER CHAPTERS 3 OR 4

5.2, LOCAL VIEW OF A NETWORK OF COMPUTERS

A NETWORK OF COMPUTERS CAN BE DIVIDED INTO Tw0 GRqUPS, NANMELY
HIGH LEVEL COMMUNICATION NETS AND LOCAL NETS (SEE THE [LLUSTRATION
IN FI6, 25). THE HIGH LEVEL COMMUNICATION NET CONSISTc OF
COMMUNICATION NODES CONNECTED BY LINKS, THE LOCAL NETc» ON THE
OTHER HAND,» CONSIST OF COMPUTERS AND TERMINALS, WHICH ARE
CONNECTED BY LINKS, BETWEEN THE HIGH |LEVEL NETWORK ANp THE LOCAL
'NETS, THERE ARE 'INTERFACES' EACH HANDLING A MIXEpD COL) ECTION OF
SUBSCRIBERS WITHIN A LOCAL NET,
(A) HIGH LEVEL NET - A COMMUNICATION NET
THE HIGH LEVEL NET CARRIES MESSAGES IN THE
tSTORE=-AND-FORWARD' MANNER, THESE MESSAGES HAVE A ELL-FORNMED
FORNAT» AN EXAMPLE OF THIS FORMAT IS SHOWN IN fFIG, 6, IN
ORDER TO DISTINGUISH THE FIXED FORVATED MESSAGES BEyWEEN THOSE
MESSAGES THAT APPEAR IN THE LOWER LEVEL NET,» wE CAL ED THEN
‘PACKETS', THE LENGTH OF A PACKET IS FIXED AND CAN BE EQUALLY
DIVIDED INTO SEVERAL yUNITS. THESE UNITS SRE SOVETINES CALLED
*SEGMENTS', IN GENERAL.» THE FORNMAT OF THE FIRgT SEGMENT OF A
PACKET DIFFERS FROM THE REST SINCE IT CONTAINS THE yRANSMISSION
INFORMATION (CALLED 'ENVELOPE' ) OF THE PACKET, A 7YPICAL

EXANPLE IS SHOWN IN FIG, 27, THE FIRST FIELD QF THe FIRST



e

o \ T o . :
L " I . ". f . : l
\ . ' - .
A
\

e

01\7
T : P ;
oo . L

s I ;/“A

L}(vu— Q‘b “\—N"\ . ' ;' OﬁCn“v‘ v
/ N&h “,{ . N . - . . . S /1 .' i .
N : ] \ R

. B AR . ) .
L §4~ . ) \‘ - . PRI . e L e = - - . -t . - '. -
pe st s : * . !
/ O‘\.(Zb T (2 e \. : S i o “" 0. \

Fig. 25 Two=Level Viewed of a Network of Computers

Ndav L e

- '_ : . .\ . s - < p
R stf.wk". Y \ me

VL: ?'&‘

ru»t,( o
I
] '

:<

//t;\!t\r - éue,{

‘. ;\J‘t;tc.cl ‘(\



sY

b (DE

i

ar HO{ _‘MQS.SC&;‘;‘L TDY.-{.'

Ci'\n-o((

[\/(QJS o

'

s‘-m HEW C |

C-“Cb‘r'\"

[\/L(:/s ia JL&

s

)

(U

'y

T

C,l;“@k'

U o

mwuii

Ho«r\k' ~(—1I

lecl

C‘:&Lv‘f.

Fig. 26 An Format of a

i

e . U

S'*‘cw"“
of

Foquf

I r\cl.-‘_cni'o r

No-.in

-DQSthnj-_‘ani. Orr(-j;r\;x,lf{,r.

i
Nedle

Har\aﬁ h

Cyer

ST
I'1>.-
g
Oor:

‘Mo

communication Messagé

| Fig.'27 A Typical Examplé of a Message Header

-~
s N

PO
R

<fart of TaJQTf

- h A ’
IV\A" L‘V}\J\’

T S"t!'\‘r\cv*—-’:c\«' :
SN aoi-&

@Y?? .'\xfx.:t:-(s\\- '
4 N o (){.{

H‘?\"\C{r 10 2



NETWORK RESEARCH 13 DEc 71 5-8

SEGMENT DISTINGUISHES STANDARD PACKETS FROM LINK ME<SAGES AND
SERVES TO INDENTIFY THE START OF A PACKET, THE *INnICATOR?
(2ND FIELD) IS A TAG ALLOCATED TO PACKING DURING ITc STAY IN A
COMMUNICATION NODE AND REMAINS AS ITS IDENTIFICATION UNTIL THE
PACKEY HAS BEEN ACCEPTED BY THE NEXT COMMUNICATION ,ODE, 1IN
ORDER TO MINIMIZE THE PROCESSING TIME, THE PACKET ITe ALWAYS
LEFT IN ITS ORIGINAL STORE LOCATION AND IS REPRESENTED IN TRE
QUEUING PROCESS INDICATOR. THE INDICATOR IS ALSO UcED 710
ACCESS THE STORAGE AREA AT OUTPUT WHEN THE CONTENTS OF THE
PACKET ARE TRANSMITTEQ FORWARDS., FOLLOWING THE DESTINATION AND
ORIGINATION ADDRESSES MAY BE A 'HANDOVER NUMBER', HEN A
NUMBER REACHES A CERTAIN VALUE, THE PACKET WILL EITLER RETURN
TO ITS ORIGINATING NOPE OR DROP OUT FROM THE NETWORk. SINCE
THE OUPUT LINK TO BE ySED IS DETERMINED BY EACH NoDg IN TURN By
REFERENCE TO THE DESTINATION, BECAyUSE OF THE ADAPT{VE ROUTING
TECHNIQUE IT IS POSSIBLE UNDER HEAVy |LOAD CONDITIONc THAT A
PACKET MAY BE CAUSED TO CIRCLE ARCUND ITS REQUIRED pESTINATION
NCDE. THIS 'HANDOVER NUMBER® IS INCREASED BY ONE Ay EVERY NODE
TO PREVENT A PACKET REMAIN IN ORBIT FOR EVER, FOLLQWING THE
ABOVE INFORMATIONs THE FIRST SEGMENT MAY CONTAIN SOuE MESSAGE
CONTENT PROVIDED THAT THERE IS SONE MORE SPACE AVAI ABLE,
EVERY SEGMENT IS THE LAST IN A PACKET, EVERY GEGMENT ALSO
CARRIES A ' CHECK SUMt USED TO DECTECT ERRORS AND NqISES,
.CHARACTERISTICS OF THE COMMUNICATION NODE:

THE HARDWARE OF A COMMUNICATION NODE CONSISTS ~F A GENFRAL
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PRORPOSE COMPUTER AND SPECIAL UNITS DEALING WITH THp INPUT AND
OUTPUT OF EACH LINK, THE CONTROL PROGRAMS OF A COMyUNICATION
NODE HANDLE THE QUEUING AND ROUTING OF PACKETS, KEEp A CHECK ON
THE STATE OF ALL NEIGHBORING NODES AND LINKS AND PERFORM ALL
OTHER NECESSARY 'HOUSE KEEPING' OPERATIONS. A FIXEp AREA IN
ALL MANIPULATIONS ARE PERFORNED ON ITS STORAGE ADDRESS» WHICH
MAY BE THE INDICATOR oF THE PACKET, 1IN GENERAL, THFRE ARE
THREE TASKS OPERINING AT A PRIORITY INTERRUPT FASHIAN, THE
THREE TASKS ARE THE 'MAIN PROCESSORt, THE 'INPUT PRACESSOR® AND
THE *QUTPUT PROCESSOR:,

THE INPUT PROCESSOR PERFORMS THE IMMEDIATE SER\ICE OF
INPUT PACKETS AND SCHEBULING THE INPUT PACKETS FOR wAIN
PROCESSOR, THE MAIN PROCESSOR IS THE EXECTIVE wHICH HANDLES
THE QUEUING AND ROUTING OF PACKETS, THE OUTPUT PROCESSOR SENDS

THE PACKET THROUGH A FREE LINK TO OTHER NODES,
(B) THE INTERFACE:

IN PRACTICE THE COMMUNICATION NODE OF THE HIGH LEVEL NET
MAY CARRY OUT SOME OF THE INTERFACING FUNCTIONs, FgpR
SIMPLICITY, HOWEVER, wE WILL REGARD THESE FUNCTIONS To BE
CARRIED OUT BY A SEPARATE INTERFACE NQODE (OR COMPUTER). THE
COMMON FUNCTIONS IT PROVIDES ARE:
(1) DIVIDING MESSAGES INTO PACKETS AND RE-ASSEVMBLING WHERE
NECESSARY.,

(2) ADDING THE 'ENVE{OPE' (THE FIRST SEGEMENT) TO yHE PACKET
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IN FIXED FORMAT,
(3) ACCOUNTING,
(4) INTERPRETING COMMANDS AND NAINTAINING THE STAT(S
INFORMATION FOR EACH USER,
IN ADDITION TO THESE FUNCTIONS IT CARRIES OUT tHF ASSENVBLY
OF BITS OR CHARACTERS ITO MESSAGES AND THE CORRESPONDING

DISTRIBUTIO OF BITS OR CHARACTERS FQR APPROPRIATE PpRIPHERALS,
(C) THE LOCAL NET:

SUBSCRIBING NODES OF A LOCAL NET CAN BE DIVIDEp INTO TwoO
MAIN CATEGORIES:
(1) THOSE NODES HAVING SUFFICIENT INTELLIGENCE AND COMPUTING
FACILITIESs E.G., COMPUTER CENTER,
(2) LESS COMPLICATED NODES WHICH MAY NOT HAVE SUFFyCIENT
COMPUTING CAPACITY, E.G, DATA TERMINAL, MINICONPUTER,
THE PRIMARY CHARACTERISITICS OF THESE TW0 CATEGORIES oOF
NODES HAVE BEEN DISCUSSED IN THE PREVIQUS SECTIONS. FOR MORE

DETAILED INFORMATION REFER TO [ 1.

5.3. EXAMPLES:

WITH THIS GENERAL VIEW OF A NETWORK OF COMPUTERS, LET US

CONSIDER SEVERAL EXAMPLES,
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5.3,1. ARPA NETWORK

FIGURE 28 SHOWS AN INITIAL CONFIGURATION OF THE ApPA NETWORK,

THIS NETWORK PROVIDES STORE-AND-FORWARD COMMUNICATION PATHS
BETWEEN A SET OF 19 NOBEg IN THE UNITED STATES. THE CaMPUTERS
LOCATED AT EACH QF THE NQDES ARE HIGHLY INCOMPATIBLE (F.Ge »
S.D.,S. 940, DEC POP-10, IBM 360/67¢» UNIVAC 1108, GF 63ss ILLIAC
IVe TX-2, ETC,), THIS NETWORK IS DESIGNED TO ALLowW THeSE VARIQUS
HARDWARE AND SOFTWARE SYSTEMS TO COMMUNICATE AND COOPERATE WITH
ONE ANQTHER, THE PRINCIPLE MOTIVATION FOR CREATING TH1S NETWORK
IS 70 PROVIDE EACH OF THE COMPUTER RESEACH CENTERS THOcE SPECTAL
RESOURCES WHICH HAVE BEEN CREATED AT THE OTHER CENTERS, FCR
EXAMPLE, THE UNIVERSITY oF ILLINCIS WILL ALLOW ACCESS 70 THE
EXTREMELY HIGH PARALLEL PROCESSING SPEEDS OF ITS ILLIAc IV; THE
UNIVERSITY OF UTAH WILL SERVE AS A MAJQR GRAPHIC CENTER FOR
PICTURE PROCESSING,

IN ORDER TO INTERFERE LEAST wITKF THE EXISTING OPERATION OF
THESE VARIOUS FACILITIES, THE MESSAGE WANDLING TAGKS (pELAY,
ACKNOWLEDGMENT, ROUTING, BUFFERING» ETC.) ARE CARRIED aUT IN A
SPECIAL PURPOSE INTERFACE MESSAGE PROCESSOR('IMP') COL  OCATED wITH
THE PRINCIPLE COVMPUTER ( DENOTED *HOST* CQMPUTER ) AT gACH OF THE
COMPUTER CENTERS, THE COMMUNICATION CRANNELS WILL ( In MOST CASES
) BE 50 KILOBIT/SEC FULLY DUPLEX TELEPHONE LINE, AND OpLY THE
*IMP!S (NOT THE 'HOST') wILL BE CONNECTED (THROUGH TYPg 302 CATA

SETS) 70 THESE LINES. THIS COMMUNICATION NET, CONSISTING OF THE
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LINESy *IMP'S AND DATA SETS, SERVES AS THE STORE-AND FaRWARD
SYSTEM FOR THE *'HOST' CONPUTER NET, THUS, FOR TRANSMIcSION
BETWEEN UCLA AND UTAH UNIVERSITY(uU), THE DIRECT pATH oF
STORE~ANDFORWARD TRANSMISSION woulLD PASS THROUGH THE |« CLA HOST!
TO 'yCLA IMP' TO THE *'SRI IMP' 710 THE Uy IMP' ANpD THEN FINALLY TO
THE *Uy HOST', AS SHOWN IN THE FIG, 29, WHEN THE 'HOSy' HAS A
VESSAGE READY FOR TRANSSMISSION, IT wILL BE BROKEN INTs A SET OF
SMALLER PACKET (EACH SIZE APPROXIMATLY 1p24 BITS, CR LgSS) WITH
APPROPRIATE HEADER INFORMATION (AS SHOwWN IN FIG, 20), THE tIyvpe
WILL ACCEPT UP TQ EIGHT oF THESE (AN ASSENMBLY SET) AT aNE TIME,
THE PACKETS THEN INDIVIDUALLY MAKE THEIR wAY THRQUGH TWE 'IMP?
NETWCRK WHERE THE APPROPRIATE ROUTING PROCEDURE DIRECTc THE
TRAFFIC FLOW, FROM EACH *IMP' 70 'IVMP' PACKET TRANSMIcION, A
POSSITIVE ACKNOWLEDGMENT IS EXPECTED WITHIN A GIVEN TIvE 3 ABSENCE
OF AN ACKNOWLEDGMENT ( CAUSED PERHAPS BY CHANNEL NOISE, OR BY [ACK
OF BUFFER SPACE, ECT.) WILL FORCE THE TRANSMITTING *IMp' TO TRY
THE SAME OR SOME DIFFERENT CHANNEL FOR RETRANSMISSION, ONE OF THE
DESIGN GOALS IS TO ACHIEYE A RESPONSE TIVME LESS THEN 1,2 SECOND

(ROUND-TRIP) FOR SHORT MESSAGES,



st ~ 24 bits =
Leader (32 bits) ./'16
(00~~~ m—yi 4
Text of message (96 bits) |
100---n; em0
N\ |
N 16 bits of padding

added by the interface

Figure 29 A typical message from a 24-bit machine
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