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ABST&ACT

'Thé problem of determining the optimal design for a Mars roving
vehicle is considered.

A system model is generated by noﬁsideratioh of the physical
constraints on the design parémeters and the requirement that the system _'
bevdeliverable to the Mars surface.

" An expression which evaluates system performance relative to miséion »’
‘goals as a function of the design parameters only is developed.

The use of nonlinear programming techniques to optimize the'design
is proposed and an example considering only two of the vehicle subsystems
is formulated and solved.

Recommendations for future work are presented.
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~ I.. INTRODUCTION

Design,'in the sysfeﬁsv senge, is thé précésé of specifying the

R inférmation required by the subsystem dégigners.- This information

'i céﬁsistS-éf the operating requirements to be met by the subsystem, ana all
constraints under which the designer must work. For the designer of a
communications subsystem for example, such inputs might be that a pulse-
_code modulated subsystem capable of 'k' data rate, not td exceed 'y'

- weight, and drawing 'é' watts maximum power is.needed.

B Systems analysis is the task of determining an accurate system model.-
~ Required by this definition is the examination of all design trade-offs .

in the context of their effect upon the operation of the system as a whole.

For a system of non-trivial size, the.system design is composed of many
'parameters»and constraints, the interrelétionships between the parameters
may be complex, aﬁd it is necessafy to consider all of the‘parameters and
constraints cdncurrently. |
The task of optiﬁization requires that the manner iﬁ which the design
paraﬁéters réact‘is.known.  It iﬁplieé'the usé of a mathematical modei of
the system. In most applicatibns, the_qquations”of.the system model are
thelresult of previous work; usually done by the subsystem.designers. Agéin
usiﬁg the communications example, the system model can include an equation
~relating communications power input and subsystem weight. -This relationship
‘is simply a linear afproximat;on to a éurve fdrmedvby points corresponding
fo ofher communication subsystem designs for already existiﬁg units with
similar appliéation. Coﬁfidenée in the model equation is therefore based .
upoh the gssumption that it shouid be possible to design a communications

: subsystem whose power requirement and weight relate (at least approximately)

" as the equation predicts.



This example illustratés that‘éystgm desigﬁ is'rgally a 'closed-
ioop' pfoqess. Information ébtained'at the sﬁbéystem level of design
is required to obtain a'system model; which will be used‘eventuélly
- to speéify'paraméters that are inputs to the subsystem design ﬁrocedure.
In addition, modifications or innovationé in tecﬁnolpgy which occur on the
vsubsystem level (e.g., a newrmaterial makes it possible to reduce weight)
must be used to ppdaﬁe'tﬁe'system-model. It is’iﬁportant té recognize and
utilize this interplay bétwéen the two levels, for.to inacéurately constrain
tbe design in thg modeling stage will most often result in a non-optimal
solufion. |

It is infeasible to expect to be able to force the model to include all
possible design variations.. Radicaliy different approaches to a design
problem will in general have significantly differént effects on how-the design
- parameters relate. It becoﬁes neceésary then, to make certain assumptions
aﬁout'the system and subsystem configﬁrations. This in turn means that
optimizatioh for azsingle'model is not the end product of systems analysis °

simply because thererare probably other design alternatives not included

in that model. To claim that a system design is indeed optimal, it is necessary

to first consider the models corresponding to the set of all possibie assumptions.

The searcﬁ for the opfimum also implies that there is a standard by
which the system quality can be measugéd. This 'objective™ (or objective
" function) may or may not be uhique. Generally, the objective measures how
well the system ié fulfilling its purpose. If thére are alternaté-.ways of
describing how well the system performs, these too are inputs to the optimiza-
tion process and must be separately considered. |

In éddition there are assumptions that must be made about external
constraints (funding, deQelopment of new tecﬂnology, time schedules,.,f)

‘which may affect the design and may not be completely deterministic.



The many posSible.Combinations of design aésumptionS; objectives, ,
and external constraints ﬁake system optimization an exhaﬁstivé ﬁrocess
. in the sense‘that the solution must be obtained for many sets of inputs
before confidence in the validity of the optimum is achieved. Schematiéally,
the inputs to a single run of the optimization.process can be represented -
by Figure 1, where now, for a roving vehicle, mission goals are the determining
factors in formulating the system objective. The question.nOW is --= how ‘does

one go about determining the optimal system design?
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FIGURE 1. INPUTS TO THE ‘OP’I.'IMIZATION PROCESS



'A::'I.I. . THE SYSTEM DESIGN OPTIMIZATION PRéBLEM_A )

. '“éystem design is accomplishéd by éollecting all éonstfaints aﬁd
Atteﬁpting to sort ouf a feasible set of design parameters while keeping

i; mindlfhe objective of the system. ‘Individual subsystem designers are
'constrained.b& the-requireméﬁtS'of othe? éubsystemAdesigners. The pointing
errdr of the communications antenna will be affected by its power and weight
allqcations, which musf eventuallj depend upon how much weight and power afe
-allocated to the other subsystemsf Decreasing either antenna pointing power
or the weight allocated to the pointing apparatus will probably have - the
effect of increasing power“and/orvweight required:b& the electronics sectiqn.
of the cémmunicétions package or décreasing‘the performance level. The broblem,
then, is to specify a sét of design parameters (in this case, powervénd'weight
allocations and pérfofmance levels) that:will best achieve the objective of
the system.

fljhere willjgenerally be‘an.infinife nuﬁber'of setsHOf‘parameters.that"
will:conétitﬁté“a féééiblé;aﬁafécceptabié aé$ign (i.e;, oné that will operate
to.some measure of satisfaction).. The system designer is faced with the
problem of choosing oﬁe of fhese sets. He obviqusly wishes to choose-that
set thcﬁ will maximiie tﬁe gffgcti?eneSSAof the system while meeting ofher
coﬁstraints he faces such as cost éna time limitationms.
| Wﬁen the syétem is compleg“(which may be a result of having many

‘ design parameters to choose and/ofiéomp;ex interrelationships between the
parameters), the job of'making this choice can be more difficul£ than the
system modeling. Traditionall&, the ﬁethod has been to'choose some design~
parameters to satisfy a sysfem‘objective to some degree and then to use

the model to fix-fhe others. If this set is unacceptable, the désigner

must change some or all of his original choices and resolve until he is
'sétisfied' with the'sysfem design. Unfortunately, the nagging questi&n
: 6% whether there is a betfer solﬁtion remains. This drawback is inherent



' in the method because ofAits iack of nigor.

if tt is possible to deéoribo the effectivenes§~ofithe system as a
Vz'function of the design‘variébles, the optimal soiution can most.often be
1dent1f1ed | | |

The nonlinear programming (NLP) problem is:

" extremize (max or min): f(’§n)
subjoct to: - -'  ,gi(§n)';: 0. i=1,2,...fm
ERNCHREI 521,2,... k.

- where X is an n-vector of variables to be'ohosenvby thé optimization.
‘:The f;.gifs and hj's ané all sc;lan functionsv(possibly nonlinear) of the
components of x . Unless the solution is unique (implying that thore is
only'one way the system can be designed) or does not exist, it is necessary
tnat the numbér of equality-constraints be less than the number of variables
' ‘Ci.e., k<:n). |

| The NLP problem is a natural way to desoribe the problem of optimal
systen design. Stnceithe system design-is formulated as the determination
of n>design panameters, f(§n) becomes the objective function previously
discnssed.. The g; and hj fnnctions represent.the physical and external

constraints plaoed upon the choice of the n variables. The major advantage

of such an approach is that it allows all feasible designs to be identified

kA

and considered.

Thus, for a given set of assumptions, the optimization process will
consist of three parts:

1) formulation of a mathematical model of the system
(identification of constraints),

2) determination of the objective functlon in terms
of the model variables, and

3) imbedding the problem in the nonllnear programmlng
format and locatlng the optlmum

The modeling process is the determination of what the n variables



to be eValuatea are, and whaj relationships there must be between them
-in 6fder'for the sjstem design to be.thSically fealizable and to meet
any other constraints placed upon it. The model méy consist solely. of
‘."engineefing variables" (Qeights, powers, data transmission rates,
velqcitiés, ...) or it may include "managefial variables" (éost of components,
.man—ﬁours,...). | |
Suppose the results of modeling the sysfem yield~. 'm variabies, m

‘inequality constraints, and k equality relationships. ft is then poséible
(assuming that none of the equaiities is transcendental) to use the k
equalities to eliminate k of the n vériables both.iﬁ f(zn) and in all

) . om

the_gi(zﬂ), i=1,2,...,m, yielding a transformed objective fi(En—k

inequality constraints of>n—k variables arnd no equality constraints. ' If -
k! of the k equalities are transcendental (not algebraically solvable for any
of the variables), the number_of variables can be reduced to n—k+k', and
“there rémain k' equality coﬁstréints. _in éithertéase, cail the reduced set
of variables states. Then‘tﬁe order of the system design problem (number of
stat?s) ié n—k+k'.ﬁvTﬁé order fepresents %he number of independeﬂt design
decisibns that must be made by the optimization process, and givés some idea
as to the complexity of the problem for a particular system. Note that the
set of states ié not unique, because the k-k' variables that can be eliminated
is likewise not unique. | |

It is not necessary to eliminate ;11, or for that matter any, of the k-k'
variables. Whileireducing the ordef of the problem woula seem to simplify
the optimization procedure, this is not always the case. In the NLP solution,
'the partial derivatives éf all the scalar functions must be taken with respect
to each of the uneliminated.variables:(Ref. 1). 1If thg form of some of the
ﬁj's is ﬁot éufficiently simp}e, substitution using these equalities may
servé.to complicate the situation. (For an example of such a case, see the

section on modeling the thermal control subsystem.) Thus, it should remain

the designer's option to utilize the substitution for each of the equalities.



Figure 2 shous.thé.modgling and optimization process for a set of
assumptions. The '"optimum" value is in quotes because it is optimal
~'-only with respect to the validity of the input assumptions. The iteration

is with respect to changes in these inputs. Fér a collection of examples:

of optimal system design by NLP, the reader'is referred to Reference 2.
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/IIT., THE SYSTEM MODEL - 10

.. "A. . SUBSYSTEM MODELING

1._ COMMUNICATION SUBSYSTEM
; .~ The Earth/Mars communication subsystem is modeled as a direct two '
wéyﬁlink in the microwave spectrum between a Mafs Roving,Véhicle and an
* Earth communication station. A number of such models, Qith appropriate
Fixed parameters, would be requireé‘to describe all of the possi£le reiay'
vconfigurations which might bevuéed.

The communication link is divided inté an uplink to Mars and é,
"downlink back to Earth. Uplink parameters associated with the rover are
- found to be negligible in comparison to similar downlink parameters, and
were thus not considered difectly.

The downlink is composed of the spacecraft'tbansmitter;'a high gain
pafabolic dish ahfenna,'a standby low gain omnidirectioﬁai.antenna, a
. free space propagation'path, é highlgain pérébolic dish receiviﬁg'antenna,
'andvan ultra léw noise recéiver, as shownlin Figure 3.

';The first steé in the modeling task.is to describe the subsystem

mathematically in terms of link paraﬁeters. The list of parameters chosen
to model the link is givén in Téble 1. The.paraheters can be divided into
two classes: tﬁoée which are fixed by natﬁre, state of the art, or constraints;
and thoée which are design dependent, and therefore a function of the design
~ decisions made (e.g. link distance is fixed by nature, transmitter éfficienéy
.ié fixed by the state of theAart; hiwever, data rate is freerto vary over.
some range, as a functioﬁ~of the design chosen toAimplement the link).

Before proceeding fﬁrther,.it is necessary to make assumptions to .
ASpeCify.the fixed pafametérs and constrain the model sufficiently to allow
analysis: . ' ' o ‘p”

1. The carrier is X-band microwaves of wavelength 3.3 x 10_2

. ‘meters, which have been shown to be especially well suited

for high speed communications at Mars distances. (Ref. 3)
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P
ARAMETER SYMBOL UNITS
Data Rate R bits/sec
com
R.F. Power Output Pt watts
R.F. Efficiency e -
Power Input Pi watts
Rover Antenna Diameter D " meters
_ com
_Rover Antenna Pointing Error i degrees
Carrier Wavelength A meters
Weight (Mass) W, ‘kg
" Volume v, cubic meters
Heat -Dissipation Qc watts
Link Distance L ‘meters
qusg iemperéture Tn Oy
'Receiver Antenna Diameter D, meters
, Communication Efficiency (BO/B) -
TABLE 1. . .. COMMUNICATION SUBSYSTEM:

DOWNLINK PARAMETER LIST

12
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The grouﬁd station antenna is a 64 meter parabolic
dish. _(Ref[ 5)

The rover antenna is a parabolic dish with a pointing

| error of 1° (AA9= 1°). _

Uplink parameters are negiigiblei
The overall r.f, efficiency of the transmitter is
20%. This figure is obtained from a 25% TWT efficiency

and a very low exciter efficiency. (ref. 4)

'The worst case link distance of 5.7 x 1011 meters is

used.

Total equivélent noise temperatufe for thé receiving
system on Earth is the sum of the galactic_ahd'receiQer
noise temperatures, and was assumed to be 30°K. (ref. 6)

The communication efficiency, a measure of the ability of a

given modulation stheme to overcome additive channel noise,

is 5%. This corresponds to a 20:1 signal to noise ratio

in a typical PCM system.' (Ref. 7)

The above assumptions specify many of the entries in the list of parameters.

~ To further reduce the number of unspecified parameters, equationé-relating

the various. parameters can be found. .

1.

Conservation of energy allows two equations to be written:

Pt = e Pi

Q

c (1—e)Pi

Electronics weight is obtained as a function of power

input aione from data associated with various prediction

efforfs in Mars communication, as shown in Figure u; (Ref. 8)
W, =}_o.59 kg/watt P, + 34.0 kg

is found to approximate the functionality for Pi_exﬁressed

in watts and W, expressed in kg.
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15
3. Similarly, volume can be found to be related to power
.'inpuf‘in'a iike ﬁanner (Ref. 8). Tﬁe functionalityl'
is found to be approximately linear.
V_ = 8.3 x107°P, + 4.8 x 1077 'meters_
4. The weight of the antenné.and its associated‘steering motors
can be approximated as a function of antenna diameter,

D. ., in meters:
éom

- 2 '
Wog = 2:0D_  +5.0 kg. (Ref. 3, 9, 39)

e

At this point, note that there remain only three of the original
parameters in Table 1 which 5ave not -been either'specified by assumption
of related to another specified parameter by the simp}ifyiﬁg equations identi-
fied above: R, Pi and D. 1In otherswords, a kﬁowledge of these three
pafameters alone will., in the light of the basie assumptions listed, com—:
plétely specify all of the parameters identified at the begining of the
modeling task as being necessary to uniquely describe the entire subsystem,
Given these three parametefs, a subsystem could be buiit. However, not
'evefy subsysteﬁ would-satisfy the requirements which this subsystem is
being asked to satisfy. In other words, not any random choice of these para-
meters will produce a satisféctory éubsystem. .There must exist another
equation which will provide a ré}ationship which the defining parameters
.must satisfy. The equation sdughtvis the classic range equation for a-
noisy channel. N

4Por a "successfﬁl” subsysteﬁ; the signal power received on Earth
must be sufficiently large to'overcqﬁe the noise. The receiyed poﬁer is
- giyen by |
> P o= PthLpGr ,
where

Pr is received signal power,

Pt is transmitted signal power,



Gt'isvﬁfaﬁsﬁiﬁﬁ;ﬁg antenna gain, 10

LP is the space ipsé-atténuatibﬁ;
and

Gr is the receiving antenna gain;

Substituting known parameters, for’Pr and Pi in watts, Dcom»in
meters, the received power is found to be

P = 5x 1019 D2 .,
r e com 1

For the signal to overcome the noise, the following relation must

be satisfied for a PCMcgubsystem. (Ref. 7) t ?‘:
P .z 10'23(B/B0) - T Ry o
where
B/BO is thé inverse of thé cqmmunicgtion efficiency,
Tn is the system noise equi?alent temperature, OK,
and

‘R is the data rate in bits/sec.
com
lSubStitutipg known parameters and combining the above two relations
yields the desired state variable relationship,
L ) _
R <€ 42D P,
com com™ i _
Only choices of the three variables satisfying the above relationship will
specify subsystems capable of cohmunicating successfully with Earth.
Because it will obviously be advantageous to have the upper limit of the
equality satisfied, the equation becomes:.
R = 42.0D 2 P.
com com i
In summary, the communication subsystem can be modeled on the basis
of only two chosen parameters, as the third is determined by the range
.equation. If any of the assumptions made at the beginning of the analysis
were to be relaxed, then additional variables would be included to uniquely

specify the subsystem.

For the present model, if the total weight of the communications

subsystem (this includes antenna and electronics section) is denoted by
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com o .

Woom = 0-59P; +2.00 %4330 kg o @)
Volume uf the electronics section is specified by:

v, = (8.3 x 107 P, ¥ H.8x10-2 m3, (2)
and the data transmission rate (Rcom) is: |

Rcoﬁ = }42.0 DCom 2Pi bits/sec. . V (3)

2. SCIENCE SUBSYSTEM

~ The purpose of an unmanned Martian ro&ing veﬂicle (MRV) mission
wouid be to gather information about the planet, as well as to develop
the technology relevant io autonomous roving vehicles. A roving capability
makes it possible to conduct similar tests at manj different locations, or
to modify tests according to present location -and past expérimental results.
" The design of the science subsystem muét be based, upon knowing first what
information is sought, and second, how to endow éhe subsystem with the ability
to gather this information. |

The major thrust of a roving vehicle mission will be to determine the
probability of life on- the planet (Ref. 10, 24). Knowing whether life is
mére or less probable than was estimated bef§r¢ the mission would be an
acceptable result. In addition, a cohprehensive data-gathering program
tracking Martian surface parameters (temperatures, atmospheric compoéition,
surface gravity, seismological activity,...) will greatly increase the
tofal knowledge éf the planet's surface. Because several stationary landers
will proceed @n MRV mission, surface parameters will be known at some locations,
“and this second requirement takes on a slightly lesser priority.

Modeling ‘the payload. must result in relationghips between the major
parameters.of the subsysfem, especially those which will affect the design
.of other subéystems. These parameters include: 1) weight, 2) power
requirement, 3) st;tionary science time required, and 4) data processing

requirements. It seems that the only way to obtain empirical relationships
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.betweén these variables is to know Qhat equipmenf will be onboard.
However, until fhe'pafameters of the science subsystem have been chosen,
which is the result of the analysis, this information would normally not
be known. What can be.done is té éétablish a priority list for the
equipment, i.e., a list of which equipment will be added to the payload
asvwgight and power allotted to science are increased. The priority
list is set by defining what tests are needed to acquire the information
desired, ana then ordering these tésts according to which infgrmation
is deeméd mostvuseful. A heavy reiiance was therefore placed upon the
fesults of an extensive literature search ‘concerning planetary scientific
exploration and exobiology (Refs. 3, 10-24).
Science priorities (descending order) were determinea to be:

1. test for qualities (pr&perties)‘associated with life,

2. determine Mars surféce parameters at divérse locations

and times, and
3. have a "general chemical la?oratory" with the ability
to ﬁerform varied analyses and tests under earth command.

The assumption that the Martian bio-chemistry (if any) is earth-modeled.
is not warranted. Free water appears to be in short supply on the surface,
ultraviolet raaiation (1700-3000 %) fatal to most earth Qrganismé is
incident throughout what would be considered the biosphefe, and temperatures
lare low (180f3OOOK). Séme earth micro-organisms could survive on the planet,
but none have been found which could grow in the Martian environment at
the week rates of seasonal activity on Mars (the "wave-of-darkening,'" which
may be bio;ogical in nafure).

Life evolution normally ppogfesées through and mist exist first on
molecular, microbial, and the macroorganismic stages, Therfore, life-search

will be most efficient if tests are made for the qualities associated with
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life (attempting not to assume a specific bio-chemistry) at the” lower
- levels. | | |

Indications of the presencé of life may be'functionél (dynamical
and thermodynamical),-morphoLogical, and/or chemical. Testing for
functional qualities can be accomplished By qerfaiﬁ biological aétivity
tests'(radio-isotopé, turbidity, pH, calorimetric) which have been shown
to be adaptable to space scienéé requirements. Morphological propértiesjl
can be observed in the'large (television and television microscope) or én
the molecular level (optical assymmetry tests). Finally, the knowledge
of what chemical constituents are.pfesent on Mars will be of importance
for practically all studies, but épécifically for determining the possible
bio—chemistries. | |

| Determination of certain Mars surféce parameters can be accomplished
by Vikipé—1976—type meteorology and seismology packages (Ref. 3,22). In
-addition, tesfs for magnetic properties, surface gravity, and soil moisture
éhouid.be considered.

.Chemical-analysis will be accomplished by the use of‘a gas chromato-
A'graah—mass spectrometer (GC-MS) device. The device must be‘Capable of
pyrolyzing samples prior to analysis. Ref. 15 gives details.

" Certain portions of the TV microscope and chemical laboratory, seen
in the iiterature as the automated biological laboratory (ABL, Ref. 13),
may be used to give tﬁe sciehce package flexibility. The ABL is a general
reagent laboratory, which when equipped with a minimal numbef-of'motOr'
functions (moving samples, mixing, heating,...) will enable scientists on
earth to request certain tests based upon what the MRV has observed up
to that time.

Table 2 lists.science equipment in order of priority as chosen by
the authors along with other data important to the operation of the

package. Data processing requirements were not considered in this’first

analysis.
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TABLE 2. SCIENCE SUBSYSTEM: EQUIPMENT PRIORITY LIST AND SOME DEVICE
' CHARACTERISTICS . ' :
Equipment |performance/science stop - power
A activities time req'd.(sec)® | weight(lbs) (watts)
1. 2 cameras 3 pictures 3 x-10° 4.1 12
com
. . ’ R
2. optical soil, 1 air sample 145 2 1
activity
test
3. GC-MS test optical activity 400’ 24 60
samples '
L. radioisotope [l test . 90 6 -3
~growth test . '
5. Turbidity & 1 test 120 L 1
pH growth test :
6. calorimetric [l test 120 3 1
7. sound detec- [20 seconds. 30 . 0.5 1
tion '
8. magnetic test soil sample 20 0.5 0
properties "|(may require picture)
9. seismometry  [60 seconds 65 3.5 5
10. meteorology 1 profile of each.” 180 15 1
test L
11. soil moisture |1 test 30 2 25
12. surface 1 test 20 3 3
_gravity '
13, ABL#®% no pre-programmed ? 75 200
performance

%
=

w

is 15 sec., and soil samples require 60 sec.
time necessary to transmit the outcome of the activity.

portions of the total package may be used

all entries assume that time required to sample from the atmosphere

Time req'd. includes the




'Baséd upon the information in Table'2, two approximate rélationshiﬁs
between subsystém paraﬁetérs can bé derived by plotting cumulative fimev
and power vs. cumulative_weight (i.e., total weight as equipment is
added to the payload). The data points.are plotted in Figures 5 -and 6

along with linear approximations which are:

P . =344 W
sci sci
= : - . {10 -
esci 35775 wsci 235.0 . e i) (4)
. 3 x 10" . 3 x 10
TSCi = (Tesci - S )= 385.75 WSCi t— - 135.0 (5)
com . com .
where
Wsci = weight of science payload, kg
PSci = power required, watts
TSci = time required to obtain and transmit science data per
stop, sec
Tesci = time required to obtain science data per stop, sec
RCom = data transmission rate for science{déta, bits/sec. ’

Note the first instance of coupling befwéen subsystems. A communications
subsyétem parameter can be seen to directly affect the relationship betﬁeen
two of the science parameters.. |

A more accurate indi;atién,of the power requirement for science might
be the average power expended overitime as a function of total weight. In
" other words, the average power (Pscia) for any weight is the sum of all the
products of experiment power times:expefiment time, divided by the sum of all
the fimes. Suprisingly, this-nuﬁber is nearly coﬁstant with total weight,
and to a good approximation:

P . = 26 watts, - - 7 ‘ - (6)
scia ‘ ‘ _

3. POWER GENERATION AND STORAGE‘SUBSYSTEM
In order to meet any mission requirements, the Martian'rovipg vehicle

must contain a suitable power source. Suchca power generation subsystem

_must'be capable of sustained operation in a hostile environment and under
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adverse loading condifions. _References 25 and 26 develop a power system
' éomprised of_radioisotope thérmoelectrié generators (RTG{S) and hermeticaily
sealed batteries: the work ‘in this section follows substantially along the
same lines.

The power subsystem ié assumed to operaté in a dual-mode fashion:

thé batteries supply the énergy to Operate.the craft and‘are subsequently
recharged by the RTG's dﬁring "pest' periodSA(nQ.locomotion); The relation-
_ships.governing the functioning of this éuﬁsystem are based uﬁon the ekpression

Energy

- = Time
Power R

‘The préduct (Cav).(Dav) (ﬁb) represen%s the consolidated energy output
of all the batteries (humerator term in equation above). Acav represents
the‘avepage capacity of the cells in watt=hr[kg+mass; Dav is the mean depth
of discharge; and w)is the mass of the bgtteries (ké%mass). The subscript
av is used to obtain a Weighted.value of C and D éince more than one type>
of battery can be used simultaneously. The product (MRTG) (ORTG) represents
the power output in watts of the RTG's (ORTG ?giné the output in watts/kérmass).
An ekpression for the timevheﬁessary to reéharge the onboard batteries (Tr)
can be, obtained: . |

EgC ) (D_) (M)

Taw ==, .
r Mare? Orre) = Pagn

where Pstr is the power consumed by onboard vehicular subsystems while the
~vehicle is in the rechargipg state, and Ef is the depth of discharge divided
by the efficiency of the recharging process.

A similar equation results for the case of the vehicle in the roving

state : .
] i de(cav) (Dav) (1) - E r.
- )
rov Porop * Py - (Mprg) (Oppg?

where T is the maximum time allowable for locomotion, P is the power
_ rov . prop
used to propel the vehicle, and va is the power used by onboard subsystems

while the vehicle is moving (exclusive of P ). E_. is the depth of
: prop fd
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discharge. E__ is the total energy used by all equipment during stops in

st

the roving period.

A dominant term in the last equation is Pprop, the power required
to propel the rovér. This term is not a constant, in fact it is highly
dependent upon the roving velocity, and the vehiclels mass - to aention only
two parameters. Thé power uséd to drive the vehicle is the resultlof
three factors: Pa’ the power usea by the rover to accelerate from a stationary
position to the roving velocity; Pv’ the power required to maintain the
.velqcity46f the rover (the velocity was assumed to bevconstant); and

P the power needed for slope traversal.

sl? ‘
The first term, Pa’ is obtained by applying the energy-power equation

in the form of

Energy

Time

‘Power

Therefore,

where Mr is the total mass of the rover, and ta is the time necessary to
' 5

accelerate the rover to the constant velocity'(vf).
PV is the power used by the rover to overcome the force of friction
while traversing the planet at a constant velocity. Since on a flat plane
PV = va s
then

I

Pv %kMrgmvf ’,
where/Ak is the coefficient of kinetic friction and &, is the acceleration
of gravity on Mars.
The final term, Psl’ in the power equation is found to be
PSl = Mrgmvf31nZV- s )
where ¥is the angle of inclination of the slope being traversed. Combining
the last 2 equations yields

P =
vt Py Mrngf My + sinw ).
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This last equation can be modified to take into account wheel slippage:
a two degree additive slope factor approximates the effect of any siippage
(Ref. 27) so:

P, + Py = Mg Ve (/ﬁ< + sin ( yf+ Qo)j_ - Ci

Because the Pa term applies only to the case Where.fhe vehicie is

acgelefating to Ves énd because in that case power assigned to Pv can be
utilized, an approximation to Ppr;p.might be:

Pprop = Mrgmvf gq;+-sin (qf+ 2°0). : (7)

If-the substitutions

Prre © YrrePrrc
and Ebatt - CavDavMB
are made, the time equations become:
' _ EfBbatt
T, 7 % —5 , (8)
RTG str
) EraPpart “Fst : ,
Trov = P + P - P (9)
prop - mv . RTG '

" The terms va and PS must be determined by the operating character-

tr
istics of the subsystems. They will consist of. the power usages of the
subsystems for the roving and recharging states. This work is reported in
section IIIB.

The weight of the power subsystem must be found as a fuﬁction of
subgystem variables. . Ref. 3 estimétes the weight of relays, converters
and shunts required for an RTG-Baftery configurafion to be 14 kg, which
should be fairly constant within the working range of the subsystem parameters.
The projection of RTG technology circa 1975 is for a 5.94 watts/kg capability

with practically infinite lifetime when compared to the duration of the mission

(Ref. 25).
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Table 3 presents data on battery types considered dependable enough

for space applications (Ref. .28). Silyer—zinq batteries have too high

‘a degradation.rate'for use on a 6-18 month missionL The choice between
silver—cadmium and nickel-cadmium batteries might best be made by rhnning the
optimizétioﬁvproblem with each of them (this.is a good example of a
simplifying assumption that must be investigated by'later allowing it to
change). For the first run, a copservative (more cycies, lower degradation
rate) choice of NiCd was made. NiCd battefigs have a 27.0wwatt-hrs/kg ratio.
The weight of the power subéystem (Wp).can be described by:

W, = .168°P + .037 E +14.0 . kg. (10)

RTG batt

4. THERMAL CONTROL SUBSYSTEM

The function of the thermal control subsystem is to maintain a
satisfacﬁory environmeént in which critical equipment can be.operated.

The basic assumption madé in the modeling effort is that a compartmenf shall
be:teﬁperature controlled to remain at SOOOK'despite Martian environmenta ’
variations. |

 ,Variations of the Martian environment are vital inputs. Maximum
températures occur at Martian noon and are estimated to be about SOOOK,
while minimum temperatures of'?OOOK.are expected at night. However, in
the event of prolonged absence of.égnlight, tempefatures could be expected
to drop to as low as 1500K. (Réf; 12, 29) Such dark periods could result
from a dust storm, or from the Rovéf's stopping in a shaded position.
Therefore, the extreme temperatures for which the subsystem must perform
satisfactorily are 300°K and iSOOK, resﬁectively.

Other constraints affecting_the subsystem design are low atmospheric
pressure, low thermal conductivity of the atmosphere, day/night cyclical
incident‘energy variations, abrasive dust storms, and limited power and
_ﬁeight available. |

Prior to the modeling effort, it was condluded that the configuration

of the subsystem would have to be specified to some extent, or the modeling
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0.110 , 150

" TABLE 3. POWER GENERATION AND STORAGE SUBSYSTEM: STATISTICS ON
BATTERIES FOR SPACE APPLICATIONS
: : degradation
Type Energy capacity (watt-hr/gm) useful life (cycles) (%/cycle)’
Nicd 0.027 10,000 0.003
AgCd 0.053 ) 2,000 0.015
AgZn 0.200
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task would be insurmountable. Therefore, from previous work done on

h choosing a thermal control cdnfiguration'for a Martian,laborator&,'(Ref. 30)
-.ifa preferredvscheme was selected from a list of tﬁe many feasible alterna-
tives. The choice was made on the basis of a list of desired features,
such as simplicity, reliability, range bficontrol, proven perforﬁance,
insensitivity to Martian atmospheric parameters, ability to survive sterili-
zation proceaures, case of development,'resistance to dust storm damage,
and pequired weight. The configuration chosen is an electrically heated,
heat pipe-cooled insulated compartment, as shown in Figure 7 (note that this

figure defines the variables a, and a2).

1
Having selected the configuration, a list ofhdescribing parameters

can be compiled. These parameters are given in Table 4. A number of heat
Balance equations can.be written by noting that the assumption of isothermal
compartments implies that for each isothermal volume,‘the heat input equals
the heat output. Furthermore, the heat balance is satisfied both at night
and in the day. This allows six equations to be written. Also, an equation
for sub§ystem weight cén be derived.

“

A sample heat equation and the weight equation are shown here.

For the outer skin during the day, let:

Area of surface which radiates heat - = Asr
Fadiometric Albedo = .295 = 4a
Incident solar energy = Qsol
Radiated heat = Qrad
ConVective heat loss = Q

conv
Conductive heat loss = Q_

cond _
Insulation conductivity = ki- = 0.0216 watts

- . m Ok

Surface emissivity = Gé = 0.8 = €P
Surface absorptivity = o&_ = 0.5 =dr

: W
Incident solar energy (Solar Constant) = SC = 235 g%gftQ = 750 ESEEE
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PARAMETER LIST

PARAMETER ' SYMBOL UNITS
Maximum Heater oﬁtput ' A ' Qh watts
Radiator area S : Ar rn2
Insulation thickness ‘ ' L, m
Heat pipe cooling capacity’ ' Kq watts/oK
Weight (Mass) o : - Wy kg

. . ' : o
Night skin temp Tbn K

- ' . o
Day skin temp : K de K
Night radiator temp ' _ Trn °k
Day radiator temp C Trd °x
INPUT PARAMETERS
(FUNCTIONS OF OTHER SUBSYSTEM STATE VARIABLES)

PARAMETER SYMBOL UNITS
Total package surface area A m2
Daytime internal dissipation Qid watts
Night internal dissipation : Qin watts
TABLE 4. i THERMAL CONTROL SUBSYSTEM:
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Average convective transfer coefficient = h,
Stephan -~ BoltzmanlConstént =G = 5,67 x‘:lO“8 watts
. : 2,04 .
o m? (%K)
The heat transfer equations are (Ref. 31, 32):
' QCond = (A - Ar) (ki/Li) (Ta - Tb) > (A1)
Qconv = (A T'Ar)hc(Tb B Tm) 2 (42)
- 4 - ‘ :
.Qrad = (e0ALTY) - ' (A3)
and
4Qsol . 0Ls(Asun_(s) * aAalb(s))Sé (Ak)

For equilibrium the heat input must equal.the heat outpﬁt (i.e. zero
heat build-up), therefore,

Q = Q + Q : ' (A5)

sol conv . “rad

Q

+
cond

Substituting values for the variables in equation (A5) yields the final

heat balance equation:

* aAalb(s

(A - Ar)(ki/Li) (Ta - Tb) + aS(A ))Sc,
in

= (A - Ar)hC(Tb - Tm) + ESGAsrTb

sun(s)

(A6)

S

. Wg=55.5 AL, + 7.28 Ao+ 3.64 (%192) A+ 0.1 A% K
0 T W T q”

- The result of the above analysis is that théQlist of nine unkncwns in

If W, is the weight of the thermal control subsystem in kg:

. in Table 4 are_related by seven equations. In theory the model could

then be reduced to only two parameters, or state variables, thch would uniquely
specify the subsystem. . However, as the sample heat balance shows,‘&nsolvable"
transcendenfal equations result from the fourth power radiation law terms;

and in practice, the system is“bést'reducea only to four state variables

and two state variable felationships. .The four state variables chosen in

s theA day and night design temperatures

this model are T T ,and T
: rn r

bn> Thd’ d 4
of the outer skin and radiator,'respectively. Admittedly, four more physically
obvious paraméters could be chosen as the state variables, but this choice

results in the simplést set of state variable relationships, and thus a

more easily usable model. The two state variable relationships,veveh so,



are very complicated, and are shown here:
. ) k NTY

_ D ki o T 4% ' oh -
(A=A =Ty * &0 | AL -mgo) - Ar] T = G0
. i ) L K 12
(A - AI’) L_:}- (300) .
Ok . - i
N 1 : a.a b
(A - A) L, Tpg * €59 | Al - 7172 ) - Ari] Tog = (12)
~ 2 a12
ki + a A o
(A - A) i.l_ (300) + ocSSc(Asun(S) alb(‘?,) N,
where ﬁ’ :
51 (300 - ?rﬁlq ,
L, = e;c(Tin - 1007) s : ' (13)
Q., = Ak (300 - T _.) + o .(A '\ + aA_. )y S
id T bd r " sun(r) alb(r) c (14)
A = i
v Z m K
e . u _ N ~
e, O(Trd 1007) + f}' (300 _ de)
i
ki ' ‘ Arkl ' .
Qh = (A - AI") f: (300 - Tbn) + Li (300 - TI"II) - an s (15)
| Ky Ky
Kq = Qy - (a-4) E: (300 - T ) + A i;' (300 - T )
(16)
(300 - T_.)
and
a1a2 _ B . .
Wo = 55.5AL., + 3.64 (—=) A + .1 AK . + 7,287 (17)
a i a5 r q T

Some rather important sensitivities can be examined at this point by setting
up a nominal exémple design. If a cubic compartment, one meter on a side, with
radiator area of two square meters and emissivity of 0.8 is examined, it is
easy to calculate the relation between inéulation thickness and heater power
required at night, as shown in Figure 8. It is interesting to note that increases
in insulation thickness above abéut 0.1 meters do not reduce heater requirements
very much, but will add to the weight, and make it much more difficult to
dissipate excess heat during the day hours. On the other hand, insufficient

insulation forces heater power to be ridiculously high, causing the power
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subsystem to be larger. The various trade-offs are plainly evident from

. the mathematical model, and optimizationvcould be performed at this point,
as is uéually done in most design efforts;‘but by using the state variable -
approach to leave the sﬁbsystem underspegified, optimization on the
systems level is allowed, and a truly opfimal éystem is thainedi

.Another interesting sensitivity evident from the model is that of day-
time internal heat production and heat pipe cooling capacity required-to
maintain the-target temperature of 300°K. This relation is given in Figure 9.
It‘is very important to note that cooling requirementswgo up rather rapidly
for increases in heat dissipated inéide the'compértment duriné the day. For
the sake of efficiency, it would be highly désirabie to perforﬁ functions
associated with large amounts of internal diésipation during the night} when
the héat_given off as a byprodﬁct could be used to maintain night temperatﬁre,

rather than overtaxing the cooling function.

5. NAVIGATION SUBSYSTEM -

‘Navigation isutakeh t§ mean fhe location of vehicle position with respect
to a get of coordinétes centered in Mars. The scheme considered for first
analysis is one devised by a group of the RPI—MﬁV project at Rensselaer Polytechnic
Institute,

The coordiﬂate system-is established by instruments which locate what would
‘be the position of a true pole star of Mars (Ref. 33) and the direction of
local vertical (Ref. 34). The initial estimate of position is obtained by
tracking an orbiter with known orbital parameters (Refs. 35, 36). A direct
velocity seﬁsqr (Ref. 37) measures.vehicle velocity relative to the surface
in a body-bound frame. A system for updating the estimate of posifion with
~vehicle movement (Ref. 38) has been devised.

-Ideally, modeling of the navigation subsystem would include equations
describing how power and weight allocations to the equipment affect the accuracy

of the subsystem. In dddition, the error in detecting local vertical (Af) has
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‘a direct effect on the. obstacle avoidance (terrain sensing and path selection)

subsystem. However, because: -
| 1. the form of these equations‘appeérs té be coﬁpleg,'and the
time required to derive them considerable,
2. an érror in position location does not directlynaffecf the
operation of any other subsystem, and
3. the error ip local'vertical is fairly invariant for
forseeable values of the design parametefs,
it was decided to allocate certéin cbnstant values of power‘and weight to the
. navigation subsystem, and make a worst case estimate of the local vertical 
detection error. Weight and power allocations appear in Table 5. The local’
vertical error is assumed to be 0.25° (Ref. 3u). Thus, the navigation -

subsystem does not appear in any of the system model equations.

6. OBSTACLE AVOIDANCE SUBS?STEM

Tﬁe obstacle avoidance subsystem is responsible for identifying terrain ’
hazards and chooéing a safe path for travel by the. vehicle. Thé éystem
considered utilizes a laser ranéefinder which scans the terraiﬁ in front of
the moving vheicle in repeatiné arcs and determines the height of the terrain
at.the sensed points (Ref. 3). Tﬁis method can be modified to estimate slopes
by assuming the terrain is linear_bet&een sensed points. This information is :
utilized by a dual-mode routing aigorithm (Ref. 40). The algorithm assumes
that pfevious fly;by and orbiter missions have sufficiently mappéd the surface
so that a coarse path (segments on the ofder of kilometers) can be pre-programmed.
Local deviations in the coarse péth are achieved by following the outer contour
-of all obstacles encountered.

Preliminary analysis demonstrated that the errors caused by changes in
power and weight éllocations to the subsystem would be small compared to errors

inherent in the method which are due primarily to errors in the detection of

local vertical (Refs. 41, 42, 43). A weight allocation (woa) of 5 kg, and a



 TABLE 5. NAVIGATION SUBSYSTEM:

SUBSYSTEM COMPONENTS

POWER AND WEIGHT ALLOCATIONS FOR

38

.device weight, kg power, watts
pole star detector 3 1
local vertical sensor 3 2
laser (ranging to orbiter) 2 15
position update (gyrocompasé, 2 3
velocity sensor)
platform, motors (torquors) 5 0

total 15 (W__) *

nav

* not applicable, the laser is inﬁoperafion only a few seconds pef day

(present estimate is 3 seconds every 2.5 hours). Let'Pnav

= 6 watts.

e~y -
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continuous power draw (Péa) of 15 watts were chosen.
' An error in estimating the height of a portion of the terrain ( LsHt)
can be written:
éht.= r_ s:.gAé? 2 or, AB
where r, = horizontal distance to sensed terrain point. When

calculating estimates of terrain slopes, the worst case error (esl) can be

~shown to be:

2r, AB |
€$l e _ degrees,
where 6 = horizontal separation between the terrain points

used in slope approximations; meters,
Slope segments become a real éonéern when their span approaches the wheelbase
of the vehicle. Because_the nominal separation between sensed terrain points
(in the direction of veh%cle travel) will be mueh smaller than the Qheelbase,

it is possible to consider only sets of points‘such that:

2 r_ AB
€, = —a je.,8=.w o
sl W ? i b ' _ X
b . A o !
where W= wheelbase of the vehicle. For all succeeding work, it was
assumed, (as per Ref. 3)_that r, o= 30 meters.

To find the effect of the error on vehicle travel, a model of the Mars
terrain is required. Ref. u4h establishes that the probability that a terrain
segment of 61 m interwal will have an average slope less than or equal to

s (in degrees) is: :
s . _ S
P( S<£s) = S0.17 e” 17 ax .
The distribution for slopes with smaller span can be assumed equivalent

(Ref. u5).

The percentage of terrain impassable.for the vehicle on the same scale
as the véhicle wheelbase (Tact) is a function of the maximum slope the vehicle
will be allowed to traverse (5%):

oo ;
T = § 17 e 178 g,
act ‘ S .

but considering the error the vehicle will make in interpreting slopes,

39
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the percentage terrain considered impassable by the vehicle (T) will be:
S o ) .
T = S”'; . 17 e“'17s‘ds S _‘-' S (18) ,

o feeln
Sn'_..e !
Sl v-
- where, again in this case, the error is assumed to have a worst case

effect. Note that T is a function of s*,'qa,AB: w, and the Martian

b
terrain model. |

The dual-mode routing algorithm.requires_that a coarse path be chosen
prior to the mission. This large-scale path will be determined basically‘
by the crater distribution on Mars. To a good approximation, it will not
be é function of vehicle capability, but will simply be a path chosen to
detour around craters. Ref. 45 shows that the percentage of ferrain area encom-
passed by craters is approximately 50%. Beécause the éverage crater wall is too
steep fof safe vehicle travel, that poffion of the terrain will be considered
impassable in the large-scale case. For small-scale deviations from the large-
scale path, T willfbe determined by.slope distributions and the magimum slope |
the,vehic;e will be allowed to tfavefse.

Considering both these éaées jointly, the modeling procedure requires

. e
a measufe of how efficient the obstacle avoidance subsystem is as a function
-of fhe parameters discussed above. A ﬁseful descriptor is the péth—lepgth
ratio (PLR), defined as the ratio_éfbéctual path length to straight-line (great
circle) distance; -

Simulation was employed to determine PLR for both cases. Given that the
vehicle is at a point on the terrain}and.wishes to trqvel in the 6 = 0° direction,
the probability that it will travel in the 0 direqtioﬁ; p(8), Qould have the |
form of Figure 10. (Theta is dimenéionless; there are only a finite number of
possiﬁleAdirections.) Briefly, thiséis dﬁe to the fact that the vehicle looks
for a free path by~coﬁsidering directions in the following order: 0,1,-1,2,-2,3,

e.. The probability of 6 = 0 (i.g.,’the probability of tpaveliﬁg in the
desired direction) can be assumed 1-T if the étep size is not too much greater

than the obstacle size. Given that 6 = 0 is not a free path, the probability of
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1 or“-1 being free is small (obstacles have size). As the scan gets
»A:furthér away from the knownlébstacle? fhe probability of the path being
free should incfease. Finally, aé |e[ géts lafge, p(8) should.decreasé
;because a large IGI will only be. chosen if all smaller:( in |e| ) paths
are bl§cked. The problem with assuming this type of distribution is that
tﬁe statistics of the "humps' are functions of Statistics’of the obstacleé,
which are unknown for Mars.

For purposes'of simplification, the siﬁulation used a distribution
with p(0)=1-T and allvother probabilities equal. If &8 is defined as the
angular deviation between pbssible paths, let 86 = 5° be assumed (this

~gives a separation of approximately 3m at the maximum laser range for

raziﬁsom). Then,

p( i5° ) =
S T/70 1= #1,#2,...,%35 .
A computer program simulated traveling from (0, 0) to (1,0) in

Cartesian coordinates. Tﬁe vafiables in the simulation were T and r
(the step size,'anaiagous to ra). For the large-scale péth; T = 0.50
és previously established, and since the simulation.required that the step
size approached the average obstaéle size, r = 25 km/1000 km = 0.025 (the
average Mars crater is 16.3 km, with heavy debris outside the edge; the
‘mission range will hopefully apbroach 1000 km). For small-scale path deviations,
T is a funning variable. The value of-f = wb/25 km, or 0.00012 if Wy 23 m
Table 6 reports the results (averages) of many simulations at varying T and r.

The next step was fitting the data of Table 6 with a continuous function A
. for use in the médel. The total PLR is the prodﬁct of the large-scale.and

small-scale PLRs. Therefore, at T = 0, PLR should be 2.0. At T = 1, PLR



_ TABLE 6. OBSTACLE AVOIDANCE SUBSYSTEM: RESULTS OF PATH-LENGTH RATIO

SIMULATION
Large-scale

T ' r ' PLR

.50 .025 1.99

Small-scale

r=0.00012

T PLR

.20 1.28

.30 1.41

40 1.61 -

.50 2.08 .

.60 2.67
©L70 3.85




| , A 4y
" must approach infinity. The function
-2
PR = T

fits this form, but was not suffiéiently accurate for intermediate
values. The function

2 (1 + 0.05 T + 0.167 T°)

PLR = 1 = T (19)

fifs ali data points within 7%. ‘Figure'li‘éomparés tﬁessimulatidn fesuits
with the functional appro#imation.

A PLR simulation of a different approach by Eiéénhardt and Muftaugh
(Ref. 46) originally épplied to a Surveyor mission, gives small-scale PLﬁs
which vary from deviations 4% lower at low T (.20)monotonically increasing

to 15% lower at high T (.60) as compared with results presented here.

7. COMPUTATION AND DATA-HANDLING SUBSYSTEM

The onboard computatioﬁal and data-handling requirements fbr a semi-
auto?omous MRV are succinctly stated and explained in Ref. 47. Briefly
stated,‘they a?e:

1. conditiohing.of onboard sensor data

2. ﬁayigatién, guidance and special sensor (antenna, celestial)
pointing'comﬁutations

3. terrain modeling, path selection and motion contfol
comﬁands

4. energy 5ookkeeping and ménagemenf functions regarding
the vehicular state

5. logic for event séquenéing and synchronization sequencing

of the total vehicle system.
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The datanhandllng subsystem for the Thermoelectric Outer Planet

Spacecraft (TOPS) meets the MRV requlrements, and exceeds the lifetime

: _requlrement by a factor of ten (Ref. 3).. Table 7 presents power, weight
and volume data for the TOPS subsystem. These numbers wili be considered
constant inputs to the MRV model. ® Data from Refs. 48 and Hé_indicates |

the validity of this approach.

8. VEHICLE STRUCTURE SUBSYSTEM

There are a number of candidate vehicles for a roving exploratory
- Mars mission. -Both u-and é-wheeled vehicles have been proposed. The
AC Electronics Division of the General Motors Corp. (Ref. 50) and
McDonnellAstfonautics (Ref. 51) have studied 6-wheeled mobility subsystems;‘
WorkAat Renseelaer Polytechnic Institute under the RPI-MRV project has led to
the propoéal of a U4-wheeled vehicle with an optional 3-wheeled'mode (Ref. 52).
It is this latter version that was considered toward formulating the system
model. figure 1é shows a simplified sketch of the concept.

Because the RPI-MRV is dynamicaliy scaled, all major dimensions are

depenhdent defining

=
1]

wheelbase or front-to-rear distance between wheels

b

t = track or side-to-side distance between wheels
LA weight (frame, suspension, motors)

Vv = equipment package volume,

-the following relationships hold:

W=t - - | | (20)
-3 : -

[t © W . 4

—-— 1= > . (21)
(o]

— - voO

3 v
t \'4 : : .

— = — ) 22
T 7 | (22)

L o_} - vo

where the subscript zero indicates the nominal design values, which are



TABLE 7. COMPUTATION AND DATA-HANDLING SUBSYSTEM:

" ALLOCATIONS FOR SUBSYSTEM COMPONENTS

POWER AND WEIGHT

47

component weight, kg powgr; watts \'rolume.:,in_a
flight data subsystém 1?.7 25 41090‘ ’

_ cent?alized computer subsystem 22.7 50 .1500-
data storage subsystem 11.4 .-. 15 f 560
Total 46.8 90 3000 :

(wcp) (Pcp} (vcp) 4
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FIGURE 12+ VEHICLE STRUCTURE SUBSYSTEM: SIMPLIFIED SKETCH OF MARTIAN
: _— ROVING VEHICLE CONCEPT
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10 £t = 3.04 m |

th =

. Wvo = . 400 1bs = 182 kg
\' = 130'ft3 = 3.653 m3 .
vo ‘ ,

The slope climbing and othér obstacle capabilities of the vehicle
are such that they should not be the limiting factors in choosing the optima}
design.‘ The power requirements for slope climbing will probably be the |
limiting factor. This is a supposition which may require refinement or

change during the actﬁal.optimization'procéés.

ITT B. SYSTEM CONSTRAINTS

This section regarding system constraints completes the idéntification
and formulation of ali the equality and ineéuality constraints between the
désign pafameters. That is, the end result of this work is the systém
model.

To_fhis boint, there are Zéequations (the 2? numbered equations in
séktioﬁ ITIA plﬁs the identity a eqn. 23) in 70 (23)

a, +a, + a, a

12 © %1 T % T Bp %20

paraﬁeters. Table 8 lists the design parameters. All of the 70 parameters
must fall into oné of three categories:

1. Those thét,are considered constant,

2. Those that are expressable in ferms of éther désign parameters

'bj appropriate assumptions, and
3. Those that are true variables, related only by the 23 equations
already given. |
The 26_consténts afe qircled in Table 8 and their values are given in
Table 9. The model is now reduced to 23 edualities in 44 unknowns. Other
variables can be shown to be dependent upon some ''type 3'" parameters.
Usipg the equipment package dimensioné of the MRV (remember that the

vehicle dimensions ére interrelated, i.e. a, and a, are constants) and

i

assuming worst case solar radiation effects:




TABLE 8. SYSTEM DESIGN PARAMETERS

subsystem

communications
science

power

thermal
control

‘navigatian

obstacle
avoidance
“computation and
data-handling

vehicle

# equétions

23

# parameters

15

27

70

50

parameter list

s D sV ,P.,
com” com’ ¢’ 1’ com

P . W ., ST .
scia’ sci’ sci’ esci

Porop s @ W, T

Efg;;batt’Pstr’va,Trov,

Wp, Est’ PRTG

Q Aol K MesTon s Tha, Ty

Trd’A’Qid’Qinéggy??}EZJEzgﬁgﬁ

(j;{::) 12}(%3%// sun(s)’ alb(s),

Asun( > alb( )? K::)

(o)
(:)S" T, PLR/f*\ff\\

_cpAepAlep

\3’\9



TABLE 9.

CONSTANT PARAMETERS AND THEIR VALUES

Number of constants =

= 0.57

- ' 4
= 5.67 x 10 8 watts/m2 OK

= 750 watts/m2
= 0.295

= 15 kg

= b watts

o

= 0.25

= 30 m

26

"5 kg

15 watts
46.8 kg

90 watts

R

3000 in

3.04 m

182 kg
3.653 m2
3.6

5.5

a1+a2+a1a2

.51

= 28.66




1 0.50 A o S , (24) 52

Asun(sy ~ | | |

Aalbks) 0.843 A | i. o (25)

Aqun(ry = 050 A - | | | . (26)
A N o I
alb(r) = A, o _ - (27)

These relations can be used to simplify several of the terms in the
thermal control subsystem equations. Specifically:

Asun(s) + a Aalb(s) = 0.749 A

t @by = 0.795A .

The equation for Pprop’ eqn. (6), contains 2 terms which can be

Asun(r)

described by other parameters. First, the mass of the total system (Mr)

can be written: : R
' weights of all subsystems in kg

Mr' = . 9.806 m/sec?

n

0.1020 [ﬁ W AW AW W AW W W :]kg—mass (28)
com sci "p "0 'mav oa cp v_}

0

AW AW
ci 'p

0.1020[? +W *W +66.8:] kg-mass
comt s v

because W , W _, and W are constants.
© nav’ ‘oa cp
,Psi ( ) is the angle of the slope being traversed by the vehicle.
The equationé are not meant to apply in a time-varying semnse , but rather
try to describe the "average" performance of the vehicle. The average

slope angle ( wavg) over a large distance will satisfy:

wavg . S B3 . .
0.17 ¢ %178 45 = 0.5 0.17 %175 45
0 : 0
e . -0.17s%
which implies wavg = 4,075 - 5.88 1In (1 + e ) degrees. (29)

To describe internal heat dissipation and power uses at various times,
the power-use profile must be established. The vehicle system will normally

operate in one of four modes:



1. rove - L S _': A , 53

jt’i;fz?v._2.' fééhargef

3. scienée ana communication

4, _ﬁinimal operation.
Minimal operation occurs during tﬁe period when communication between
Earth and the vehicle is impossible dué to the Mars-Earth configuration.
At this time, only necessary functions (thermal control, navigation checks;/
computer control of system fuﬁctibns) and recharging are permissible.
At all times, 20% of total séience power will be allotted toward maintaining
ongoihg science functions (sample treatment;‘monitoring experiments, ...).
Thus, minimal operation power consumption, ,which also will be the internal
heat‘dissipétion for this period, is:

,PCP + 0.5 én%v + 0.2 PScia = Qin . o (30)
Likewise, the power profile for other modes is: |

P = P 4P +0.2P . +#0.1°P (3
Cp scila i com

and P - =P +P +P +0.20P . + 0.1P. T (32)
. mv nav . ‘Cp Oa scla com

where the 10% communication power allotment is for the continuous trans-
mission of engineering data to Earth.
Internal heat dissipation during modes 1 thru 3 will approximately

average:

P +0.2P .. +P + 0.05 P +0.25P = Q., . (33)
cp ~ ' scla nav com oa - *id

.Now; the 10 new equalities make the system model 33 gqualities in 4y
parameteré!
It is necessary that the sumu.of all the subsystem volumes (excluding
the vehicle) be iess than the volume of the equipment paékage itself:
Ejvolumeé of subsystems £ 2 V_ . . (3u)

The requirement that the vehicle be able to support the weight of the

other subsystems can be written:




W AW AW W W
com sci p 6 'nav oa cp :
W < 1 S (35)

v

" The constraints identified so far fepresent real physiéal.limitations
upon the interrelationships of the parameters. These constraints aré
inherent tb the éystem ifself. External constraints, those‘placed upon
the system by influences other than those which guarantée that the system
will be physically realizable, ha?e not yet been considered.

The cost of researcﬁ, development,-éﬁé construction of thevsystem is.

a méjor'factor, but it is outside the scope of this study. Aﬁother factor
is the requirement that the system be deliverable to the surface of: Mars.

This imposes weight, volume, and size limitations on the, vehicle system.

They are:
: -E:%eighté of all subsystems < L_ (36)
l§:§oiumes of all subsystems £ A_ o ) (37)
| 17w £ Ay | - (38)
~ where Lw = maximﬁm payload weight of lapnch vehicle |
Av = volume of aeroshell
s and- A, = horizontal diameter of aeroshell.

5y



Iv. SYSTEM EVALUATION (OBJECTIVE) FUNCTION 35

Any optimization proceés requires that the system performance be

measureable with respect to some standard. ' When the expression of measure

" (hereafter called the objective, or objective function) is written as a

function of the design parameters, the optimal design problem becomes one

" of choosing the design parameters.to extremize (maximize oy minimize) the _

value of. the objective function while assuring that the parameters meet all

the'equality and inequality constraints of the system model.

The expression for system evaluation, i;é. the objective function, is
generally not unique. There may‘be many different factors one woula ;ike
to make large or small, each of wﬁich describes a different aspect of the
éystem operatioﬁ. Generélly,,it is good practice to atfempt to incorporate
all of the basic system functions intb the objective.

An MRV has two bésic functions:

1. rove the surface of fﬁe planet; and
2. obtaiﬁ and transmit sciénce data._

Note,.that the second function is actually a combination of twoAfUnctions,
but that the system model groups these two together by considering science
time as the time required to experiment and communicate the results. -

The objective must express the ability of the vehicle to perform
both of these functions .concurrently. In formulating the objective function,
one must be careful not to allow eithér of these measures to go to "zero."
Allogical form, then, is to measure the system performance by the product
of experimental science time and straigﬁt-line distance roved (D, .0
That is; denoting the objective funétion as ﬁf”:
£ = Tesci Prov
“Define a cycle'as comprising the activities between the ends of two

recharges. The time in a cycle will then be the sum of the time spent

roving, the time to recharge, and the total time spent on science and

communication between recharges. The time spent on science and communication



. in a cycle can be expressed as: 56

T, = T .S .v.T . hr,
sci/cy sci “sci 'f “rov .

where Ssci = number of science stops per meter of actual distance

traveled.

Now, BSt can be written as:

3 x 10" 10 : '
Es*l: = com sc1a [Tsc_isscivarov] (39) -

which can be substituted into eqn. (9) to solve for'Trov.and éliminate
Bst from the model, if desired. The total time for a cycle (Tcy) will be:

T = T_ .S .v.rT + T + T _ hr.
ey sci scl f rov rov r

If V is the number of hours in a Martian day during which communication
between the vehicle and Earth is possible, the number of cycles in a

Martian day (Ncy) is:.
’ \'
cy TCy

Because the time spent communicating the science information back
to Earth is non-productive in the sense that other vehicle activities
must cease, it is reasonable to wish. to deal with scientific experimentation

time (Tesci) instead of total science time. This time per cycle is:

T s T . 5 Lv, T
esci/cy esci "sci f “rov
The straight-line distance roved in a cycle is:

D = VE Trov
rov/ey  RIR

on an average ''daily" basis then,

v 2
£ = Tesci/c D1’*ov/<: [ T J
‘ y Yy ey

or in terms of the parameters of the system model:

£ o= T .S .vi 2 V2
= esci 'sci frov .. ) (40)

- 9.
PLR [?;cisscivarov+ Tpov+TJ

The value of Sséi in -the solution to the optimization problem will be

part of the optimal operating policy for the vehicle. It will be the

optimal manner of determining when the vehicle ghould stop for science



investigation. Thié number can be pre—prpgrammed.and will have the effect >

‘of maximizing the product of distance ro&ed and experimentafion time for

a vehicle designed with parameters equal to those in the optimized solution.
Note that since V is not a variable in the problem (i.e., it may

take on many values according to the Earth-Mars configurétion, but for

- any run of the problem it is considered a consfant, perhaps the average over.

the mission lifetime) it has né effect upon the determination of the

opfimal désign. Maximizing f is equivalent to maximizing f/VQ. But

~also note thét this is trﬁe-solely because of the form of the objective

function, and it is possible that a different formulation for the system

objective would result in the optimal design being dependent upon V.
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V.. DESCRIPTION OF THE OPTIMIZATION PROCESS® . -

Q;ﬂconsider afsystemjccﬁpésgd of éolely'the»éoﬁﬁunicétibnéland‘séiénce‘
;ﬁ_f}éﬁgéystems\éé modeled in Sécfioﬁ III.‘:éﬁpPOSe tﬁét'fﬁis new system |
» wi11 arbitrari;y beflimifed to a maximum weigﬁt of 100 kg and maximum
poﬁér'fequirement'of 75 watts. Let it be desired fo maximize the quotient
of éxperimental scienée time Qith fotal science time.
' * Maximizing the objective -function requires lefting experimental
séienée time apprpach total science time. This is accomplished by making:
: thetdata transmission_raté higﬁ. However, increasinévthe.data transmission
raté'forceé fhé power and wéight of the communication subSysfem higher,
and since both powerlaﬁd W¢ight are limited;.decreases the weight and power
allocétions fO'the science péckage. A decreased weight allocation to
- jsci;pce decreases both of the séience times, and thé effect on their ratio
dépénds upon the nominal values.'
- The pfeceeding paragraph demonstrates the difficulties in?olvediin
'(éttempting'fé-optimize the systeh design withéut the use of some forméi
: methéd. Me£hematically,‘£ﬁe obtimal system design problem becomes: .

T .
esci
maximize T

L)

sci

~

 subject to: T 35.75 W__. - 135
: : Y Usci

esci
Pz ., = 3.44 W__,
sci sci 6
T . =35.75w , + X110 -135
scil sci R
‘ - , com
W = 0.59 P, + 2.0D + 39.0
~com i " “com
'R =142.0D° P, ,
“com - com i
and:. W .+ W < 100
- sci com

P .+ P, <75,
sci 1 . :
.which is an NLP problem in 8 variables subject to 5 equality and 2

- inequality constraints. In addition, there are the trivial constraints

that all the variables be non-negative.



1'inthe problem can be rewrltten in three varlables as:

o | B 59
h 031ng the equallty substltutlon technlque of Sectlon 11 (see page 7 )

-(35 75 Xy = 135)

minimize .‘f(fa)f,? (35.75 x, + 3 x 10® - 135
T 42 x2x3
“subject to -g,(x,) = 61 - X; = 2%, = 0.5 x3 >0 ‘
: = 75 - - > _
g2(§3) .75 3.44 x, - x3 2 0
where X = W
S 1 . sci
= 2
x2 Dcom
X = . P. )

3 i

which is in the NLP format and is feady for computer solution.
Solution of this problem was aceomplished by utilizing the sequential
unconstralned mlnlmlzatlon technlque (SUMT) of Fiacco and McCormick (Ref. 53).

The optimal de31gn is characterlzed by:

W = 85.965 kg . W_. = -14.035 kg /
com : o sci : : _
By = 26.720 watts P i T 4B.263 Watts
. B = 13,950 whisa/usz - T_ . .= 537,490 sec
com . SC1 .
‘R = 17.494 Kbits/sec . T_. .= 366.573 sec
com A - - “esci

which maximizes the time ratio4at 0.68155. .Note that both constrainta
are "active'" (the equalityAisitaken on at the solution point). That is,
the optimization process makes fﬁil use of all available resources.
It is propesed that optimiéaiion of the MRV system be'earried out in

a manner similar to the above ekample.' For the.MRV, the problem- wiiibbe
formulated as maximizing f (egqn. 40) suﬁject to the 31 equalities.of

'eQuationsA(i), (3)-(5),(7)-(21),(23), and (39) and the inequalities of

_eapressiohs (35),(36), aad (38). All relations concerning volumes will

be discarded for the first run. ‘The reasons for this are that the model
» "ia incomplete in terms'of-descniption of subsystem volumes, and that the

weight constraints appear to be the critical ones. If, however, the values
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of the design parameters at the optimal solution violate the volume

,ihequalities, theylwill be reinserted along with fhé complete model and

- the problem will be resolved.
The number of design parameters to be &etermined by the pfocess is

42 (the 43 vafiables of Table 8, minus the two volumes, plus the operating
factér Ssci; i.e;, now PScia is.consideréd a constant and equation (6) .
is dropped). The problem is of order 11 (42;31=11). The only remainiﬁér,_
‘deéision is to choose the launcﬁ vghicle, which will establish values

fér the right side of inequalities (36) thru (38). Current belief is tﬁat '
>some sort of Titan III-C configuration will be utilized for the mission

(Refs. 3, 13, 24), but the choice of launch vehicle may be one of the

"inftial assumptions that must be varied in succeeding runs.
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_ ;; The feasibility of the proposed method of optimal system design is
' 'énhfipgent‘upon obtainiﬁg a solutién to the NLP'problem resulting from ‘-*.;
& system modeling and thé determination of the system objective function. |
. Thé NLP problem has no known closed-form solﬁtion and the iterative
techniques to date do not guarantee locafipg the optimum. The approach
' considered "best" (SUMT) has been examined and tested. The tests show
‘that'attaining a solution is a fupcfibn of the specific problem, and while
fhe'approach works most often, there are some problems for which the
viterative technique does not converge. The approach generally has more
difficulties with equality than inequality constraints.
" The system model\generated by the work reported here isxb{'restricted
to use by an optimal syétem design process. The model itself is a uséful
tool for the system design problem with the optimality consideration discarded.
Being able to‘deécribe thevpérameter interrelatiénships before oﬁe attempts
to pick values for some or all parameters is an obvious'aid toward designing’ a

physically reakizable system which will meet any external constraints placed

upon it.
While the optimal design process may give a solution to the problem as it

is presently formulated, changing any of the initial assumptions made will

invalidate the optimal property'of;tﬁe obtained solution. For each set of
assumptions there will probably.be-changes in the system model, and there will
almost definitely be a new and différent optimal solution. If solutions can
be generated corresponding to all'major sets of aséumptions, they can be
compared (and perhaps weighted £y cost and time constraints not directly
*_included in the-model) so as to locate .a solution considered optimal independent
of assumptions.
Future work will be directed toward the following areas:
A'l. continuation of the present effort; locating the optimal

"design for the present model; changing assumptions, the
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~ . system model and objective, and finding the'optimal solution

L v

in parallel’ with the above, study the probiém of sensitivity

- of the optimal design to perturbations in the model and in the

design parameters themselves.

a comprehensive analysis of onboard computétion and data-
handling,pequirements aé functions of the capabilities and activi-
ties'of the vehicle system; such matters as the effect of thg
autonomous vs. earth-control trade-off upon the computer, and

the corresponding effects on other subsystems, will be studied.
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