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3. Introduction.

Let us consider the solution of the system of simaltaneour lineer equations

$$
\begin{equation*}
A x=b, \tag{1.1}
\end{equation*}
$$

Where $A$ is a non-singular sparse matrix of order $n, x$ and b are $n$ element colum vectors. It is well knom that the Gaussian Elimination method far the solution of (I.1.) is not only simple to implement on the compater bat also gives fairly good reants for the amount of computationar worl (Minkinson, 2065 , pr. 244-245). During the forward course of the Gaussien Dimination, generally new non-zero elements are created. But the back substitution pari does not lead to any yen non-zero elements. We would like to minimize the total number of such non-zero elements created durthe entire forward course of the Gaussian Elimination. This leans not only to less roundcef errors (since computations involving zerces are exact in most, computors) but also saves the computer storage, because undally the storage released by column being eliminated at a particular stage of the elimination is not sufficient to store the additional nonzero elements created in the remaining colums. Furthermore, minimizing the number or such non-zero elements decreases the round-off errors not only in the forward course but also in the back substitution part of the
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Gaussian Elimination method, since whenever there is a zero element in the column under consideration no operations are performed on the corresponding element on the right hand side,

In view of the above facts, we would like to transform $A$ by means of row colum permutations to a form which leads to the creation of a minimum number of new non-zero elemonts during the forward course of the Gaussian Elimination. This is equivalent to the "a priori" determination of permutation matrices $R$ and $Q$, such that

$$
\begin{equation*}
\mathrm{RAQ}=G, \tag{1.2}
\end{equation*}
$$

and if, $d=R b$ and $Q^{\prime} x=y$, then from (1.1) it follows that

$$
\begin{equation*}
G y=d . \tag{1.3}
\end{equation*}
$$

In Fig. I, some of the forms that $G$ could have, which are desirable for Gaussian elimination, are given, viz., (I) block triangular form( BTF ), (2) bordered block triangular form $(\mathrm{BBTF})$, (3) block diagonal form( $B D F$ ), (4) singly bordered block diagonal form(SBBDF), (5) doubly bordered block diagonal form(DBBDF), (6) band triangular form (BNTF), (7) bordered band triangular form(BBNTF), (8) band form(BF), (9) singly bordered band form(SBBF), and (10) doubly bordered band form(DBBF). The non-zero elements in each case lie only in the shaded areas. If in each case, the diagonal elements are chosen as pivots, then the new non-zero elements can only be created in the shaded areas during the elimination. If shaded areas contain no non-zero elements, then it is clear that during the elimination process no non-zero elements will be created.

If $A$ is symmetric and positive definite, then in (1.2) it is generally advantageous to have $G$ aiso symmetric so that only the non-zero elements on and above the diagonal of $G$ need to be stored, and the diagonal elements of $A$ and $G$ are same (though in different positions). A large number of sparse matrices occuring in various application areas


Fig. 1
are symnetric and positive definite. In such cases, in place of (1.2), we have

$$
\begin{equation*}
Q^{\prime} A Q=O, \tag{I.4}
\end{equation*}
$$

and cases (3), (5), (8) and (10) in Fig. 1 are some of the desirable forms for $G$. In this paper, we shall be primarily concerned with the determination of $Q$ such that $G$ is either in the $D B B D F, B F$ or $D B D F$ ' (cases (5), (8) and (10) in Fig. 1). The case when $G$ in in BDF has already been investigated (e.g. Harary, 1962 and Tewarson, 1967).

If $A$ is not symmetric, then several methods are available for transforming it by row-column permutations to one of forms given in Fig. 1. A survey of such methods (as well as general computational methods) for spare matrices is given in (Tewarson, 1969).

In section 2 of this paper we will derive some results for matrices in BF, DBBF and DBBDF, and make use of these results in Section 3 for constructing algorithms to transform an arbitrery symmetric positive definite sparse matrix to $B F, D B B F$ or DBBDF.
2. Matrices in band form, doubly bordered band form, and doubly bordered block diagonal form.

In this section we will derive some useful propoerties of matrices in BF, DBBF and DBBDF, which will be used in the next section for transforming symmetric sparse matrices to one of these forms. Let us assume that $G$ is in band form such that

$$
g_{i j}=0 \text { for }|i-j|>\lambda \text { and } P\left(g_{i j} \neq 0 \text { for }|i-j| \leq \lambda \text { with } i \neq j\right)=p ;
$$ where $g_{i j}$ is the $i^{\text {th }}$ row and the $j^{\text {th }}$ column element of $G, \lambda$ is called the bandwidth of $G$ and $p$ is the probability that a non-diagonal element within the band is non-zero $(P(\ldots)=p$ denotes that the probability of '...' is $p$ ). The diagonal elements of $G$ are all non-zero, since in

view of (1.4) $G$ is positive definite, for $A$ is positive definite. If $p=I$, then $Q$ is said to be a 'full' band matrix. We assume that $n$ is large, $\lambda \ll n$ and $p$ has a large value, say $0<\frac{\sqrt{2}-1}{2} \leq p \leq 1$.

We will make use of a matrix $B$, which is obtained by replacing each non-zero element of $G$ by unity. $B$ is called the incidence matrix that correspondes to $G$. Let $V$ be the $n$ dimensional column vector of all ones and $e_{i}$ the $i$ th column of the identity matrix I of order $n$. Evidently, $V=\sum_{i=1}^{n} e_{i}$. Let $\beta_{e}$ denote the expected number of the non-zero elements of $G$ (which is defined according to (2.1)). Then

$$
\begin{aligned}
\beta_{e} & =V^{\prime} G V \\
& =n+2[(n-1)+(n-2)+\ldots+(n-\lambda)] p \\
& =n+(2 n-1) p \lambda-p \lambda^{2}
\end{aligned}
$$

Solving for $\lambda$, we have

$$
\begin{equation*}
\lambda=n\left[1-\left\{1-n^{-1}+(2 n)^{-2}-\beta_{e} p^{-1} n^{-2}+(p n)^{-1}\right\}^{\frac{1}{2}}\right]-\frac{1}{2}, \tag{2.2}
\end{equation*}
$$

but $\lambda \ll n$ and $p \geq \frac{\sqrt{5}-1}{2}$ implies that $\beta_{e}$ is of order $n$ (and not $n^{2}$ ), therefore neglecting the terms of the order $n^{-2}$ in (2.2), we have

$$
\begin{equation*}
\lambda \approx \frac{\beta_{\mathrm{e}}-n}{2 \mathrm{pn}} \tag{2.3}
\end{equation*}
$$

If $p=1$, then the number of non-zero elements in $G$, viz., 8 is given by

$$
\beta=V^{\prime} G V=n+(2 n-1) \lambda-\lambda^{2},
$$

and

$$
\begin{align*}
\lambda & =n\left[1-\left\{1-\beta n^{-2}+(2 n)-\equiv\right\}^{\frac{1}{2}}\right]-\frac{1}{2} \\
& \approx \frac{\beta-n}{2 n} \tag{2.4}
\end{align*}
$$

We will need the Boolean powers of the incidence matrix $B$, which are defined as follows,

$$
\begin{equation*}
B^{(h+1)}=B^{(h)} * B, h=1,2,3, \cdots, \tag{2.5}
\end{equation*}
$$

Where * denotes that when computing the inner product of vectore (in the matrix multiplications), in place of usual addition, Boolesin additon is used, viz., $I+I=1$, and $B^{(I)} \equiv B$. We now have

Theorem 2.I If $p=1$ and $k$ is an integer $\leq \frac{n-1}{2 \lambda}$, then $B^{(k)}$ is a full band matrix having a bandwidth of kno

In order to prove this theoren we need the following definitions for vectors whose entries consist of only zeroes and ones. Let $u$ and $v$ tro such $n$ dimensional column vestors. If $u^{\prime} v \neq 0$ (or equivalently $\left.u^{\prime} * v=1\right)_{3}$ then $u$ and $v$ are said to 'intersect' and $u$ 'v is the 'length of the intensection' betweon them ('Tewarson 1968). Evidently u'v=0 (or $u^{\prime} \% v=0$ ) Emplies that $u$ and $v$ do not 'intersect'. The 'length' of $u$ is defined as u'u (or $u^{\prime} V$ ). Throughout this paper we shall use the term 'Iength' in the above sense rather than the usual Euclidean length.

Proof of Theorem 2.1. The $i^{\text {th }} \operatorname{rov}$ of $B(2)$, (where $I \leq i \leq \lambda+1$ ) is given by $e_{i}^{\prime} B^{(2)}=e_{i}^{\prime} B * B$. But the $i^{\text {th }}$ row of $B$ (wioh is identical with its $i^{\text {th }}$ column intensects the first through the $(i+2 \lambda)^{\text {th }}$ columns of $B$. Therefore, the $i^{\text {th }}$ row of $B^{(2)}$ has the first $2 \lambda+i$ elements nonzero, in contrast with $\lambda+i$ such elemtns in the $i^{\text {th }}$ row of $B$. Similarly, it can be seen that for $\lambda+1<i \leq n-\lambda, \hat{2}$ elenenta on either side of the $i^{\text {th }}$ diagonal element are ron-zero and for $n-\lambda<i \leq n$, the last $2 \lambda+1+n-i$ elements are non-zero. Therafore, $B^{(2)}$ is a band matrix of width 2ג. Proceeding in the above manner it can be easily shown that if $B^{(h)}$ is a band matrix of width $h \lambda$ then $B^{(h+1)}$, in (2.5), is also a band matrix of width $(h+1) \lambda$, provided that $2(h+1) \lambda+1 \leq n$. Therecone, by Induction on $h, B^{(k)}$ is a band matrix of band width is for all $k$ with $2 k \lambda+1 \leq n$ or $k \leq \frac{n-1}{2 \lambda}$. This ompletes the proof of Theorem 2.1 .

In orden to make use of Theonem 2.1 , when $0<p<1$, we wini neod the following.

Theorem 2.2. If the $i^{\text {th }}$ elements of $u$ and $v$ are denoted by $u_{1}$ and $v_{i}$, and it is known that either $u_{i}$ or $v_{i}$, on both are equal to pero for a total of $n-v$ distinct values of $i$, and $P\left(u_{i} \neq C\right)=P\left(v_{i} \neq 0\right)=p$ for $v$ values of $i$, then

$$
\begin{equation*}
P\left(u^{\prime} * v \neq 0\right)=1-\left(1-p^{2}\right)^{v} \tag{2.6}
\end{equation*}
$$

and the expscted value of $u^{\prime} v$ is given by

$$
\begin{equation*}
E\left(u^{\prime} v\right)=v p^{z} \tag{2.7}
\end{equation*}
$$

Proof. Evidently the $n-\nu$ values of $i$ for which $u_{i}$ or $v_{i}$, or both are zero can be safely iguoned and for the remaining $v$ distinct values of $\left.i, P_{i}^{\prime} u_{i} v_{i} \neq 0\right)=P\left(u_{i} \neq 0\right) P\left(v_{i} \neq 0\right)=p^{2}$ and $P\left(u_{i} v_{i}=0\right)=I-p^{2}$. Therefore $B^{\prime}\left(u^{\prime} v\right)=E\left(\Sigma u_{i} v_{i}\right)=v p^{2}$, and since $u_{i} * v_{i} \equiv u_{i} v_{i}$, we have $P\left(u^{\prime} * v=0\right)=P\left(\Sigma u_{i} v_{i}=0\right)=\left(1-p^{2}\right)^{\nu}$, which implies (2.5)。

Corollary 2.2 If in Theon ?.2, $P^{\prime}\left(u_{i} \neq 0\right)=P\left(\sigma_{i} \neq 0\right): p$, for only v-2 values of $i$; and for sone $i_{1}$ and $i_{2}\left(i_{1} \neq i_{B}\right)$, $u_{i_{1}}=I_{\text {, }}$ $P\left(v_{\dot{i}_{1}} \neq 0\right)=p, v_{i_{2}}=1, P\left(u_{i_{2}} \neq 0\right)=p$, then

$$
\begin{equation*}
P\left(u^{\prime} * v \neq 0\right)=1-\left(1-p^{2}\right) v-2(1-p)^{2} \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left(u^{\prime} v\right)=\nu p^{2}+2 p(1-p) \tag{2.9}
\end{equation*}
$$

Proof: Since $P\left(u_{i_{1}}{ }_{i_{i_{1}}} \neq 0\right)=P\left(u_{i_{2}} v_{i_{2}} \neq 0\right)=p$, or $P\left(u_{i_{1}} v_{i_{1}}=0\right)=$ $P\left(u_{j_{2}} v_{i_{2}}=0\right)=1-p$, therefore, similar to the proof of Theorem 2.2, it can be easily shown that $E\left(u^{\prime} v\right)=(\nu-2) p^{2}+2 p=v p^{2}+2 p(I-p)$, and $P\left(u^{\prime} \% v=0\right)=$ $\left(1-p^{2}\right)^{v-2}(1-p)^{2}$, from which (2.8) directiy follows.

We can now make use of Theroem 2.1 to prove
Theorem 2.3. If the $i^{\text {th }}$ row and the $j^{\text {th }}$ column element of $B^{(z)}$ is denoted by $b_{i j}^{(z)}$, and $P\left(b_{i j} \neq 0,|i-j| \leq \lambda, i \neq j\right)=p$, and $b_{i j}=I$, then for $I \leq i<j \leq n$

$$
\begin{align*}
P\left(b_{i, j}^{(a)} \neq 0\right)=p_{i j}^{(2)} & =1-\left(1-p^{2}\right)^{\nu_{i j}}(1-p)^{R_{i j}} \text {, for }|i-j| \leq 2 \lambda, \\
& =0, \text { otherwise } \tag{2.70}
\end{align*}
$$

where
(a)
$v_{i j}=i+\lambda-2, \beta_{i j}=2$, for $l \leq i<j \leq \lambda+1$,
(b)

$$
\begin{array}{r}
\nu_{1 j}=i-j+2 \lambda-1, \beta_{i j}=2, \text { for } I \leq i \leq \lambda+1 \text { and } \lambda+1<j \leq i+\lambda_{9} \\
\\
\text { or } \lambda+1<i<n-\lambda \text { and } i<j \leq i+\lambda_{9}
\end{array}
$$

(c)

$$
\begin{aligned}
v_{i j}=i-j+2 \lambda+1, \beta_{i j}=0, & \text { for } l \leq i \leq \lambda+1 \text { and } i+\lambda<j \leq i+2 \lambda, \\
& \text { or } \lambda+1<i<n-\lambda \text { and } i+\lambda<j \leq i+2 \lambda,
\end{aligned}
$$

(d) $\quad \nu_{i j}=n-j+\lambda-I, \beta_{i j}=2$ for $n-\lambda<i<j \leq n$.

Proof. In view of Theorem 2.1 and the fact that $\lambda \ll n$, it is evident that $p_{i j}^{(2)}=0$, for $|i-j|>2 \lambda$. For $|i \sim j| \leq 2 \lambda$, we have $b_{i j}^{(2)}=$. $e_{i}^{\prime} B * B e_{j}=\left(B e_{i}\right)^{\prime} * B e_{j}$. Thus $b_{i j}^{(z)} \neq 0$, if the $i^{\text {th }}$ and the $j^{\text {th }}$ columns of $B$ have a non-zero intersection. If $1 \leq i<j \leq \lambda+1$, then in view of Corollary 2.2, and the facts that $b_{i i}=1, P\left(b_{i j} \neq 0\right)=p, b_{j j}=1$, $P\left(b_{j i} \neq 0\right)=p$, and for oniy $i+\lambda-2$ elements $P\left(b_{t i} \neq 0\right)=P\left(b_{t j} \neq 0\right)=p ;$ it follows that $P\left(b_{i j}^{(2)} \neq 0\right)=P\left[\left(B e_{i}\right)^{\prime} *\left(\right.\right.$ Be $\left.\left._{j}\right) \neq 0\right]=1-\left(1-p^{2}\right)^{v-2}(1-p)^{2}$, where $v=i+\lambda$, and (2.10) follows since $v_{i j}=i+\lambda-2=\nu-2$ and $\beta_{i f}=2$ (case (a)). The proof for the other three cases follows exactiy the same routine arguments and is omitted. It should be noted that in case (c), corresponding to the diagonal element of one colunn there is a zero in the other column, therefore we use Theorem 2.2 instead of Corollary 2.2. This accounts for the fact that $\beta_{i i}=0$ in case (c). Corollary 2.3. In Theorem 2.3, if either $\beta_{i j}=2$,or $\beta_{i j}=0$ but $\nu_{i j} \geq 2$ and $p \geq \frac{\sqrt{5}-1}{2}$, then $p_{i j}^{(2)} \geq p$.

Proof.
$p_{i j}^{(2)} \geq p \Leftrightarrow 1-\left(1-p^{2}\right)^{\nu}{ }_{i j}(1-p)^{\beta} i j \geq p \Longleftrightarrow\left(1-p^{2}\right)^{\nu_{i j}}(1-p)^{\beta}{ }_{i j}^{-I} \leq I$.

Therefore, fo: $\beta_{i j}=2$,
$p_{i j}^{(2)} \geq p \Leftrightarrow\left(1-p^{2}\right)^{\nu_{i j}^{1}}(1-p) \leqslant I_{\text {, which }} \Longleftrightarrow$ holds for all $v_{i j} \geq 0$, since $p \leq 7$. On the other hand, for $\beta_{i \cdot j}=0$,

$$
p_{i, j}^{(2)} \geq p \Longleftrightarrow\left(1-p^{2}\right)^{\nu_{i \cdot f}} \leq(I-p) \Longleftrightarrow p^{2}+p-1 \geq 0
$$ the last inequality is true since $p \geq \frac{\sqrt{5}-1}{2}$.

Fron tile above Corollary, it follows tuat, for all elements of $B^{(3)}$ within the bant, $p_{i j}^{(2)} \geq p$, except those for wilich $\nu_{i j}=2$ and $\beta_{i j}=0$; and in the case of such elements $p_{i j}^{(2)}=p^{2}<p$. But $p_{i j}=0$ and $v_{i j}=1$ for only $|i-j|=2 \lambda$; and if in $B$, the outermost elements in the band are non-zero viz., $b_{q t}=1$ for $|q-t|=\lambda$, then for $|i-j|=2 \lambda, b_{i,}^{(z)}=$ $\left(\mathrm{Be}_{\mathrm{i}}\right)^{\prime} * \mathrm{Be}_{j}=b_{i+\lambda, i} * b_{j-\lambda, j}=I$, since $|i-j|=2 \lambda \Rightarrow i+\lambda=j-\lambda$. In view of the above results and corollary 2.3, we have.

Corollary 2.4. If in $B$, the outermost elements in the band are non-zero and $p$ is the probability of the non-diagonal elements within tie bend being non-zero, then $p_{i j}^{(2)} \geq p,|i-j| \leq 2 \lambda$.

We will now give a theorem for $\alpha_{i}$, which is defined as the expected value of the sum of the 'intersections' or the $i^{\text {th }}$ colum of $B$ with all the other colurns. In other words,

$$
\begin{align*}
\alpha_{i} & =E\left[\sum_{j \neq i}\left(B e_{i}\right)^{\prime}\left(B e_{j}\right)\right]=E\left[\sum_{j}^{\prime} e_{i}^{\prime} B^{2} e_{j}\right] \\
& =E\left[e_{i}^{\prime} B^{2}\left(\sum_{j \neq i}^{e}\right)\right]=E\left[e_{j}^{\prime} B^{2}\left(V-e_{i}\right)\right], \tag{2.11}
\end{align*}
$$

where $B^{2}$ is obtained by usual(not Boolean) matrix multiplication.
Theonem 2.4. If $B$ is a band matrix and $\alpha_{i}$ is defined by (2.11), then

$$
\begin{align*}
\alpha_{i} & =p\left[p\left(\frac{3}{2} \lambda^{2}-\frac{5}{2} \lambda+2\right)+i(2 \lambda p-2 p+2)+2(\lambda-1)\right], 1 \leq i \leq \lambda+1,  \tag{2.12}\\
& =p\left[p\left(2 \lambda^{2}-5 \lambda-1\right)+4 \lambda+i p\left(2 \lambda-\frac{i}{2}+\frac{3}{2}\right)\right], \lambda+2 \leq i \leq 2 \lambda \tag{2.1.3}
\end{align*}
$$

$$
\begin{equation*}
=2 p \lambda[p(2 \lambda-1)+2], 2 \lambda+1<i \leq n-2 \lambda_{0} \tag{2.14}
\end{equation*}
$$

Proof. IP $1 \leq i \leq \lambda+1$, then at most $t+2 \lambda$ colwns have a non-zero Intersection with the $i^{\text {th }}$ colunh. Out of these columa the diagomal slemmas have to be considered in the first $1+\lambda$ columns. If in Theorem 2.2 and Conollary 2.2, we let $u=B e_{i}$ and $v=B e_{j}$, then from (2.9) and (2.7) it follows that

$$
\begin{aligned}
E\left[\left(B e_{i}\right)^{\prime}\left(B e_{j}\right)\right] & =E\left(e_{i}^{\prime} B^{2} e_{j}\right)=v_{i j} p^{2}+2 p(1-p), l \leq j \leq i+\lambda, j \neq i, \\
& =v_{i j} p^{2}, i+\lambda<j \leq i+2 \lambda_{2}
\end{aligned}
$$

where $\nu_{i j}=j+\lambda, I \leq j<i$

$$
\begin{aligned}
& =i+\lambda, i<j \leq \lambda+I \\
& =i-j+2 \lambda+1, \lambda+I<j \leq 1+2 \lambda .
\end{aligned}
$$

Therefore, in view of the above facts and (2.11) we have

$$
\begin{aligned}
\alpha_{i} & =\sum_{j \neq i} E\left(e_{i}^{\prime} B^{2} e_{j}\right), I \leq j \leq i+2 \lambda, \\
& =\sum_{j \leq i+\lambda}\left[\nu_{i j} p^{2}+2 p(1-p)\right]+\sum_{j>i+\lambda} v_{i j} p^{2}, I \leq j \bar{j} i \leq i+2 \lambda \\
& =p^{2} \sum_{j \neq i} \nu_{i j}+2(i+\lambda-1) p(I-p), I \leq j \leq i+2 \lambda \\
& =2 p(1-p)(i+\lambda-1)+p^{2}\left[\sum_{j<i}(j+\lambda)+\sum_{i<j \leq \lambda+1}(i+\lambda)+\sum_{\lambda+1<j}(i-j+2 \lambda+1)\right]
\end{aligned}
$$

which on simplification gives (2.12) . Similar computations san be used to prore (2.13) and (2.14).

Similar to $\alpha_{i}$, another userul guantity is $\gamma_{\mu j}$ which is given by
Theoren 2.5. If $\gamma_{\mu . j}$ is the expected value of the sum of the lengths of intersections of the $j^{\text {th }}$ column with the first $\mu$ oolumns of a band matrix $B$, then

$$
\begin{align*}
& \quad \gamma_{\mu j}=\mu p\left[p\left(\lambda+\frac{\mu}{2}-\frac{3}{2}\right)+2\right], I \leq \mu<j \leq \lambda+1,  \tag{2.15}\\
& =p\left[p\left\{\mu\left(2 \lambda-\frac{1}{2}+\frac{\mu}{2}-j\right)+2(j-\lambda-1)\right\}+2(\mu-j+\lambda+1)\right], I \leq \mu \leq \lambda+1 \\
& \text { and } \lambda+2 \leq j \leq 2 \lambda, \tag{2.16}
\end{align*}
$$

$$
\begin{aligned}
& =\frac{p^{2}}{2}(2 \lambda+\mu-j)(2 \lambda+2+\mu-j), \quad I \leq \mu \leq \lambda \text { and } 2 \lambda+1 \leq j \leq 3 \lambda, 0 \text { : } \\
& \lambda+1 \leq \mu \leq 2 \lambda \text { and } 3 \lambda+1 \leq j \leq 4 \lambda \text {, or } \\
& 2 \lambda+1 \leq \mu \text { and } \mu+\lambda<j \leq \mu+2 \lambda, \\
& =p\left[p\left\{\mu\left(2 \lambda-\frac{1}{2}+\frac{1}{2} \mu-j\right)-2(\lambda+1-j)\right\}+2(\lambda+1+\mu-j)\right], \lambda+1 \leq \mu \leq 2 \lambda, \\
& \lambda+2 \leq j \leq 2 \lambda+1, \\
& =p(\mu-j)\left[\frac{p}{2}(\mu-j)+p\left(2 \lambda-\frac{1}{2}\right)+2\right]+p(\lambda+1)(2 \lambda p-p+2), \\
& \lambda+1 \leq \mu \leq 2 \lambda \text { and } 2 \lambda+1 \leq j \leq 3 \lambda \text {, or } 2 \lambda+1<\mu<j \leq \mu+\lambda_{0} \\
& \text { Proof. Let } I \leq \mu<\mathfrak{j} \leq \lambda+I \text {, then } \\
& \left.\gamma_{\mu j}=E\left[\sum_{i=1}^{\mu}\left(B e_{i}\right)^{\prime}\left(\mathrm{Be} e_{j}\right)\right]=\sum_{i=1}^{\mu} E\left[(\mathrm{Be})_{i}\right)^{\prime}\left(\mathrm{Be} e_{j}\right)\right] \\
& =\sum_{i=1}^{\mu}\left[v_{i j} p^{2}+2 p(1-p)\right] \text {, using (2.9). } \\
& =\sum_{i=1}^{\mu}\left[(i+\lambda) p^{2}+2 p(1-p)\right] \text {, since } v_{i j}=i+\lambda_{0} \\
& =\frac{\mu(\mu+7)}{2} p^{2}+\mu\left[\lambda p^{2}+2 p(1-p)\right] \\
& =\mu \mathrm{P}\left[\mathrm{p}\left(\lambda+\frac{\mu}{2}-\frac{3}{2}\right)+2\right] .
\end{aligned}
$$

This proves (2.15). In similar manne: (2.16)-(2.19) can be proved.
In case $B$ is of doubly bordered bend form (case 10, in Fig. 1) and $\sigma$ is the width of the border, then we have

Theorem 2.6. If $B$ is DBBF and for $1 \neq j$,

$$
\begin{aligned}
P\left(b_{i j} \neq 0\right) & =p, \text { for } I \leq i, j \leq n-\sigma \text { and }|i-j| \leq \lambda, \\
& =\hat{p}, \text { for either } i \text { on } j \text { or both in }[n-\sigma+1, n],
\end{aligned}
$$

and $\alpha_{1}$ is defined according to (2.11), then

$$
\begin{align*}
\alpha_{i}= & p\left[\lambda p\left(\frac{3}{2} \lambda+2 i-\frac{5}{2}\right)-2 p(i-1)+2(\lambda+i-1)\right] \\
& +\sigma \hat{p}[(\lambda+i-1) p+(n-1) \hat{p}+1], I \leq i \leq \lambda+1,  \tag{2.20}\\
= & p\left[p\left(2 \lambda^{2}-5 \lambda-1\right)+4 \lambda+i p\left(2 \lambda-\frac{i}{2}+\frac{3}{2}\right)\right] \\
& +\sigma \hat{p}[(\lambda+i-1) p+(n-1) \hat{p}+1], \lambda+2 \leq i \leq 2 \lambda  \tag{2.21}\\
= & 2 p \lambda[(2 \lambda-1) p+2]+\sigma \hat{p}[2(\lambda p+1)+\hat{p}(n-2)], 2 \lambda+1 \leq i \leq n-2 \lambda-\sigma  \tag{2.22}\\
= & \hat{p}[\{2(n-\sigma)-\lambda-1\} \lambda p+(2 n-2)+(\sigma-1)(2 n-\sigma-2) \hat{p}], n-\sigma<i \leq n . \tag{2.23}
\end{align*}
$$

Proof. The proof of this theorem follows the same routine arguments as those of Theorem 2. 14 and is therefone mitted.

Theorem 2.7 If B is DBBB or DBBDF such that $P\left(b_{i, j} \neq 0\right)=\hat{p} \leq \frac{\sqrt{2}-1}{2}$ ion $1 \neq i$ and $i$ or $;$ or both in $[n-\sigma+1, n]$, and $\sigma>1$, then

$$
P\left(b_{i j}^{(2)} \neq 0\right) \geq \hat{p}, \text { for all } I \leq i, j \leq n
$$

Proof. For all $1 \leq i, j \leq n$ we have, $b_{i j}^{(2)}=e_{i}^{\prime} B^{(2)} e_{j}=\left(B e_{i}\right)^{\prime} * B e_{j}$. Since for the last elements of both the $i^{\text {th }}$ and the $j^{\text {th }}$ coliumns of $B$, $P\left(b_{t i} \neq 0\right)=P\left(b_{t j} \neq 0\right) \geq \hat{p}(i n f a c t$, the inequality holds for only the diagonal elements), therefore in view of (2.6), Corollary 2.3 and the fact that $\sigma>1$, we have

$$
P\left(b_{i j}^{(2)} \neq 0\right) \geq I-\left(1-\hat{p}^{2}\right)^{\sigma} \geq \hat{p}
$$

3. Permuting metrices to BR, DBBF and DBBDF.

In the preceding section, we gave some results for matrices in BF, DBBF and DBBDF. In this section, we will show how these results can be used to transfom an arbitrary symetrin positive definite matrix A to one of these forms. Let, 3 be the matrix obtained from $A$ by replacing each non-zero element of A by cne. In viev of (I.4), and the definitions of $B$ it is evident that,

$$
\begin{equation*}
Q^{\prime} S Q=B \tag{3.7}
\end{equation*}
$$

In the above equation, $S$ is known and we would like to find $Q$ such that $B$ is in $B F$, DBBIN or DBBDF. We assume that $S$ is ansarse viz., $V$ 'SV:=p=o(11) and not $o\left(n^{2}\right)$. In onder to desoribe an algorithn for the determination of $Q$ and $B$ we will need a few simple theorems which rollow easily from the results given in Section 2.

Theoren 3.1. If $S^{(2)}=5 * S$, and there exiscs a permutation matrix $Q$ such that $Q^{\prime} S_{Q}:=3$, where 3 js either DBBE or DB'BDF, then for all i

$$
\begin{equation*}
E\left(e_{i}^{\prime} S^{\left.(2)_{V}\right)}=o(n) .\right. \tag{3.2}
\end{equation*}
$$

Proof. Stince $Q$ has only one non-zero element in each row and column, therefore $Q^{\prime} * Q=Q^{\prime} Q=I, Q^{\prime} V=T$, and $3=Q^{\prime} S Q=Q^{*} \% * Q$. Thus, for $1 \leq i \leq n$,

$$
\begin{aligned}
e_{i}^{\prime} S^{(2)_{V}} & =e_{i}^{\prime} S * S V=e_{i}^{\prime} Q B Q^{\prime *} Q B Q^{\prime} V=o_{i}^{\prime} Q(B * B) V \\
& =e_{j}^{\prime} B^{(2)} V, \text { for } 1 \leq j \leq n .
\end{aligned}
$$

But from Theoren 2.7, $P\left(\begin{array}{l}(2) \\ i j\end{array} \neq 0\right) \geq \hat{p}$, which implies that

$$
E\left[e_{i}^{\prime} S^{(2)_{V}}\right]=E\left[e_{j}^{\prime} B^{(2)_{V}}\right] \geq \hat{p} n=0(n)
$$

Corollary 3.1. If in Theorem 3.1, $B$ is a band matrix, then $E\left(\varepsilon_{i}^{\prime} S^{(2)} V\right)=o(\lambda) \ll o(n)$.

Proof. From Corollary 2.3, $P\left(b_{i j}^{(2)} \neq 0\right) \geq p($ except for the outennost element in the band, therefore, $E\left(e_{i}^{\prime} S(2)_{V}\right)=E\left[e_{j}^{\prime} B(2)_{V}\right] \geq p(2 \lambda)=$ $o(\lambda) \ll o(n)$, since $\lambda \ll n$.

In making use of the above corollary, $\lambda$ can be estimated by using $\left(2 . \mu_{4}\right)$, where $\beta=V^{\prime} S V_{\text {。 }}$ It should be noted that, in vien of (2.3) and the fact that $0<p \leq 1$, the talae of $\lambda$ so obtainea is generally an undenestimate.

In onder to find ine rows and oolums of 3 , that comenjond to the

following Theorem. Let $\Gamma$ denote the set of indices of those rows and columns of $S$ which after permutation according to (3.1), becoms the last $\sigma$ rows and columas of $B$, then we have

Theorem 3.2. If in (3.1), $B$ is in DBBF with $p=\hat{p}, \lambda=\sigma$, and $Q^{\prime} e_{i}=e_{j}$, then

$$
\begin{equation*}
E\left[e_{i}^{\prime} S^{2}\left(V-e_{i}\right)\right] \approx 2 n p[(2 \lambda-I) p+I], i \subset \Gamma \tag{3.4}
\end{equation*}
$$

and $\underset{i}{\operatorname{Max}} E\left[e_{i}^{\prime} S^{2}\left(V-e_{i}\right)\right] \approx \lambda p^{2} n, i \not \subset \Gamma$.
Proof. From (2.11), (3.1) and the facts that $Q V=V, e_{i}=Q e_{j}$, we have

$$
\alpha_{j}=E\left[e_{j}^{\prime} B^{2}\left(V-e_{j}\right)\right]=E\left[e_{j}^{\prime} Q^{\prime} S^{2} Q\left(V-e_{j}\right)\right]=E\left[e_{j}^{\prime} S^{2}\left(V-e_{i}\right)\right] .
$$

But from (2.23) and the fact that $\lambda \ll n$, we have

$$
\begin{aligned}
\alpha_{j} & =p[\lambda p(2 n-3 \lambda-1)+(2 n-2)+(\lambda-1)(2 n-\lambda-2) p] \\
& =2 p[\lambda p(2 n-2 \lambda-1)+(n-1)(1-p) \overrightarrow{]} \\
& \approx 2 n p[(2 \lambda-1) p+1], \text { which proves }(3.4) .
\end{aligned}
$$

On the other hand, for $i \not \subset \Gamma, E\left[e_{i} S^{2}\left(V-e_{i}\right)\right]$ will be maximum for $2 \lambda+1 \leq i \leq n-\sigma-2 \lambda$, and from (2.22) it follows that

$$
\begin{aligned}
\alpha_{j} & =\lambda p[p(6 \lambda+n-4)+6] \\
& \approx \lambda p^{2} n, \text { which proves }(3.5)
\end{aligned}
$$

From the above theorem it follows that

$$
\begin{equation*}
E\left[e_{i}^{\prime} S^{2}\left(V-e_{i}\right)\right] \approx \theta E\left[e_{j}^{\prime} S^{2}\left(V-e_{j}\right)\right], \tag{3.6}
\end{equation*}
$$

where $i \subset \Gamma$ and $j \not \subset \Gamma$, and $\theta=4+\frac{2}{\lambda}\left(\frac{1}{p}-1\right) \geq 4$, since $0<p \leq 1$, It can be shown that (3.6) also holds for DBBDF, if we assume that the diagonal blocks are of average size $\lambda$. However, in this case $\theta \geq 3$. Therefore, we can generally make use of $S^{2}$ to determine the rows and columns of $S$ which belong to $\Gamma$. If such rows and colums are removed from $S$, then we noed to determine whether the remaining matrix can be
transformed to the BDF or BF. To this end we will need the following.
Theorem 3.3. If $B$ is in band form and $S^{(1))}=S^{(h)} * S, h=1,2, \ldots$, and $k \geq \frac{n}{n}$, then

$$
\begin{equation*}
E\left(\theta_{i}^{\prime} S^{(k)} V\right)=o(n) \tag{3.7}
\end{equation*}
$$

Proof. In the proof of Theorem 2.1 we have seen that the bandwidth of $B^{(k+1)}$ is $\lambda$ more than that for $B^{(k)}$ if $p=1$. Therefore it follows that $B^{(k)}=V^{\prime} V$ for $k \geq-\frac{n}{\lambda}$. In case $0<p<1$, then from Corollary 2.3 it follows that for nearly all elements $b_{j j}^{(k)}$ of $B^{(k)}, P\left(b_{j j}^{(k)} \neq 0\right) \geq p$. Therefore $E\left(e_{i}^{\prime} B^{(k)} V\right)=o(n)$, since $I \geq p \geq \frac{\sqrt{5}-1}{2}$.

Theorem 3.4. If in (3.1), $B$ is in BDF with $P\left(b_{i j} \neq 0\right)=p$ for $i$, $j$ in any of the diagonal blocks and zero otherwise, and in is the size of the largest diagonal block, then

$$
\begin{equation*}
\operatorname{Max}_{\dot{\Sigma}, k} E\left(\theta_{i}^{\prime} S^{\left.(k)_{V}\right) \leq n .}\right. \tag{3.8}
\end{equation*}
$$

Proof: Since only the columns belonging to the same diagonal blocks can have a non-zero intersection and the Boolean powers of $B$ increase the probability (of being non zero)of those elements that lie in the diagonal blocks, therefore at most $m$ elements can be non-zero in any row or column, and (3.8) follows. This completes the proof of the theorem.

If we know that $S$ can be parmuted to the form of a band matrix, then we need the following results for ordering the rows and columns of $S$ (viz., to determine Q).

From the proof of Theorem 3.2, we have

$$
\begin{equation*}
E\left[e_{i} S^{2}\left(V-e_{i}\right)\right]=E\left[e_{j} B^{2}\left(V-e_{i}\right)\right]=\alpha_{j} \text {, where } Q e_{j}=e_{i} ; \tag{3.9}
\end{equation*}
$$

and from (2.12) it follows that

$$
\alpha_{j}-\alpha_{i}=p(2 \lambda p-2 p+2)(j-i), 1 \leq i<j \leq \lambda+I
$$

and $\min _{i, j}\left(\alpha_{j}-\alpha_{i}\right)=p(2 \lambda p-2 p+2), 1 \leq i<j \leq \lambda+1$

$$
\begin{equation*}
>\frac{\lambda+1}{2}, \text { since } p>\frac{1}{2} \tag{3.10}
\end{equation*}
$$

Let $V_{\mu}$ be the vector obtained from $V$ by replacing its last $n-\mu$ elements by zero. Then $\gamma_{\mu j}$, which was defined in Theorem 2.5 , can be expressed as

$$
\begin{equation*}
\gamma_{\mu, j}=E\left(\theta_{j}^{\prime} B^{2} V_{\mu}\right), j>\mu \tag{3.11}
\end{equation*}
$$

If we let $Q V_{\mu}=\Omega_{\mu}$ and $Q \theta_{j}=e_{i}$, then from (3.10) and (3.1) it follows that

$$
\begin{equation*}
\gamma_{\mu j}=E\left(e_{j}^{\prime} B^{2} \dot{V}_{\mu}\right)=E\left(e_{i}^{\prime} S^{2} \Omega_{\mu}\right) \tag{3.12}
\end{equation*}
$$

We are now finally in a position to describe an algorithm for finding a permutation matrix $Q$ corresponding to a given sparse symmetric positive definite matrix $A$ such that the matrix $G$ defined according to (1.4) is in DBBF, DBBDF , or BF .

Algorithm 3.1.

1. Construct $S$, the incidence matrix corresponding to $A$ and compute $S^{2}$. From $S^{2}$, construct the corresponding incidence matrix $S^{(2)}$ 。If for all i, $e_{i}^{\prime} S^{(a)} V=o(n)$, then go to step 6 (In view of Theorem 3.1 and Corollary 3.1, $B$ can be sither DBBDF, or $\operatorname{DBBF}$ but not in $B F$ or $B D F$ ).
2. Compute $\beta=V^{\prime} S V, \lambda \approx \frac{B-n}{2 n}$ and $S^{(k)}$, where $k \geq \frac{n}{\lambda}$. If $\operatorname{Max}_{i} e_{i} S^{(k)} V=$ $O(n)$, then go to step 4 ( $B$ is in band form-this follows from Theorems 3.3 and 3.4 and the fact that $m \ll n$, since $A$ is sparse. It should be noted that $\lambda \geq \operatorname{Max}_{i}\left(\theta_{i}^{\prime} S V-1\right)$, since $2 \lambda+1$ is the maximum naxber of non-zero elements in any row of $B$; also in view of (2.3), the value of $\lambda$ given by $\lambda \approx \frac{\beta-n}{2 n}$ is generally an underestimate).
3. Compute $S^{(n)}$ and denote its $i^{\text {th }}$ row and $j^{\text {th }}$ column element by $s_{i j}^{(n)}$. Then $s_{i, j}^{(n)} \neq 0$, for all columns(rows)of $S$ which belong to the same diagonal block as the $i^{\text {th }}$ colum(row)。 Startjing with the first colum, assign each column(row)of $S$ to a particular diagonal block. This determines Q such that Q'S Q is in BDF(Harary 1962, Tewarson 1967). Stop.
4. Determine $2 \lambda$ values of $\eta$ for which
$\hat{\alpha}_{\eta}=e_{\eta}^{\prime} S^{2}\left(V-e_{\eta}\right) \leq e_{i}^{\prime} S^{2}\left(V-e_{i}\right), i \neq \eta, I \leq i \leq n$. Separate these values of $\eta$ int.o two sets as follows. If $s \eta_{r}^{(a)} \eta_{k}=0\left(o r^{\prime \prime} e_{\eta_{r}^{\prime}} S^{2} e^{a} \eta_{k}=0\right), r \neq k$, then $\eta_{r}$ and $\|_{k}$ belong to different sets. Within each set arrange the values of $\eta^{\prime}$ 's in the order of ascending values of $\hat{\alpha_{\eta}}$. Let $\eta_{1}, \eta_{2}, \ldots$, $\eta_{\lambda}$ and $\bar{\eta}_{1}, \bar{\eta}_{2}, \ldots, \bar{\eta}_{\lambda}$ be the resulting arrangements for the $\eta^{\prime} s$ in the first and the second set respectively, then $\theta_{\eta_{1}},{ }^{\theta} \eta_{\eta_{2}}, \ldots,{ }^{\theta} \eta_{\lambda}$ are the first $\lambda$ collurms and $e \bar{\eta}_{\lambda}, \ldots, e_{\eta_{z}},{ }^{\theta} \bar{\eta}_{X}$ are the last $\lambda$ columns of $Q$. (Remarks: $N_{0}$ te that $\lambda$ was estimated in step 2 of this algorithm. Furthermore, from (3.9) and (3.10) it follows that for the 7 's in each set, the values of $\hat{\alpha}_{\eta}$,'s are generally distinct. Ties can be broken by using $\left.e_{\eta}^{\prime} S V.\right)$. Construct an $n$ dimensional. column vector $\Omega$ which has unity in positions $\eta_{1}, \eta_{2}, \ldots, \eta_{\lambda}$ and zeroes elsewhere.
5. Cormpute $\hat{\gamma}_{T}=\operatorname{Max}_{i} e_{i}^{\prime} S^{2} \Omega, i \neq \alpha_{\eta}$, then $\theta_{T}$ is the next column of Q. (This follows from (3.12), (2.15) and (2.16). It can easily be shown that if $\tau$ has more than one value, then the corresponding colums of $B$ are very close together. We can use $e_{T}^{\prime} S^{2}\left(V-e_{\tau}\right)$ to break the ties in the beginning if any.). Make the $\tau^{\text {th }}$ element of $\Omega$ a one. Similarly the additional colums of $Q$ from the right hend side are also determined by using $\bar{\Omega}$, which has unity in positions $\bar{\eta}_{1}$, $\bar{\Pi}_{2}, \ldots, \bar{\eta}_{\lambda}$. Repeat the current step of the algorithm until all columns of $S$ lave been exhausted, viz., $\Omega+\bar{\Omega}=V$, and $Q$ has been determined. Stop.
6. Compute $\hat{\alpha}_{j}=e_{j} S_{i}^{2}\left(V-e_{j}\right), j=1,2, \ldots, n$. Determine the set $\Gamma$, such that if $\beta \subset \Gamma$ and $\mathrm{k} \not \subset \Gamma$ then $\hat{\alpha}_{\rho}$ is significantily greater than $\hat{\alpha}_{k}$. (For example, $\hat{\alpha}_{\rho} \approx \theta \hat{\alpha}_{k}$, where $\theta \approx 4$, this follons from (3.6)). Let $\rho_{1}, \rho_{2}, \ldots, \rho_{\sigma} \subset \Gamma$. Then $e_{\rho_{1}}, e_{\rho_{2}}, \ldots, e_{\rho_{\sigma}}$ are the Last columms of $Q$. Now delete the rows and colurms of $S$ which belong to $\Gamma$ and we have a matrix of order $n-\sigma$, which is either in BF or BDF. Go to step 2 with n replaced
by $n-\sigma$ to determine the first $n-\sigma$ columns of $Q$. This completes Algorithm 3.1.

We shall. now make a few pertinent remarks about the above algorj.thm. Let $\varphi$ be the undirected graph which corresponds to $S$ such that it has $n$ nodes and there is an edge between its $i^{\text {th }}$ and $j^{\text {th }}$ nodes if and only if $s_{i j}=s_{j i}=1$, (Busacker and Saaty, 1965). Then the permutation of the rows and the columns of S (according to (3.1)) is equivalent to the rearrangement of the nodes of $\varphi$ to get an undirected graph $\psi$ which corresponds to $B$ (matrix $B$ is in $B F, D B B F$ or $D B B D F$ ). In view of these definitions of $\varphi$ and $\psi$, it is evident that the equation $e_{i}^{\prime} S^{2} V=o(n)$ in the first step of Algorithm 3.1 implies that there is a path of length two or less between most of the nodes of $\varphi$ (or $\psi$ ). Furthermore, in step 6, we determine and delete some nodes and the associated edges of $\varphi$, such that the remaining graph does not have most of its nodes connected by paths of length two or less (the associated matrix can be permuted to BF or BDF). In step 3, we make use of the connectivity matrix $S^{(n)}$ to determine the nodes belonging to each connected subgraph of $\varphi$ (the diagonal blocks of $B$ ). The determination of $Q$ in steps 4 and 5 generally does not lead to a matrix which has bandwidth close to the one estimated in step 2, mainly due to the non-uniqueness of the quantities $\hat{\alpha}_{\eta}$ and $\hat{\gamma}_{T}$, however the rows and columms which will minimize the bandwidth are in general fairly close together in $Q^{\prime} S Q$ at the conclusion of these steps. Therefore, a few additional interchanges of rows and columns might at times be desirable.

The above Algorithrn is based on the assumption that there exists a Q such that $Q^{\prime} S Q=B$; where $B$ is either in $B F, D B B F$, or $B B B D F$ and the probability of its elements (within the shaded areas in cases 8,10 or 5 in Fig. 1) being non-zero is $p \geq \frac{\sqrt{5}-1}{2}$, and $m, o, \lambda$ are of same order
of magnitude, but much less than $n$. The closer $p$ is to unity the more efficient the algorithm will be. For arbitrary symetric matrix $s$ with non-werres on the diagonal, the efficiency of this Algorithm will have to be decided on the basis of a large number of computational experiments. In any case, the algorithm should certainly do better than the present methods in literature that the author is familiar, due to the following reasons. First, the rows and columns of $S$ which would keep us from minimizing $\lambda$ or $m$ are put in the set $\Gamma$; and second, at each stage of the algorithm we have used more information from the rows and columns of both $S$ and the desired form $B$ than other methods seem to utilize.

We conclude this paper with a brief description of the methods for matrix bandwidth minimization presently available in literature. If we let $\pi_{i}=i-j, j \leq i$ and zero otherwise, where $a_{i j}$ is the left, most non-zero element of $A$ in the $i^{\text {th }}$ row, then Akyuz and Utku (1968) give an iterative program for finding the quantity $\bar{\zeta}=\min _{Q} \frac{1}{n} \sum_{i=1}^{n} \pi_{i}$. Their method is based on interchanging two successive rows of $A$ if bandwidth is decreased or a row with large number of zeroes goes away from the central row. The above problem can also be expressed as a Linear Programming problem (Tewarson, 1967). The related problem of finding $\bar{\xi}=\min _{Q} \max _{i} \pi_{i}$ is discussed by Alway and Martin (1965), Cuthill and McKee (1969) and Rosen (1968). Alway and Martin (1965) have constructed a program which by means of an educated search of possible permutations determines Q. Rosen's (1968) program is an iterative scheme which is based on interchanging a pair of diagonal elements of $A$, such that either $\max _{i} \pi_{i}$ is decreased or in certain cases remains the same. Cuthill and McKee (1969) base their scheme on renumbering the diagonal elements of A by looking at a few permatations suggested by the structure of $\varphi$ (the associated graph).

The Algorithm given in this paper should be especially useful where many problems with similar pattern of non-zero elements but differing values have to be solved. It will perhaps be advantageous to use powers of $S$ greater than two in steps 4 and 5 of the algorithm for greater expected seperation between the $\hat{\alpha}_{j}{ }^{\prime} s$ and $\hat{\gamma}_{T}{ }^{\prime} s$. We hope that the probabilistic approach used in this paper will in the future lead to additional algorithms.
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