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ANNOTATION

The cecolleetion contains articles on a very promising sclentific
area in the field of the synthesis and analysis of systems with man
in the control g¢ireuit. Thé tasks and problems faclng ergonomics
are reviewed. The synthesis of the structure of an astronautieal
ergatic organism, as well as the synthesis of nonstatlonary ergatic
systems, are reported. Questions of the selection of the eriteria
of c¢omplex systems are considered, and the results of study of
ergatie control systems with any degree of human participation are
presented. It is written for specialists in eybernetics and
ergenomices.
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ERGATIC DYNAMIC CONTROL SYSTEMS

V. V. Pavlov, T. I. Drozdova, Yu. G. Antomonov, V. N. Golego,
A. G. Ivakhnenko and A. M. Meleshev (Editors)
Cobernetics Institute, Academy of Sciences,

Ukrainian 3SR

Ergonomics. The Status, Problems and Tasks

V. G. Denisov, V. V. Pavlev and V. V. Sokol
Kiev Institute of Civil Aviation Engineers, Cybernetics
Institute, Academy of Sciences, Ukr3SR

A detailed analysis is given of the status of the
science of ergonomics, of the problems facing 1t and of
the methods, by means of which these problems are solved.

A major conditlon in the steady rise of soclalist economics /3%

is all possible inerease in the effieiency of production, on the %
basis of the achievements of scilentific and technical progress and ¢’

improvements in the organilzation of work, production and control.
Thé combined solution of seceial, technical, organizational and
other problems ensures the further growth of the productivity of
work, which is the paramount indicator of the efficieney of social
preduetion. It is preeisely the indestructible connection between
the progress of science and technolegy, the growth of productivity
of soeilal work and the inerease in the welfare of the peorle, whieh
characterize the basic tendencies of the development of the
seientific and technieal revolution in our country. Of eourseé,
this is not only caused by the improvement in the tools of work,
but to the use of improved technolegieal processes, automated
complexes, intensified conecentration of industrial production and
its cloger interdepéndeénce with se¢ilence and technology. In con-
sidering the economic effect of scientifie and technieal achieve=
ments on ilndustry, K. Marx, in particular, noted that "...the
economic essence of technical progress 1s an inerease in the
effi@ienei of production and, first and foremost the productivity
of work."=

1 (Capiltal), vol. 3, p. 75.

¥Numbers in the margin indicate pagination in the foreign text.




The XXIV Congress of the Communist Party of the Soviet Union
determined that a comprehensive intensifiecation of soclal produc= o
tion and an inerease in its efficiency 1s the basie line of _
development of the ecountry both in the near future and in the long ;
term prospect, and is the paramount condition of the establishment
of the material and technieal base of communism,l The Congress
determined the basiec factors of the intensification. Among them
are; . . e

seceleration of the rate of scientific and technical progress;

a systematic increase in the level of education and qualifica=
tion of the workers:

, improvement in the control, planning and cconomic stimulation
of 1ndustry;

the use of the latest technigues in eontrol, the introduction
of the scientific organization of work and improvement in the forms
of material and moral encouragement of the workers.

Thus, it is a guestion of a complex of control of science,
technology and production and, therefore, it can be stated that the :
development of economics and government influence on its sub- :
divisions 1s emerging inte a new stage, & eharacteristic tralt of t
which is intensification, based on the use of the achlevements of
modern science and technology.

=

The intensive growth of industry has resulted today in the
development of complicated man-machine (ergstic) complexes, the
development and organization of the work of which requires the
accelerated solution of a number of urgent scientific problems.

The intreduction of computer teechnology and the automation of
produetion is radically changing the conditions of the work activity
of man and his funection, role and place in the work process {1].

Phe interrelation of man with machine is today onhe of the
numerous types of relations whieh have appeared in the work process.
Determination of the optimum interaections and interrelations of
these relations 1s a soeial, economic, technical and organizational
problem, This problem still has not been sufficiently studied.

The whole point is that, in eomplicated, multifunctional systems,
more frequent operator errors are possible, which frequently are
fraught with serious catastrophe and substantial economic losses.

The role and importance of the operator in econtrol of compli-
cated systems has inereased. It has turned out that expensive and

‘Materialy XXV c"yezda KPSS (Materials of XXIV Congress,
Communilst Party ot the soviet Unionj), 1871, p. 295.
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complicated equipment is in his hands. The nature of the work and
work processes of the operator has changed. From the physieal,

it has begun to appreoach the mental. The very nature of the '
interaction of the operator with the machine has changed. For the
most part, systems have become informational, interaction with
them has become mediated and control, remote. The work of ergatie
system designers has become far more complicated. A reguirement
has now arisen to design ergatic systems, so that they operate
under optimum or close to optimum conditiens.

The development of such systems requlres, on the one hand,
the data of seience to be drawn on and, on the other a new principle
in the development of such man-~machine complexes. If the operator
is approached, only Irom the stand of psychophysiology and the
machine and the envireonment, from the technical, engineering stand-
peint, it can be stated that the optimum ergatic system remainsg
only talk. A new area in study of systems of the operator-machine-
enyironment type,l as a single funetional whole, grgonomics, 1s of
definite assistance in the development of ergatie systems.

Ergonomics is the seience of the interaetion of an operator _
with a machine and the environment. Its subjiect is the eybernetic /5
operator-machine-~environment system. It develops scientifically B
based recommendations for builders, designers, technologists, pro=
duction organizers and operators, on the development and use of
ergatic systems with the optimum output characteristies, based on
technical requirements on the machine and the system as a whole,
with consideration of the characteristics of the components of the
system and of theilr capabilitles and limitations, The basic methods
of study used in ergonomics are formulated, on the basis of
¢ybernetic methods, simulation, the lnformation approach, systems
engineering and, in individual cases, systems analysls.

The recommendations of ergoncmics are even now belng success-
fully introduced into production, and they are producing a per-
ceptible economie effect. This was discussed, in particular, in
the reports to the I International Conference of Scientists and
Specialists of the Partieipant Countries in the Council fer Mutual
Economie Aid and the Federal People's Républie of Yugeslavia on
Questions of Ergonomics, in Moscow (August 1972). For example,
implementation of ergonomiec developments in the Central Control
Station (CCS) of the Shechekinsk Chemical Plant reduced CC3 personnel

_lTne "operator" is understood to be a working, acting person
involved in control of the system. The word "machine" is defined
as a more or less complicated technical device, intended for the -
transformation of information, energy and matter. The concept
"environment! includes all the external surroundings acting on the
operator and machine (mieroelimate, light and color elimate,
external infermation, ete.).
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from 49 to 29 persons; the introduction of a set of operations in
the assembly of equipment in ths equipment facility resulted in
an 11.3% inerease in the productivity of labor. On the whole,
improvement in development of control systems and products and
their operation, on the basis of ergonomic econcepts, increases
the effiecieney of the work of groups by 15-16% and up to 60%, in
individual categories of workers,

It should be noted Ehat, in the formative period of the new
selentific area, there are various discussions and opinions on the
subjeet, methods and final and intermediate tasks of ergonomies,
and there are no unanimous opinions on these questions among
specialists., This is understandable, since ergonomics is under-
going the formative stage.

We note two extreme polnts of view, whiech ean scarcely be
uncenditioenally adopted:

ergoneomics still is not a sclience; overall, it is only =a
"synthetie diseipline" (V.V. Rozenblat); ergonomics is not a
Sclence, but a "eommunications technelogy” in the man-machine
system (M.D. Monmellen) ;

ergonomics is essentially the seience of work (0. Lipmn, Kh.
Khil'f), whieh should incorporate all such different sciences as
psychology, physiology, biology, the technical selences, economics,
Jurisprudence, ete. (L. Borta), which can scareely be accomplished
within the framework of a single scientific area.

A number of authors consider that ergonomics is the seience
of man=machine-environment systems (V.F. Venda et al), but they do
not remain logical to the end, and they assert after this that its
task is net analysis and synthesisg of a system as a whole, but only
the optimization of the activity of man in this system. A number
of authors state direetly that ergonomics 1s engineering psychology
(Gellershteyn, F. Kutta). '

_ Some specialists consider man in work brocesses and the study /6
of his funetional capabilities and characteristies to be the subject
of study in ergonomies [1]. Thereby, ergonomics essentially 1is
identified with engineering psychology, which, aeccording to the
statement of some specilalists (B.F. Lomov, V.P. Zinchenko et al),
alse is the sc¢ience of the "eapabilities and actions of man,"
perferming work., Why, then, introduce the new term "ergonomiecs,"
for that field of knowledge which is included in the sphere of
the seientific area of "engineering psychelogy"? A number of
authors consider the task of ergonomies to be optimization of the
activity of man (te ereate optimum conditions for work) (V.I,

Teneta); others think that the task of ergonomics is the working
eut of g synthetiec, complex approaeh to optimization of the work



process (V.V. Rozenblat). There is disagreement in the definition
of the methods of ergonomics. Some authors consider that "ergo=
nomies uses the methods of researeh buillt up in psyechology,
physiology and industrial hygiene" (V.P. Zinchenko, A.N. Lenot'yev,
B.F. Lomov, V.M. Munipov). Tegether with this, they consider that
"new methods of research, different from the methods 0f those
disciplines, at the junction of which ergonomics developed," are
being created. V.M. Munipov states that "the study of the man-~
machine system, as a single functional whole, can be earried ocut

in a manner similar to that in study of any other cybernetie system.”
Mereover, a number of authors, now, in the formative stage of
ergonomics, propese dividing it into "separate ergonomics” ==
American, Polish, Soviet, preventive, design, corrective, laboratory,
space, aviation, conc¢eptual, ete., which is scarcely advisable at
the modern level of development of the science, when its subject,
tasks and methods have not yet been defined.

The man-machinesenvironment and operator-machine-environment
conecepts fregently are used as synonyms in the literature. However,
these concepts are not completely identiecal and we, in consideration
of the subject of ergonomies, should speeify their profeund
differences. "

In the first system, man is ceconsidered as a member of society;
in the second group of systems, hé emerges in the role of a worker,
an operator.

The second group of operator-machine-environment systems 1s
créated in the process of the design and use of complicated
technical deviees, machines controlled and used by operators
during their operation. These are already ergatic systems (ES),
and they alone are the subjeet of study of ergonomles.

Thus, in the development of a hybrid system, the operator-machine-
envirenment is not oriented on the rule "from man to machine" '
and, even more, "from machine to man," along with the rules "from
the operator to the machine" or "from the machine to the operator.™
Many inaccurate positions are found in the literature on this
guestion.

An operator-machine-environment system has to be so construected
that the problems of achievement of the target function of the LT
system as a whole are most effectively solved. The system is
optimized, according to the output eriterion (eriteria), with
allowance for the characteristics superimposed on the system, by
links with limited capabilities (biological for the operater and
technical for the machine and the environment).

As a rule, an operator-machine=environment system 1s a bal=
anced compremise, with account taken of the pluses and minuses of
all its component elements, with account taken of 1fs economic



indices and humanization of the working conditions of the operator,
The efforts of investigators in the new scientific area of ergo-
nomic¢s, the scienee of the optimum operator-machine-environment
systems, should be direeted towards this.

Scientifie and technlcal preogress in the soecialist method of
production creates previously unheard of possibilities, for the
development of a working man, and saturation of his activity with
intellectual, esthetic and emotional content. To an every inecreasing
degree, work is being transformed into a source of ereativity and
Joy, inte a primary vital need. However, it must be emphasized
that work is never converted into an amusement, play, easy occupa=s
tion, as the celebrated socialist utopian C. Fourier thought, in
deseribing the future. It always remains, in the expression of
K. Marx, "a fearfully serious matter," requiring tremendous effort
of the strength of man. Work is not reduced only te the input of
physical and mental energy in "pure form." It always involves an
effort of will, attentien, all of the emotional sphere of human
experiencé, with persistence in reaching the assigned goals, over-
coming diffiecultles and, frequently, dangers. ’

The partieular tasks of ergenomics are the substantiation of
methods of rational division of functions between the operator and
the machine; in this case, the synthesis of systems and provision
of compatibility ef the operator, machine and the environment (the
informational, energy, bloengilneering, spatial=anthropometrie,
engineering esthetic); the planning of the work activity of
operators for operation and maintenance of systems, the selection
and oeceupational training of operators, their combination into
efficlently acting groups; the working out and substantiation of
general and particular ergonomic requirements on machines, ete.

[2, 31.

There 1s a great diversity of ES. It is desirable to have a
classification for thelr analysis, study and use. Unfortunately,
suech a generally acknowledged classifieation does not exist. It
is only being developed. We also 4o not claim to develop 1if. How-~
ever, we consider it advisable to eclassify them, aecording to
certain characteristies.

Ergatic Systems are classified by different characteristicsa:
purpose; the target task performed by the cperator; the level (de-
gree) of automation; the number of operators in the system, ete.

ES ean be divided by purpose, into systems of contrel of
teehnological processes. and production, transport systems and L@
meving items, switehing (radie and television, communications net-
works) , mass services (bank operations, commerce), searching for and

obtaining informatien, automation of experiments, etc.
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By the target task performed by the operator, E5 are divideg
into monitering, control, search, regeneration and fraining.
Other systems are possible. In a menitoring ES, the operator
accomplishes primarily moniteoring funetions, observing the opera-
tion, 1In thils case, the operator is connected to the working
system through an information field, from which input signals
reaech him. The operator is included in parallel in the system.
He does not directly participate in the performance of its fune®ilons
by the machilne.

By comparing the data received from the measuring and warning
deviee readings with those reguired (programmed), the operator
makes a specific decision and works out a solution which, in this
case, ean ¢onsist of a demand for additional information and of a
change in behavior of the system observed, if such intervention
is possible and necessary. of inftroduetion of correcting signals
inte the input or output, of switehing te a new work program, of
connecting reserves, of stopping work, as well as accomplishing
other actions. In synthesizing controcl E3, the compllcated preoblem
arises of the preliminary processing of information, determination
of its volume and rate of arrival, so as to ensure processing and
the making of & correct decision. It is particularly impertant to
preoperly develeop an information model of the contrel E3, in case
emergency situations arise.

In the contrel ES, thé operator becomes a direct participant
in performance of its task by the system. He performs the direct
control funetion and is included in the work, as if in series with
the technical components of the system (with the machine). In
this system, the basic task of the operator 1s control =- regula-
tion, tracking, stabilization and direceting the output coordinate
(coordinates) of the system to their assigned (required) value.

: This system ls ¢losed on the human operator, and it cannot function
[ as a whole, if the operator is disconnected from the system. In
this system, the operator, besides reception and mathematical and
legiecal processing of the information extracted from the instru-
ments and alarms and making decisions, he performs the funetion of
controlling power link of the ES. The operator implements his
decision through the control elerments, by means of applying the
appropriate aection to them.

i' Ergatie control systems have at least two varieties, in one
: of which the operator performs tracking and compensation and in the
k other, tracking and pursuit. In tracking and compensation, the

_ operator ohserves only the diserepancy between the current output
i indicator (eoordinateg of the system and the required (assigned) /9
value. Eis task consists of reducing the discerepaney to zero or

: to the required value and, thereby, compensating for the

) discrepancy.

e TP S T o B A .y - — o PP e T ot



:
:
4
3
i
)
i)

In tracking and pursuit, the operator observes the values of
both the inpui and the output signals of the system. The task
consists of reduecing the discrepancy between the gystem input and
output to a minimum (0) or to an assigned value. Under these
corditions, it is required that, by controlling the machine, the
output be changed, and thereby, as it were, "pursue" the system
input,

A search ergatic system, as a rule, arises in failures in the
ES, when operator intervention Is required, to determine the cause
and place of failure. In this case, the operator is included in
the search for the trouble, and he performs monitoring and search
functions. Thus, the seareh E3 inecludes the hLuman operator, thes
machine (with its information model) testing the system and a
deviece for finding the trouble.

The task of the operator in a search ES is to find the trouble
in the system whiceh is broken down, i.e., to find that block, part
or assembly, which is the cause of breakdown of the system as a
whole. The operator is faced with the necessity of testing a
large number of funetionally and power connected assemblies, parts
and components of the technical portion of the ES in a short time.
This is espeeially important to note, for those times in the work
when breakdown of the ES has occurred during performance of 1its
task or immediately before the start of operation. It should be
taken into aeccount here that the speed of testing the parameters
is limited. Besides, in itself, testing one unit ecan consist of
making a series of measurements and subsequent calculations. The
operator is placed in the situation of making a multialternative
choice of the blocks to be monitored in the failed system. A
eriterien of optlmlzatlon of his activity, in this case, is the
minimum time in searching for the source of breakdown of the system.

A regenerating ES arises after determination of the cause of
breakdown of the system being diagnosed, at the time of start of
action by the operateor te restore it. In a regenerating system,
the main function of the operator is to restore the system. For _
this, the operator performs a series of particular tasks: disassembly
of the failed bloek, unit or assembly, selection of a serviceable
one and 1ts installation in the system. In the selectien of a
serviceable block, the operator has to evaluate its serviceability,
i.e., adjust, cheeck and test it. In this case, the operator 1is
faced with a situation, which requires the correct decision to be
made, The speed with which the operator makes the decision and
restores the system shows up 1n the economic costs. The gualify
of work of the operator in restoring the system directly affects
the reliability of operation of the eguipment.

Consequently, the evaluation eriteria of the work of the
operator in these cases are not only the economic indiees, but the

At



indices of the increase in degree of trouble~free operation of <he
restored system.

Ergatic systems can be dilvided inte at least 3 groups, by /10
type of information model (IM). One of them 1s a ES with a —_
differential IM. Thre differential (detailed) IM inecludes detalled
information on the separate parameters of the ES. As a rule, in
this ease, primary information comes to the eperator from the
machine, without prellminary processing. With the use of a
differential IM, the operator receives & precise guantitative
estimate of the condition of the individual compunents of the
technical portion of tre ES and its output parameters. In order
to obtain a general 1d:a of the condition of the ES, the cperator
requires a certaln time to process the uncoordinated information.
Tn a time deficlt, the solution of this problem is extremely
gifficult. In individual cases, this can result in making even
wrong declsilens.

The second group of systems is ES with an integral IM. Only
a general idea of the functioning of the ES is produced in 1t.
It is devoid of the ecapability of giving the operator quantitatlve
evaluation data on the opeératien of individual ES components (para-
meters), which sometimes is wanted during operation and servicing.
To obtain an integral IM in a ES3, supplementary processing of the
primary informatien iz used.

The third group of systems, ES with integral-differential
information models, 1s a combined system. The information models
of this group include elements of the first (differential, detailed)
and second (integral, general) ES, and they are devoid of the short-
comings of both groups.

£8 ean be divided into 3 groups, by degree of automation: un=
automated, semiautomatic and automatic. Selection of the level of
automation of a E3 is decided by the distribution of functions
between the operator and the machine during development of the
system. The level of automation of the ES adopted determines the
gquality of functiloning the ES (the degree of correspondence of 1ts
solution of functional problems assigned, with a gilven reliability).

Ergatic systems are divided by the number of operators in them,
into monoergatiec (MES), with one operator, and polyergatic (PES),
with more than one operator. The necessity of division of ES into
mono- and polyergatile systems was brought about by practical
experience in the use of ES. In individual cases, not one nperator,
but a group -=- & crew, team, link, ete. == participates in the
work.

While a moncergatie system 1s controlled by an individual,
a polyergatiec system 1s controlled by a group. In the group, each
one performs his task, correeting his activity, in accordance with
the purpose (target task) of the entire PES. There are 3 varieties



of pelyergatic system: with series connectlion 6f the operators,
with series conneetion of individual MES and combined PES, the

schemes of which are made up of the two preceding Varieties of
PES.

In systems with serles connection of the operators, the laster /11
are located in line during the process, the output of one is the o
input of another, ete. One operator is the souree of informatien
fer another, and the indilcators of each subsequent operator depend
direetly on the 1ndlcators of the preceding one. In thils system,
the operators are series conneected.

In PES wilth series commection of individual MES, the output
signal of the preceding onme 1s the input signal of the following
MES, Each MES has its individual task, for the performance of
whileh it was developed. In each indivldual MES, the operator has
his objeet of eontrel (a machine)}. However, the tasks performed
by éach individnal MES are subeordinated to one common purpose, for
which the PES as a whole was developed.

Pelyergatlc systems are lneomparably more cecomplex than mono=
ergatiec, in structure and infermation. Study of them brings about
extremely greéat (now still unselvable theoretieally) difficulties.

~ As a3 ruvle, ergatle systems are complicated, multiecireuit and
multichannel. They are charaeterized by a wide range of inter-
connections and an abundance of components, by comparative eom-
plexity of the "architecture," they are hierachical with a fairly
high level of organization, with large flows of informatien eir-
culating through the internal and external eireuits, providing
purposeful behavior of the entire dynamie system. In development,
deslgn, testing and operation of ES, the presently developing

syntemiec methods are successfully used

We consider the general capagbilitles of the operator and the
machine. As a rule, the operator in & system can perform many
funetions. He 1§ conecerned with observation, ildentification,
tracking, computing, logilecal deeisiens, 1mprov1zatien, prediction,
anglysis of events, coding and decoding, making decisions, receiving
and transmitting commands (retranslation), data seleetion, smeething,
delay of signals, limitation, compllatlen, changing and executlon
of assigned programs, conservation (storage) of informatbilon,
manipulation of the contrels, fine coordinated movements, power
funetions and many ethers. The operator 1s capable of ereative
acts and initiative he is a general purpose and plastic compenent,
he can be trained, he can interpret events of low probability,
raplidly receive and implement flexible preograms, Solve monotypie
problems differently with accumulated experience taken into account
and act in conformance with the situatien. He has a developed
logic, he is highly selective in the sampling of information, he
ecan aecumulate in memory and remember a large amount of 1nformatlen
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for the required time, is capable of combining informatlien reach=
ing him through various analyzer systems inteo a unit. He identifiles
various image representatlen (visual, auditory) with enviable speed.

The operator has great resolving power under espeeially [l2
diffieult working conditions and heuristic capabilitles. The oper= -
ator i1s the most important crganizing link, and he makes the opti-
mum deeisiens, with respeet to the plan of operation of the entire
system. But, he is helpless sometimes, for example, in vaeuum,
in severe heat, hard frost, weightlessness, ete., he 43 subjeet to
fear, uncertainty, boredom, irritability, and he gets tired (although
he ean periloedically recover his strength}. He caleulates slewly £
compared with a machine, and he is slugglsh in his actlons, he fogle
works poorly when walting, he is comparatively weak physieally, L
he 15 not adapted to monotonous werk, he makes errors and his
professional readiness decreases. He 1s 1imited in reeelving and
proecessing information, and he can best of all perform only one
complete operation at a time. The 1ist of shortcomings and Limita-
tions of the operator could be continued still farther. True, BY
means of purposeful training exerclses, an operator ean compensate
for part of his limitations.

As a highly organized being, compared with technical deviees,
he has such favorable qualities as adaptabllity, the ability to ¥
learn, self-adjustment, self=contrnl, heuristic abilities, and the o
ability to work in various situatilens. &

Compared with technical resourees, he has sueh properties as
stochastic variability of psychophysiological attributes, dependence
of psychophysiologieal gqualities on age, great sensitivity to
change in external conditions, dependence of psycholoegleal
characteristics on physileal condition, is emotional and less of
performance capaclty is posgible under stress.

The power and output data of a machine are essentially
unlimited. It is magnificent, and 1t rapldly calculates and logil~
eally acts, acgording to a gilven program, it quickly responds to
signals, it ean smeothly apply greatl foree, 1t does not get tired
(in the human sense) and it 1s highly reliable., It aeccurately and
correctly performs repeated, standard and stereotyped actions, and
it ean simultaneously perform several different aets. It has a
better memory, and it aceumulates and seleets a large amount of
data durlng a short interval of time.

Data on the capabilities of the operator and the machine are
not completely presented here. They are in Special handbooks.
However, there still are not many of them. Today, we have avallable

more quality characteristices of them than guantitative.

Operator capabllities are manifested differently, depending

on the eharacteristies of the technieal portion of the ES and the




parameters of the medium of interaetion of the operator with the
maehine.

The conelusion follows frem this that complicated, unereative
aets in the system should be automated and the control deeision
making operations, the simpler ones, with the capabilities of the
operater taken into aeccount. And what 1s more, simplilelty does /13
not have teo be transformed inte meonetony for the operator.

The develeopment of the system 1s eonsidered a dynamle proeess,
in which eac¢ch subsequent stage corrects the preceding one. The
degree of uncertainty decereases with each stage. The degree of
"freedom" in meking decisions on the structure of the system and
the design of its imdividual parts is reduced more and mere, The
development process 18 essentially heurlstie. Several alternate
solutiens are developed simultaneously. Some of them can be changed
or rejected as a result of the limitations superimpesed 1ln various
stages of design and replaced by new alternate sclutions.

In the developed system, the work of both the operator and
the maechine .turns out to be almest completély "programmed," by
means of the wiring diagrams (permanent program of operation of
the equipment), magnetic tapes, c¢ards and drums for data accumula-
tien (changing program eof operatien of the éguipment), written
procedures (permanent program of work of the operat@rs, training
and aceumulation ef experilence (changing program of work of the
operator). True, in operation of the system, probabilistic and
random actions are possible, both due to malfunction of teehnleal
components of the system, and due to operaftor error.

During operation of the system, failure of individual techni-=
eal links always is possiblée, which requires timely repair and
restoration of them, Therefeore, thé systems are developed, with
aceessibility and simplicity of eliminatien of malfunetions taken
into account. Finding and elimination of malfunctions with a
mimimum ameunt of malntenance personnel can be determined by the
guality and integration featurées and characteristies of the system
(design of equipment, toels, spare parts and test equipment), which
facilitates rapild, aceurate and economical performance of the work
to eliminate malfunctions and return the system to operation by the
operators themselves. In thls case, a quantitative measure can
be the down time of the equipment, from its failure to correction
of the malfunc¢tion. Adaptation of the teehnieal portion of the
system te the eperater, for finding and eliminating malfunctions,
ean proceed by way of the development of individual structural
modules and bloeks, efficlent placement of test points in the
system, the use of ecolor or any other markers convenient for the
operator-repalrman (functional layout of the eguipment, optimum
component assembly, ete.).

During the development of a spéeifie system, reduction in the
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down time of individual parts of the system, determination of the
components from which the down time is built up, and finding those
structural characteristics which affect each element of the down
time are important. This permits formulation of the basile prineci-
ples of design of the system,

In the development of a system, the equipment intended for /Y
elimination of malfunetions is considered together with the other
design aspects,

Tn deciding on the separatlon of functions, such questions
are consldered as: 1s an operator generally necessary for eontrol
of the maechine, or will the machine be compléteély automatilie? If
tnis 1ls inefficlent economiecally, frem the standpoint of reliability
or by other arguments, how many operators have to be here, what are
thelr tasks, metheds of inelusion in the system and sub@rdlnatlon
(hierarchy)?

The peint 1s that the operator and the machine are capable of
perfeorming funetions of the same type, but a numbér of tasks are
performed more effectively by the operator and a number, by the
automatie devices. There always are these, whieh the machine, o
even at the present level of development of the technolegy, either 4
cannot pérféerm at all or performs less effectively than the cperator, '
and viee Versa. Of course, the attempt ¢can be made to eliminate
the aperator from the system. However, it should be noted that
the maximum automation is not always useful and advantageous, from
the point of view of effiecieney, économy, reliability and other
parameters. The ereative thought of the operator occupies a
central place in the system, and it ultimately becomes the decisive
link, in a numbey of cases. The gift of foresight of events, the
abllity to make a décilsion and plan an action under minimum infor=
matien econditlens, a continually and randemly changing situatilon,
ete., are inherent in the operator. Frequently, the cost of a
completely automated system is so high, that the advisability of
its further development 1s not justified. Therefore, the operator
always has been and will be the main link of the ES. Everything

depends only en the method of his inclusion in the ES.

LY .

In the dilvision of functions between the operator and the
maehine (and between operaters), a number of factors have to be
taken into conslderation. Therefore, it 1s more advisable to make
a selection eof the system by one ecomplex evaluation, whieh takes
account of the estimates of the individual faetors and their
relative importance in the ES.

The task of division of functions béetween the operator and
the maehine in a future system is to ensure a given degree of
reliability and of other output parameters of the ES, with minimum
outlay of eguipment and the least stress on the operator. This
task 1s fairly elearly formulated in the framework of fthe cybernetiec
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theory of optimum econtrol.

The optimum version of the distribution of funetlens is
considered to be that, in which the gquality criterion of the system
has the most favorable value and which satisfies the limitations
placed on the system. It can be shown that, having once solved
the problem of the division of functions, one need not return to
it anymore. Of course, 1t is net this way at 2ll. This preblem
is always urgent for =aeh new case, in connection with the mobllity
and improvement in links of the ES.

New problems which arise in the development of a maechlne or |
teehnology break the optimum found, and they foree consideration of
this problem again., This is in order, because further development /15
of the science of man changes our knowledge of the characteristics
of the operator and of his functional eapabilities, and 1t permits

new methods and ways of extérnal actions on these eapabilitiles to

be substantiated, for the purpose of thelr extensien and qualitative
improvement.

The dynamic characteristics of the object of econtrol détermine
the working conditions of the operators in a ES. Determination of
the requirements on dynamles on the object of econtrol, with consid-
eration of operater activity, cannet be éxpressed formally in the
genersgl case, for the reason that the operator 1s a subject of
behavier. More than that, a econeclusive evaluatien of ceontrol is
provided by the operator himself and, therefore, it is subjective.
In order to somehow systematize the subjective perception of the
object of control by the operator, a ranking of the dynamies of
the object is belng developed, by its degree of correspondence to
the operator capabilities, by means ol speecially arranged operator
interrogations. Sueh interrogations are called an evaluation scale,
However, this methed has a significant defleiency, despite its
simpliecity. The operator evaluations give very little infermation
on the reasons for the acceptability of seme and the ungceeptablility
of other characteristics of the objects. Therefore, 1t 1s difficult
to transfer the results of studies performed under some conditions
to others and ultimately to generalize them.

Another methed of evaluating the correspondence of the dynamies
of an objeect to the eperator, which 1s free of this shortcoming,
1s the development and use of dynamic models of operator behavlor
and components of these models, for these purposes. The study of
operator hehavior by ohjective métheods also is advisgble, because
such an approach permits known facts to be explained and the
characteristics of an actual ES to be predicted, in those studied
in medel cases.

Moreover, these models can be used in caleulation of the

dynamie characteristies of the ES, including the stabllity of the
system, in studies of nonstationary problems of stabilizatlen and
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econtrol, as well as in the study of the information compatibility
of the operator, machine and environment.

Investigators have proposed a very substantial number of
models of operator behavior (activity) in a ES: both linear and
nonlinear, both econtinuous and discrete. The extent of their
approach to actual activity differs.

A model of an operator (of his activity) was first successfull
ecreated for the simplest cases of the solution of tracking and
stabilization problems, where the level of legiceal activity 1s
comparatively low and control is basically determined by habits
refined to reflex reactions. In the general case, by virtue of
his varied aetivity, it still is impossible to translate it into
the language of formal logilcal algorithms, i.e., to take gececount of
the nonlinearity, randeomness, discrefeness, lag, self-adjustment an
adaptability of the operator, as a link in the control system.

On the one hand, the properties of a llnear regulator, with
definite capabilities of self-adjustment 6f his parameters, ean
be aseribed to the operator. Sueh an appreach in ES simuiation is
fairly well known. On the other hand, ecomponents not correlated
with the input signal are ¢learly overlooked in the operator re-
sponse. The nonlinearity of the statistieal characteristies of
the operator (zones of insensitivity, nonlinearity in perception
and reproduction, limiltation of control capacity, ete.), as well
s a definite discreténess in the operator actions, especially in
multichannel econtrol, have to be taken into aceount. Therefore,
various investigators use (as applied to "their" experimental con=
ditions) operator models, whiech sometimes are not at all similar
to each other, from the simplest amplifier with a delay, models of
the variable operating cyele probabllistie automatilc machine (with
or without a delay), to a finite difference or diserete model.

An efficient divisien of funetions in the system permits the
activity of the operator himself and his work patterns and struetur
to be planned, based on an analysis of the functions and characteri
tiecs of the process. This permits substantiation of the methods
of inelusion of the operator in the syatem, in series or in
parallel with the mgechine.

The work of an operator in complicated systems is made up of
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the solution of not one, but of several control problems simultaneous-

1y, There 18 no doubt that, if the operator performs several tasks
simultaneously, he will definitely make errors more often, and the
system will leave the eptimum operating conditilons. In the multi-
purpose selutien of problems in a system, it 1s advisable to
present the eperator with performance of only one complete opera-=
tiwn at each moment of time, and to transfer others secondary to

it to other operators or switeh them te an automatic machine.
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Tn an ergatlc system, the operator does net control the
object itself directly, but through an information model of the T
machine, The operator reecreates an image of the object and 1ts e
condition at each moment of time from the model, and he makes a e
decision. The information model combines two flelds: sensory
(feeling), consisting of signal devices (instruments, indicators,
graphie panels, sound signals, sereens, ete.), and sengsorimetor,
consisting of the centrols (levers, handles, buttons, switches,
ete.). The sensory field of the information model refers to the
entire se* of signals perceived by the operator, directly from the
machine itself.

To create an information model equal to the machine and the
capabllitles of the operator is extremely complicated. The
charaeteristics, connections and interactions of the subsystems
controlled, the ameunt and type of infermation, its rate of output
by the machine, the types of information devices, the signal modal-
ity. direction of the . movement of the controls, their distribution
between the limbs of the operator and a numnber of other problems
must be solved, in the development of an information model,

The information compatabllity ef the operator wilth the machine -
has been little studied at present, theoretiecally or pracetically. ;.
In the majority of ES, their efficiency depends primarily on the o
selection of a valid information model for the operator. The /17 {

threughput of the operator as a confrol link is limited. He 1s
able to recelve and process only a limited amount of information
per unit time.

In the development of an information model, it should also be
determined what ES parameters must be presented to the operator
through the information model and in what form. The number of ES
parameters is minimized, to an extent to assist the operator in
recreating a dynamic image of the condition (béehavior) of the machlne,
to estimate possible contrel corrections on the part of the operator
and determine the controls, by means of which he reproduces them.

The information model always has to ensure stimulation of the
operater's analyzers, have an efficient code, which permits rapid
and ecerrect decoding of the inecoming information, and ensure imple-~
mentation of the declsions made. -

The selutlon of g number of important problems connected with
the development of an information model of the ES is pessible, in
the performanece of much regearch, design and experimental work. A
part ef the informatlen model is alloecatéd te monitoring the opera=
tign of components (bleeks) of the technical part of the ES (indica-
tions of the condition of ES components). Thils area of development
of the IM has recently become urgent, in connection with the intro=
duction into industry of complicated automated systems (deviees for
comprehensive monitering of the conditilon of ES compoenents, display
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of this condition in the IM sensory field, ete.). ji

That part of the information model also is lmportant, which 1is
intended for subsequent evaluation of the operation of the system
and its individual components. This is the so=called statle,
stored (documented) information. By use of it, the nature cf
change in system parameters during operation, of preceding opera-
ting conditions and the guality of system performance of 1ts target
funetlion can be decided. Such informatlon more precisely defines
the serviee life of the equipment, assists in detection of operator e
errors during operation and reveals the causes of emergeney situas= iy
tiens. Ultimately, the development of an infermation medel and 1%s :
use permits a dynamle image of the system to be obtained.

The presentation of the dynamic image of the system ls based
on the property of assoclativity inherent in the operator's thinks
ing. The dynamic image formed is the material for making a declsion
on the selection of a glven method of influencing the ohjeect of
control, of the form of the command. The ES infeormation model is
made up of many technical devices. They code information in
various ways and have varlous systems of displaying 1t.

The formation of an infermatlon model and 1lts development -
present substantial diffieulties. They éare caused, in particular, E
by the multipurpose nature of the object modelled (in the infor- /
mation sense) and the existing technieal limitations, whieh do not
permlt an information model whieh most completely represents the
diversity of parameters and their conneetions in the object of
contrel to be synthesized for a specifie objeet.

The informatien display system (IDS) assists the operaftor in
making both standard and heuristic decisions. For these purposes,
the operater is provided with a specific amount of excess (but not
irrelevant, unneeded, superfluous) informatien. This permits him,
as it were, to "deepen" the information model of the object, lncrease
the overall reliability of the ES and, by a number of indirect
indicators, predict the behavior of the system and, as needed
(emergency situations), select the best econtrol strategy. In each
specific ecase, backup information flow systems, the use of bimodal
indieators, the use of indicators with an excessive number of
elements should be considered. This permits the operator te restore
distorted infermation, to use local information collection and
processing systems more extensively (in parallel with a system
operating from a digital computer ineluded 1n the control system).

A combination of clearness, an analeg representation of information,

with the accuraey of the digital method 1s achieved in the IM.

In productien econtrol system (APCS) and in the control of
production proecesses, 1t is advisable to use systems for the display

of information in both analog and digital form, whieh present the
current and predicted behavior of individual components. In this

17



W
P

R T T B . T u@lmu-a

case, graphic panels, indieators and drum counters are widely used,
and forms, network diagrams, magnetie cards, etc., are used. In
the eommutation systems in mass servieing, two position .and digiltal
displays, keyboard input, a system of ganged fields for calling up

infermatien at the operater's demand, ete., are preferred.

Medern electroniec deviees, computer teehnology and television
permit an unlimited number of combinations of devices for display
of information to the operator to be produced. Both black=and-
whlte and celor cathede ray tubes (CRT), with sufficiently flexible
and broad function information input and output capabilities are
promising. Integrated clreuits and the mieroprogram memory improve
the quality of the CRT symbols. DMuech can be achleved by improved
frame scanning systems, as well as by the use of storage CRT.
Frovision of operator=machine dialog and the use of a "iight pen"
are promising, By using it, the operator can "indieate" any point
or set of them on the surface of the CRT screen and, in this manner,
have feedback with the device controlled.

The output of information from the CRT can be accomplished by
various ecarriers and large general use sereens (both motion picture L
photegraphy and thermeelectrie, eleectroplastie, eleetrographic and
other methods can be used here).

The use of devices based on new physical prineiples, plasma
and laser displays, light valve devices and liguid erystal displays
using holography in IDS promise great success. Plasma displays have
a large memory, a high information output rate and selective erasure.
Light valve and laser display devices provide direct and essentially
instantaneous transformation of infermation frem electrical form to
an optiecal image. The visible imgge is then enlarged and prajected
en g sereen. A brief conslderation of information display systems
demonstrates essentially unlimited possibilities of thelr use in
the design of ES.

In evaluating the psychophysieological control eapabilities of
an operator, the question of the amount and rate of proeessing
infermation ecoming to the operator has an important plaece. oOf
course, the operator cannot have an unlimited throughput capacity.

As 1s known, any data which characterize the state of a
process or system is eglled information. In purely automatie systems
information is easily evaluated. The average amount of information
in an abselutely authentie report en the states or events of the
proecess belng contrelled equals the entropy of these states, which
characterizes the uncertainty of the phenomena. A measure of
migsing information is the infermation entropy, which thanges for
the operator each time, after he receives information on the object
under consideratien. This change in information entropy cannot be
eonfused with the change in entropy of the state of processes

oecurring under control. The change 1n entropy of the state of g
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process 1s an objeetive characteristic of the course of fhe process,
and it 1s determined by known formulas. The amount of information
used by the operator in the control process, in our opinion, cannot
be determined by conventional probabilistic methods. The value of
the information to the operator alsé must be taken inte aceount.

In information theory, the concept of the amount of information
has been precisely defined and very much connected with Intultive
evaluation of the new, whieh provides infermation, but it has
been abstraeted from its semantie content and the degree of 1ts
usefulhess to the receiver. Quantitative methods of evaluation
of informagtion are built up on one common and completely natural
assumption: the more uncertain thée outecome of a gilven event, the
mere infermation a report on its result carries. If the result of
an event 1s unambilguously predetermined, the amount of information
en the outecome of such an event is zero. If the results of an
event, for which several outcomes aré possible, has the maximum
uncertalnty, any of them has the same probability. In this ease,
the amount of information in a report on the outcome is at a maxi= /20
mum. It deereases, 1f different outeomes are not equally probkable.

The statistical definition of information is based exelusively q
on the rarity of a situation., If a situation is eneountered rarely, -
infermation on its oceurrence contains a large amount of information. 3

In this case, no distinetion is made between information whieh is
useful or useless to the operator, i.e., the value, meaning and
operator impertance of the information are completely ignored.

More essential parameteérs for the operater than probability
are the importance, content and meaning of a report received buf,
for various users, the same information, as a rule, represents
different values. In statistieal 1nf@rma+ien theory, it 1s consids
ered that the user of information 1s ecapable of extracting the
information he needs and of evaluating it.

The eriteria for estimating the amount of information, which
is used in information theory for solving teechnical problems, can-
net be used for the purposes pointed out above. This is explained
by the fact that, in determination of the amount of information,
the subjectivism of the operator in evaluating it is eliminated.

A formal definition of the amount of infermation is effective for
evaluation of coding devices, communications channels and other
technical resources, but 1t is not satisfactory in ergatic systems.

Because of various condltions of presentation of information
and the use of various methods of coding it, there is a great
divergence in the quantities whieh determine the amount of informa-
tion whieh ¢an be received and proecessed by the visual analyzer of
the operater per unit time. While the amount of information (in
the statistical sense) is an absolute value, the operator imporfance
of the infermatien is a relative value. The amount of information
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(in the statistical definitien) always is a positive value. The
operator importance of the information can be zero or negatilve,
The operator importance of the information can be defined as the
increase in probability of achieving the purpose for which it is
collected. With smaller operator importance of information, a
large amount of eperator memory and, consequently, longer training
of him are reguired. The more complicated and branched the pro-
gram of actlon ef the operator, the more he has to remember. The
amount , aceuracy, speed and persistence Of remembering is of great
importance in the work of the operator.

A basic characteristie of an operator as a dynamie link in
the system 1s the so=called transfer function, which 15 well known
from automatic regulation theory.

If 1t is considered that external eonditions of operator
activity changé within broad 1imits and one proceéds from the
assumption that the operator changes work quality, depending on
the static and dynamie properties of the objeect of control (machine},
it evidently is lmpossible to agree that the operator aetivity in
the system can be described by some single transfer function. The

operator is an example of a self-adjusting system and, therefore, /21

the nature of his activity changes with change in the structure or
parameters of the teehnieal part of the ergatic system. Under new
working econditions, he adapts and, within certain limits, ehanges
his dynamle properties, '

_ The actiens of an operator in a control system are made up of

2 processes. One of them is programmed functioning as an open
system, which is worked out in the training process and as a result
of acquired experience, and the other process is functioning, which
corresponds te the actiens of the operator as a cleosed system. Both
preocesses are mutwally connected. In this ease, the aectlons of the
operator are of a stoechastic (randem or probabilistiec) nature.
Movements of the operator in the performance of specifie tasks are

a random function of time. An analytical function with randem
parameters can be considered an approximation of 1t. The probabl=
listic nature of the actions refers to both the results of each
individual experience, and to changes in the operator parameters,

by virtue of their dependence on psyechological and functional
condition, which cannot be foreseen and should also be classified

as random factors. Therefore, for a complete representation of the
true nature ef the work of an operateor in the system, a theoretical-
probabilistile approach to the problem 18 necessary.

True, attempts to load the pSyehophysiologiCal activity of the
operator in systems developed by technical or only anthroepological
seiences do not give a description of the real understanding of
the operation of an ergatic system., The large amount of experimen-
tal data in the literature, on determination of the transfer
funetion eof an operator, unfortunateiy, does not permit the optimum
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conclusion to be drawn, that the transfer function eof the operator
makes it possible to design a control system with operator partici-
pation. Evidently, & search for and application of a more complex
mathematical apparatus is required, which would permit the
variabhility of reactions and functional characteristics of an
operater, as a function of the diversity of the effects of various
factors on the system, to be taken into aeccount in full measure.

By training an operator, an approximation of his transier
function to any (of course, within certain 1imits) preassigned
form can be obtailned. In addition, the operator does not have only
one speeifie tranafer function. He can learn to work, in accor-
dance with any funetien. An operator, if the gxpenditure of time
in training is required, turns out to be a general purpose link.
Of course, in thils ease, he ecannot go beyond certain limits, fer
example, lncrease reaction time abhove hisg characteristic maximum
rate, produce a smaller instrument reading error than that which
corresponds to his visual aculty, ete.

_ In remaining quantitatively limited, an operator has extremely
flexible characteristies and, theréefore, he adapts easily to various
funetioning conditions. It is understandable that different /22
operations reguire varying exertion of forece. However, despite T
the valuable general purpose capabilities of the operator for
adaptation, in designing systems, their characteristies are matched

to the operator parameters, just as the gaemetrical dimensions of

the machine and the forces required for its control are matched

with the dimensions of the human body and 1ts energy capabilities.

There now is no doubt that the operaﬁ@ramaehiHEeenvironment
system 15 nonlinear, from the point of view of the generally
accepted principles of automatie regulation and control theory.

Not swly the trdnsfer functions, but the frequeney eharacteristics,
give a graphic representation of the dynamie properties of the
operator.

The operator as a dynamic system 1s charaeterized by a specific
fregquency spectrum transmission band. It usually is assumed that
the signal transmission band of a persomn is in the 0-3 Hz range.

The operator tpansmits low frequency gsignals well. If the input
signal frequeney is over 2.5=3 Hz, he does not react to them.

Even in thesé cases when the characteristics of the operator
are knewn, differential equations for specifile control conditions
jinescapably differ, for different kinds of input signals (both
periedic and randoem functions) and, also for different combinatlons
of sensing and executing organs (1ike the eye=hang, ear-foot, etec.,
combinatiens). The differentlal eqguations of the operator have
variable coefficients, because the operator characteristics change
in proportion to training and performance of a given function, as
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a consequence of variation in the nature of the aetivity, or in
propertion to fatigue.

i The processing time by the executing system of the operator is

i determined by the dynamic properties of the object of eentrol, by

‘ the nature of the control principles used, by the time deficit or
exeess, by the skill of the operator and his psychophysiological
characteristies, by the number of controls, ete.

The time for solving mental and logical problems is determined
by the number of problems to be soclved, the number of eonditions
under whieh the problem i1s glven, by the number of possible alter-
nate solutions, by the nature of the algorithms and level of
mgstery of them, the possibility of control of the solution, fatigue,
ete.

development of a machine and its controls, so that the input of
effort in centrol, power, speed, accuracy and tempo of control acts,
and the loads on the limbs of the operator involved in the work are
commensurable wit' opérator capabilities. In this case, the
problem of an efficient schedule of alternation of work and rest
must be solved, whieh protects the human operator from fatigue for
a longer time. For this, economy of work motions, their frequency
and the movement trajectories of the individual parts of the body
in controlling the machine must be made sure of.

The energy compatibility of the operator predetermines the

Spatial and anthropometric compatibility of the operator and /23
the machine consists 6f, based on the anthropometrie characteris- '
tiecs of the operator and some of his physiclogical characteristics
(dynamic anthropometry), as well as the conditions determined by the
specific situation, designing the necessary work place for him,

i.e., solving the problem of the selection of size and shape of the
contrel compartment, providing a convenient arrangement of the
operater's body in the seat (posture), determining the zones

within reach of the limbs eontrolling the machine, laying out the
eontrol panel with allowanece for the resolution of the visual and
auwditory analyzers and other control characteristics of the operator,
and placing the sources of information on the state of the work
process in accordance with ergonomie requirements. Spatial and zn-
thropemetric compatibility has to be ensured, both during opsration
and duving maintenanee of individual assemblies and components of
the machine and systems.

Bioengineering compatibility of the opeérator, machine and
envirenment consists of a reasongble compremise between the phy-
slelogical condition (performance capacity) of the operator and
various factors of his envirenment. The fellowing rated and limiting
values have to be substantiated and selected:

a. parameters of the microeclimate in the living space of the
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operateor -= composition of the atmosphere, 1ts humidity and tempera-
ture, rate of movement, total and partial pressure of the atmos-
: phere;

b. cemponents == radiation level, ion composition, ete.;

¢c. parameters associated with the conditions of use of the
machine, vibratioens, g-forces, illumination, acoustical environ-
ment (noise), ete.

Despite some limlting values of these parameters, their rated
values have to be selected and verifiled, pased on the specific
funetional tasks performed by the operator.

Technical and esthetic compatibility of the operator and
machine invelves artistie design and technical esthetics. This
concerns the developmeént of an optimum interior of the space in
which the machine 18 controlled, the intelligent use of the range
of colors, brightness of illumination, musical accompaniment and.
artistie appearance of the control station.

Questions of the selection, education and training of operators
are of significant value in the operation of complex systems. Mueh
work is being carried out on oceupational gelection and finding
out the suitability of man, and his training possibilities and
necelerated occupational training are belng studied. Much atfen-
tion previously Was given to medical (clinical) and psychological
(test) seléction, but-the problem of extensive introduection of
ergonomie gelection into practice has now been raised. In this
case, a future operator is evaluated by those types of actions,
which will correspond most of all to his work. The selection
procedure and tests are intended for the "average" operator. The /24
selection is made, based on the general activity characteristics,
with individual features taken into aceount. With this formulation
of the question, the probability of selection remains extremely
high. * But, the more complicated the system, the longer and more

expensive is the training of the operator. Various technical
devices, models of aectual maechines, ftrainers, etc., are used for
training.

Modern trainers, for example, are complicated electronic and
electromechanical installations. In some of them, the functional,
the operator can improve and finish off skills in producing the
work operations of one type of activity or for training exereclses
in individual functions (tracking, attention, ete.). Others,
SpecialiZed,comhined, complex, permit training of the human
operater in a specific group of tasks or in all types of work in
the object simulated by the trainer. Many trainers include com-
puters, which permit various programs of action to be assigned to
the operator and the pattern of movement of the object, external
situation, ete¢., to be changed. As a rule, all of this 1is
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simulated, with the ald of television faecilities.

The following faets are evidence of the usefulness of training
exercises: a trained pilet can determine the rotation rate of the
gurbine shaft by sound, to within 1=2%, but a less experlenced one,
more roughly (up to 10%). The eye resolutlon of a tralned stereos-
ecopilst=decoder in binocular vision is a few angular seconds, in
place of ene minute for the average man. Experienced painters
Gistinguish up te 100 shades of black. " Experienced polishers
distinguish gaps of 0.5 u.

Many factors (beth internal and external) in various cecombina-
tions have an effeet on the guality of operation of a pelyergatie
system. It now is extremely difficult to analytically describe
such a system. Stechastic simulation is used most often in this
eagse, which permits an integral picture of funetioning of the ES
to be ebtained, as an appréximation.

The efficient division of funetiens ameng a Eroup of operators,
determination of the level of control of each of fthem and the
degree of automation of the system are resolved, as a rule, during
design of the system, by experimental studiles using speeclal models
of group behavior, and they continue during operation. In tests
on models, such group (staff, ecrew) characteristies as the number
of operators, their gqualifications, oceupational training and
competence, stress, ete., are determined and studied.

Suech models are not psyechological or psyehosocial, although
some "psyehosocial variables" can be intredueced into them. Theése
are ergonomic models of group behavior. With the stress characteris-
tics of the operators and their working characteristies connected
to the characteristies of the teehnical part of the system, the
asetivity of the group ean be described quantitatively, by means of
such models and, in the final analysis, summary, integral ES cri- /25
teria can be obtained, in partieular, the probability of perlormance
of the target funetion by the ES, the aceuracy and (or) productivity
of the ES, ete. To obtain statistically significant results, the
simulation process is repeated many times. During the experiments,
several alternate designs of the system are compared. Here, algo-
rithms of operator activity, number of personnel, ete., are selected
and refined. The behavior ef the system during breakdown of part
of the equipment and "breakdown" of the personnel with retraining
of the operators or partial loss of qualifiecations, eah be studied
in the models,

At least two conditilons are satisfied in their development:
a. the model has to be sufficiently general to previde the deserip-
tiom of a Fairly broad class of systems and goals; b. the model
has to be plausible, equal to the actual activitles, so that

situations can be simulated in 1% with acceptable error.
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The laws of ecgonomles are still in the formative stage. And -
this hampers broad applicatien of analytieal methods, in Study and a7
evaluation of ES., Ergonomiecs presently has a series of eriteria G
for evaluation of the operator-machine-environment system, and
their number continues teo grow. Méreover, the use of specifie
eriteria of evaluation of the effielency of the operator's work
in the system continues 1n practice. These are primarily the
speed connected with work on the objeet and the time required to
perform it, the force applied te the machine controls, the aceuracy
determining the qualify of the operator's work by number or perecent
of erronecous acts, the infeormation transmitted and recelved by the
operator, quantitative estimates, without taking account of which
its impertance to the operater in making a declsion decreases to
a minimum, the effeetiveness of the use of this eriterion, ete.

In the psycholegy of work, observation of work activity, time
study, eyelography (ineluding motion picture eyelography), psyche=
logleal analysis of the work process, analysis of errors in
emergency situations and a number of other methods also are used.

The complex methed of ergatic system evaluation employed B
consists of determination of the quality of their functloning. For
a comparative evaluwatioen, the functloning index is introduced, i
which dépends on both the value of the output technieal parameters I
of the machine and en the operator characteristies. In this case, .
the instantaneous values of the output parameters of the machlne
contrelled are formed into a specilal integral eriterion funection.

By using the téchnical characteristies and psyehophysiclogieal
characteristics of the operator, complex ergatic system evaluation
eriteria are formed. In particular, the conditlien of the ecardio=
vaseular systém of thé operator, whieh is one of the mest respon=
sive systems of the body, can be a good indicator of psyechophysio-
logiecal stress on the operator. In this case, the stress index
is determined from the basic electrocardlogram, frem the length
of the R=R intervals. An eéncephalographic stress index of the
operator ean be compiled, on the basis of determinatien of the
total energy of the braln neuron biopotentials of the eleetro-
encephalogram. It charaecterizes the funetional condition of the
higher nerveus activity. Such indicators as the electromyogram,
galvanic skin respense, ete., can be used.

N
I

In some cases, for determination of the comparative operator
stress in a ES, the degree of gripping the contrel stick, speech
response properties, ete., are used. With the characteristies of
the machine taken inte aceount, the resulting index is an erga* "
system evaluation criterien.

Many complicated and important problems arise during studies
for ergatic system experimenters and investigators. Not all the
problems considered are solved theoretiecally. This greatly hampers
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evaluation of ES and study of them, and it raises many urgent
problems requiring selutions. The complexity of ES problems at

the juncture of the seiences leads to the situation that "narrow"
investigators cannot solve them. This requires specialists, who
have knowledge in the fields of hybrid (man=machine) systems. A
diffieulty in the study and develepment of operator-machine systems
also is that the diversity and variability of the ergonomic parames
ters do not now permit extensive use of fthe existing mathematical
apparatus for study of them.

Mathematiecal methods can be used for study of ES today, only
in the simplest eases, in problems of stabilization and tracking
by the operater, where the level of logieal aetivity is cemparas
tively lew and contrel is basically determined by skills, refined
o the level of reflex responses [5]. The multifaceted quality
of human nature is characteristic of the majority of ES, and it
now is extremely diffieult to translate it into the language of
formal, loglcal algorithms. In the general ease, operator
respenses, ergatic system eharacteristics, envirommental parameters
and the dynamic properties of the machine are nonlinear, they are
of a randem nature, end disereteéness, lag, adaptability, ete. are
characteristic of them.

The seo=called functional methed of study of ES is now being
developed [6]. In this case, a systemie approaeh, the mathematical
methods of the theory of ilnvarianee and medular control are used.
This permits determinatien of eertain requirements for mathematical
description of the "seneralized characteristics of the operator.”
It points out those conditions in the system, in which the
operator is in the so~called qua$ias€ab1e functional state.

fhe shortcomings of this method are that the operating condi-
tions are considered unilaterally, and the operator 15 & iink in
the control system. Other ergonemlc parametérs, whieh characterize
the inherent working conditions of the operator, remain outside
consideration.

It should be noted that, however deeply and comprehensively S27
deductive methods of analysis and synthesis of ES are developed, o
however great successes arve obtained by mathematies in the selutien
of ergonemlc problems, by ereating formalized mathematical models
of various systems, experiment and practical testing remain the
primary foundatioen of determination of the merit of the developed
system.

The effectiveness of experimental methods in the determination
of the basie characteristics of systems and substantiation of the
merit of introductien of gilven ¢hanges inte the parameters of
individual compenents, for the purpese of increasing reliability of
operation ef an ergatic system overall depends on the use of
mathematical methods. One of them may be the use of the eonclusions
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of similarity theory. It is based on theorems, which make it
possible to answer three important questions, namely; what quantis
ties must be measured and recorded in the conduet of an experiment,
in what way must the results obtained be processed, what phenomens
gre similar te what i1s studied in a given experiment, under the
speecific conditiong of its conduct?

It has been determined that all those quantities should be
measured, whiech are inecluded in the dimensionless similarity ecri=
teria. Proecessing of the results of the experiment and the rela=
tions between them 1s presented in the ferm of criterion egations.
Those phenemena are similar, the conditions of unambiguilty of which
are sinllar, and the eriteria made up of the conditions of unambig-
uity are numerically the same. Those suppleméntary conditions,
which, of all the diverse cases of movement (in the general meaning
of this word), yield a speecific phenomenocn or that one specifie
case in whiech we are interested, are customarily ealled conditions
of unambiguity (boundary conditions) in physies.

The generalized relationships are bounded by the conditions
of similarity, and coneclusions which go beyond these limitations
cannot be drawn from them. Besides, the form of the functional
relatienship between the similarity eriteria cannot be obtained
on thée basis of similarity theory. It can be determined only
experimentally.

Slmilarity theory and physieal simulatien permit similarity
eriteria to be obtained and eriterion relations to be established,
whieh are valid for all similar phenomena, without integrating the
differential equations. Although similarity theory and physical
simulation do neot give a general selution of the problem, the
test data can be generalized by the use of them. Determination of
the similarity eriteéeria and precessing of the results of experiments
in similarity eriteria permit, in prineiple, the results of studies
of one ergatic system to be extended te a ecertain class of ergatic
systems similar to it, without econdueting experimental studies
each time, after intreduction of some change inte them.

Suppert of the operation of a digital controller as a component
ef an ergatic system is an urgent problem. Efficient coupling of /28

it invelves both the object of contrel and the operator. This pro=
blem consists of a set of tasks. Theée gquality of the conneetion
with the machine and, consequently, the efficiency of its use
depend on successful solution of each of them.
The ergonemic requirements for the language for association of
the operator with the machine must be developed here. a system must
be produced whiech would permit the operator responses to be sensed
in the language of association, the correctness of the information
input must be monitered, reports must be "comprehended" (tasks,
data and instruetions must be distinguished), information must be
prepared for display, ete.
27
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Efficient interaction of the operater with the machine, with
respeet to gquality, time and cost of the selutien of probléms and
reduction of the stress level of the operator, is particularilly
important in systemsg using a computer. It 1s desirable to provide
a elear dialog between the operator and the maehine. The operator
has to ecorrectly formulate the problem, know and take into aeceount
the capabllities and shortcomings of the machine here, competently
complile a deseription of the method of solution of the problem and
analyze the result obtained.

The connection and interaction between various components of
the operateor-cemputer system is acecomplished, by means of varilous
languages. This term is understood to mean a digital expression
of a thought or concept, with a speeific vocabulary and gramnatieal
structure. The store of knowledge and various data loaded into the
computer, in the form of constants and problem seolving programs,
and requésts of the operator, whe has the ability of self=organiza=
tien and learningrduring operations, to be answered rapidly and
adequately. The level of development of the mathematical support
of a computer détermines 1ts "intelligenece" (by analogy with man,
erudition, ecomprehension, guick thinking and pr@duetivity of the
machine), and the degree of organization, convenience and accessi-
bility of the use of the "machine intellect." ?

Making a robot computer, which ¢ould read writing, understand
yoice commands and selve a whole seriles of other problems is far
from a complete list of the problems, on which seientists are
working. Extremely impertant and difficult problems also are being
solved, in the field ef development of heuristic programs for
computers in the O@erat@r;maehineaenVironment system.

The stactus and tasks of the newly forming scientific area of
ergonomics, the science of operatoremachine—envir@nment systems,
have been considered priefly in the artiele. A number of problems
has been indicated, er which seientists and speelalists in the
field of ergatic systems are working today. The problems raised by
seientific and technieal progress and production require accelerated
development of the theory of ergatic systems, 1ts mathematieal
pasis and the conduct of extensive experiments and simulation.
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On the Threshold of a New Era -~ The Symbiosis
of Humans and Computers

‘ A. G. Ivakhenenko o
Cyberneties Institute, Academy of Seciences UkrSSR

The existenee of a minimum series of eriteria of
selectlon of mathematiecal models of complex objects, with
a gradual inerease in ecomplexity of the model, has been
established. The establishment of the existénce of a
minimum of these eriteria permilts transmission to the
maechine of the stage of selection of a single model of
optimum ecomplexity and, thereby, the prineciple of self-
organization te be implemented. The possibility is
developing of the synthesis of systems, in which the
optimum solutions of complicated problems uses the machine.
Man enly speeifies the selection eriteria of the model.

There 1s no guarantée that people listen to the voice
of reasen, in any case, so long as many different voices
speak. But, Sometime, sclentific (c¢ybernetie) predictions
of the social and economic processes become really scien=
tifie, insefar as they can be addressed in one velee, and
this will be the ecase, when the prediction is heard.

Denis Gabor,
Cyberneties
~ Industrial

Neverfheless, The Rule of Cybernetics Is Comin

Having read the title of the article, the reader, probably /29
with unconcealed irritation, says: "Once more, these are cybernetic
promises. Why, now, even the most easily carried away ecyberneticist
has acknowledged that a machine c¢an ereate nothing without man. It
is oenly a big caleulating machine! All that cyberneties can do is
to supply man with a mass of processed informatien, at nis choice,
Only man makes the decision. This is why we are now developing
automated, but not autematie eontrol systems, ACS, but mot ACCS!Y

The reader is right. In the last 30 years, cybernetics has
made too many promises., Many of them now remain, not only unful-
filled, but denied by their authors. Some cyberneticists are /30
confident that automated systems will help people so mueh to make
ecorrect decisions, that they will even stop making mistakes. At
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the same time, it is clear that there is a definite limit to the
human ability to make correct decisions and not err, with gradual
complieation ef tasks.

Human life is eontinually beeoming more complicated and,
together with i1t, the complexilty of the problems, for whieh people
have to make a sucecessive series of decisions, is increasing [1, 2].

The auther of the present artiecle has difficulty in imagining
the movement of points in four=dimensional spaee. Three-dimensional
space frequently represents great difficulties for the imaginations
of students. It is said that Academicism A. M. Kolmogorov
"sees" the movement of a point in five-dimensional space. Neverthe-
less, there is a limit to the imaginatien, even for geniuses. How=
ever, six=dimensional, seven-dimensional and hundred-dimensional
hyperspace exists!

This example shews that, no matter how brillant a man is in
making a sequential series of solutions, in whatever form informa-
tien 1s supplied te him, under conditions of a continuous increase
in complexity of the tasks, sooner or later, he begins to make more
and mere errors more and more often. Therefore, cybernetics is
obliged to fulfill its old promise, in the sense indicated below,
to eliminate man as the weakest link in & system ef making &
seguential series of décilsions. It is required to fulfill the old
promise, which eyberneties new rejects so deecisively!

All of the efforts of cybernetics are now directed towards the
development of automated systems, which assist man in making the
most valid deecisions. Numerous information collection and processing
systems have been produced and are being developed, which it is
custemary for us te eall automated eontrol systems, ACS. The
basie purpese of a ACS is to serve up any required information in
proécessed form te man making a decision at his request. Displays, .
televisien screens, are installed at ACS econtrol points, on which
hundreds of requested data c¢an be read, in the form of codes, humbers
or graphs and on whieh important adviece on control can be obtailned.

The further prospect for development of ACS is a change from
gutomated systems to automatic systems, ACCS, the development of
which eybernetics promised 30 years ago. We are convinced that
such a change 1s possible, only on the basis of the use of the
prineciple of self=organization. In this case, the term "automatic
system" is understood to be a system, in which a computer makes
the decision of the machine, and man only specifies 1ts purpose,
the eontrol eriteria. Thus, man remains in the control system, but
a profound knowledge of the speeifies of the objeect of control is
not required of him,

Why has the problem of changing to an automatic system not
been raised so far, and why is it preecisely the development of
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self=organization theory whieh makes it possible to raise such a

problem? The answer to the first question depends on the nature /31

of the task and the characteristics of the objeet of control, in
particular, on its degree of complexity. For comparatively simple
objects, completely automatilec systems were produced long ago (for
example, autematic lines in faetories), in accordance with the
specifications of automatie regulation and cecontrol theory.

For somewhat more complicated objects (for example, for
hydroelectriec power plants), the develepment of completely auto-
matic systems, although theoretieally possible, frequently is
simply inadvisable economically. It 1s cheaper to build and
operate an gutomated, but not an automatic system, especially for
plants of considerable power. Therefore, so few hydroelectrie
plants, "locked up," without personnel on duty.

With further complication of the tasks and the objeet of
econtrol, serious difficulties fregquently arise in the development
of a completely automatic system. This is connected with the fact
that the information obtained for control decision making either
lends itself poorly to formalization (mathematieal recording by
a means of numbers and signs), or is simply insufficient for the
still existing imperfeet decision making algorithms. Human experi=
ence and intuition are required, for making decisions with
incompiete information. We 5111 do not know te program a heuristie
algorithm of human guesses. The eriteria of optimum control fre=
quently are not completely clear. The criterla usually eontradiet
each other, and matehing them does not lend itself te a simple
relationship, for example, in the form of a selectien of eertain
weighting factors.

However, there are many contrel problems where the infermaticn
is well formalized, its shortcomings are not felt and the optimum
control eriterla are clear. But, even for such problems, there are
at least twoe reasons why automatiec control is now impossible:

7 a. the more complicated the objeet, the greater the difference
of opinions among sclentists who are developing & mathematieal
model of the subjeet:

b. modern methods of the use of mathematical models for
optimum control do not correspond to human control algorithms. In
partieular, algorithms of control on a sliding scale of observation,
by the principle of optimization of the predictions, have not been
developed up to now.

We discuss these reasons in greater detail. In all countries,
ceonomic, commereial and government institutions and international
organizations, as before, solve major problems without the serious
assistance of ecyberneties, i.e., at the intultive level. When
comparatively simple problems are solved (for example, compilation
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of an optimum time table of the movement of trains or ships, the
optimum lecatien of enterprises, ete.), the adviece of cyberneti-
cists naturally is taken into account. A single optimum solutien
of sueh problems is sueccessfully obtained by computer and, in this
ease, eyberneticists "speak wlth one voiece" (in the expression of
the English Seientist D. Gabor [1, 2]).

, But, in solving more and more complicated problems of the /32
modern life of mankind (for example, long term prediction problems),
the veoices of the c¢yberneticists disagree. Here, they do not

"speak with one veiece," and thé prediection depends on the author.

It is sufficient to reeall the flow of eritical remarks, which the
work ef D. Forrester and his students caused [3=5].

We have presented only oneé example, which explains why (in
complicated questions) eyberneticists "speak with different voices"
and why ne ¢ne listens to them. The reason is that, beginning with
& eertain cecomplexity of a problem, the models of the cyberneticists
are too subjective, econtradictory and, therefore, unconvineing.

It is exaggerating some what, it ecan be said, that cybernetic
simulation has changed almost nothing in the world, in the solution
of complicated problems. Up to now, at the level of words, extremely
eppesite opiniens eould be "proven". By references to authority
(frequently to the same source), both one and a completely different
position are eloguently "proved." Cybernetic models can also "prove"
opposite points of view. It is sufficient to select the correspond=
ing a priori infermation, i.e., the initial assumptions of the
author of the meodel. Well, with such g simulation situation, how
aré cyberneticists to be involved in control of a country or even
one automatic, unmanned enterprise?

A new appreach, the approach of self-organization of mathemati-~
eal models, indicates a way out eof the cecrisis of cyberneties [15].

The self=organization appreach is directed towards all possible
deerease in the amount of a priori information which is required
for synthesis of a predicting or controlling model. The machine
synthesizes the model from a small pertien of the variables and
from a small amount of experimental data. As before, 1t acts, in
principle, on the instruetions of man, but the language of the man-
mac¢hine dialog 1s ceonverted to a fairly high level of abstraction.
Man, for example, only points out what he has to obtain from the
medel; aceuracy of prediection, unbigsed model coefficients or a
balance ef the variables in a specifie future, ete. In other words,
he specifies the eriteria of selection of the model or e¢riteria of
centrel, "an integral action" [15]. It was said in an old joke:
UWhy know geegraphy, if you have a driver?" In fact, the role of
man in the self=eoprganization approach is the role of the rider:
"Drive to Petrovkal!" and the driver obediently drives you there.
"Give the most accurate predictionfrom existing datal!'" and the
machine obediently synthesizes a filter of optimum complexity and
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produces the most accurate prediction.

Thus, in saylng "subjeetilve method," we have in mind a method,
in which the man-machine dialeg proceeds in the over-detalled
language of the reguired level of abstraction. Here, the machine
actually is a "slave" and '"large ealé¢ulating machine." When we
say "objective method," we have in mind the self-organization
methed, where the man-machine dlalog 1& earried on in the meta- /33
language of a high level of abstraction, in the languwage of Inte-
gral actions, of the geal of simulation or controel.

The a priori infermatien loaded into the machine in this case
is easily accommedated to people of the most diverse points ef view.
Well, who will object teo the prediction having to be accurate and
the eontrol, satisfying the optimum eriterion of optimization of the
prediction, which also is comparatively easily arranged? The min-
imum amount of matched a prioeri information results in a single
model and, consequently, in a single decision., Cybernetics begins
to speak with "one voice" [1, 27. Willing or not, they have to at
least pay attention to all those whe make decisilons, inc¢luding the
meost important ones.

Frequently, in the cemmotion of oral discussions (with or
witheut the use of models as confirming arguments), the desired
produces the actwal. Thus, for example, the effect of purificecation
equipment in diseharging industrial wastes into rivers and lakes
is exaggerated. It is not even so much a matter of conscious
deeception, as that the disputing sides are always oarried away, and
the particeipants in a controeversy frequently are unable to see the
truth. Before long, eyberneties, llke the ancient scothsayer of
truth and justiece Cassandra, will arrive and put everything in 1ts
place. Its deeilsion will be unigue and acecurate, responding to the
actual, objective state of affalrs.

But, how is sueh a miracle possible?

I¢ is very simple to explain the miracle. The new discovery
consists of establishment of the fact that many model selectien
eriteria pass through a minimum, in the proecess of gradual inerease
in complexity ef the medel [15]. The situation of cybernetics
would have been completely different now, if this property of
nature had been known 20 years ago.

The machine, by means of serting models and gradually increas-
ing their complexity, finds the global minimum of the model selec=
tion of eriteria assigned to it and, thereby, itgelf, finds the
unique model of optimum complexity, by the eriteria assigned to
it by the human custemer. The exlstence of the minimum permits
the idea of self=erganization of the model by computer, reported
above, to be implemented by this comparatively simple method.
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- The prineiple of the outside supplement (regularization) of

o Stafford Beer [16] specifies that, for the selection the unique
model, a so-called outside supplement, some instruetion from out-
side, is required. The model selection criteria specilfled by man

is sueh an outside supplement. Most unfortunately, up to now,
regression analysils has used an extremely unfortunate criterion

(the root mean error at all experimental points). Generally,
criterla without a minimum as the model becomes more complex can

be found with diffieulty. And prec¢isely such & eriterion has

i been used execlusively 1in mathematical statistics up te now. Almost
&y any other crlterion has a minimum and, eensequently, 1s suitable /34
s for implementation of the idea of self-organization. For the '
synthesis of a model of one-time predietion and identification of
speeilmens, we recommend, as the selection criterion, the use of

the root mean error, determined at new, fresh points, not involved
in determination of the estimates of the coeffieclents; for synthe=

. sis of a multiple prediectilon and physical law discovery model, the
P eriterion of the unblased model. Unbiased means that the mathemati=
cal model should not change from the selection of experimental
points. Both of these eriteria are in a linear relatlonship with
each other, but they reach a single result, only in the absence of
interference. The results diverge with inerease in interference,
which results in the recommendations pointed out above. For long
term predictions, the neéw eriterion of the balanee of variables,
usable as the basic seleection eriterion, turns out to be the most
effective.

A computer can be programmed, with various degrees of detail
1 of the program. The programming lgnguage ean be détalled or more
P general ("blurred," "nebular" or "diffuse").

The transitien from many detalled instructions (for example,

- in the form of the 30 nonlinear equations of J. Ferrester in the

: dynamic simulatien method) to a single and extremely general

8 command ("find the minimum of the nonbias criterion" in the MGUA

g method) can be considered as a transition from a specific language
& to the mere general abstract language of the conversation of man
o with & computer.

. One must attempt to speak with the machine in languages of a
F high level of abstractien ey of high generality. This thought is
1 explained best of all by examples.

Selution of Multieriterion Problems

In solution of the problem of optimization, the interests
of 2, 3, or more optimization criteria frequently conflict with
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each other. In the plane of variable parameters Vi and V2, each

criterion corresponds to a hill, the peak of which ecorresponds to
the maximum of the c¢riterion. An example for 3 cecriterla 1s shown
in Pig. 1. Triangle 010203, connecting the peaks of 3 hills, 1s

bounded by the so-called Pareto space, the region where a compro-
mise solution must be sought.
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4 solution ecan be found by
using the following two levels . of
instruction language: &. the
weighting factors of each gritérion
can be specified or b. a general
algorithm can be speeified, by
whiech the machine itself solves
the problem of selection of the
point in Pareto space. For example,
funetion £ (vi, vz2), whilich has a
single extreme, can be assigned
in this space. The dependence of
the generalized criterion of the

Fig, 1. Three hills corres- optimum on particular criteria or
ponding to 3 eptimization on all the arguments of these /35
eriteria; 070203, Pareto eriteria can be found, by means '
triangle; £ (viva). Supple= of MGUA, from a small table of

mentary function permitting test data.

point Q) to be found.
Selection of Penalties by the Machine

Tn ealeulatlon of the conditional risk by the formulas of
statistieal decision theory, a matrix of penalties has to be speci-
fied for each nonoptimum decision. The matrix can be assigned in
two levels of detail: a. each element of the matrix can be
specified or b. it can be réquired that the machine itself find
some matrix of penaltiles having the assigned property. Thus, in
the work of T.Z. Patratiy [18], the machine found a matrix, in
which the self-organization of a multirow probabilistie model by
the MGUA algorithm was shorter and terminated sooner. The effort
must be made to program the machine in a higher level language.

Danger of Loss of "Hidden" Arguments

If the simulation 15 carried out at a good, falrly high level
of abstraetion (in metalanguagesL future discoveries and the
consequences of innovatien lend themselves to prediction. We can-
not say specifically how a diseovery will be‘made, but we can
predict the effect and even the time of the discovery.

We also explain what such a "high level of abstraction™ is,

with the example of predictilon of the effect of reservoir construc-~
tion en the economy.
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In the first years, the teroubles" of reservoirs were hidden.
The benefit for transportation, jrrigation and pOWEr demonstrate
the high effectiveness of reservoir consftruction; the so-called
aftereffects are still hidden. Only then do blooming of the water,
salinization of the soil, shoaling and silting of the bottom of
the reservoirs, ete., appeal. The increase in effectiveness 1is
reduced.

Language of a low ievel of abstraction in this example means
the use of data of the first years of existence of the reservoirs,
without consideratlon of the variables which determine the after-=
effects. In this case, the model shows results which are too good:
many variables are "hidden," even for the author of the model.

Only by having data on construction and operation of a number of
reservoirs, can all the necessary "pidden” and "explicit"” variables
be incorporated, i.e., change to a '"language of a high level of
abstraction," as they say in simulation.

Prediction of Effeet of Future Discoveriles [1s].

We now explaln why a subjective model (for example, the model
of J. Porrester) does not take into account the effect of technical
progress, but a model, synthesized BY the objective self-organiza-
tion method, can take 1t into account.

The American scientlst and meteorologist M. Landellow Says$s, éié
in this respect: "A discovery cannot be planned.” such a statement
is wrong. As is explained below, at a certain higher level of
generaliﬁation, the effect of future discoveries can be planned
(predieted) with great aceuracy, and the date of the discovery carn
even be determined (Flg. 2). It is well known that statements,
similar te the elaim "a future discovery cannot be predicted,” are
wrong. The essence of & discovery cannot be predicted, but 1ts ’
effect on the course of progress and even its appearance 15 SUCCESS-
fully predicted fairly seceurately [19, 131. A model of the effilciency
of communicecations installations VS. pumber of inventions canh serve
as an example (see Fig. 2).

The invention of the relay initially sharply increased the
efficiency of communication installations, but its growth then
siowed down, similar to The effect of "hidden" variables in the
preceding example. As soon as this type ef gquipment was developed,
5 discovery appeared, electronic tubes.. The invention of electronle
tubes again gave an upward impetus, and a slow down again occurred.
The introduction of triodes and, then, of integrated clreuits caused
the same effect. The line enveloping all the growth exponents 1is
the "language of a higher level of abstraction.," Tt ecan simulate
and predict, with 211 subseqguent discoveries and inventions taken
into aceount, without bothering about the fact that the "hidden"
variables were not taken into account, in this case.
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% years

Fig. 2. Effect of inventions on efficiency of system: 1,.2, 3. in-
ventions oceurring in the past; 4. invention, date and effeet of
which are predicted (dashed énvelepe, whieh should prediet).

We 8till do net know precisely what will replace integrated
eircults, but the general trend of the growth curve of communicecation
installation efficlency {(right up to the limit determined by the
velocity of light) can be predicted from the experimental data of
the past. The change to an énvelope eliminates all danger that we
4o not “ake into account the possibilities of new discoveries in

our model.

By generalizing, it can be sald that,
appears impossible always becomes possible, 1f the deseription of
the proecess simulated 1s raised to a higher level, in sSeme language
of a higher order (in the so-called metalanguage), and a change 1s
made to objective self-organization methods. Subjective methods
use assumptionsg, coneerning already existing technelogy. The
experimental points established by objective prediction ean be
selected along the envelope, with a series of preceding inventlons
taken into account. In this medel, obtained by the self-organiza-
tion principle, the effect of future inventions is predicted.

In this sense, objective prediction methods allew for technical
improvements and dlscoveries in the future. Besldes, they show
the possible rate of technical pregress. There is a danger that
mankind cannot succeed in displaying his creative ability, before
the enset of a given bioleogical erisis. Objective modelling at a
high level of abstraction should prevent possible errors.

in simulation, that which /37



Allowing for Econemie, Social and Other Factors

) Deterministic models conslder only that which they contain.
If some factor is not involved in the arguments of the model, the
latter aetually doées not take it into account .

Tt is completely different in models synthesized by the self-
organization method. The experimental points contain information
on the most diveéerse faetors. For example, data on pollution of
reserveirs contain informatien on the meehanism of self purifiea-
tion of a reservoir. We can obtain a self purification model, in
essence, not knowing 1ts mechanism beforehand.

Model synthesis by self-organization methods does not require
a deep understanding of the objeet. The machine becomes "smarter”
than its customer, who gives only a very general, but suitably
selected model selection eriterion.

In a really large system, all the variables are interrelated.
Therefore, it cannot be stated, for example, that a model synthe=
sized frem weal data cannot take into aeeount any other varilables
than its arguments. The arguments reflect the effect of all
remalning variables, ineluding those of the economie and soelal .
%r@%rs, according to the rule of indivect measurement of variables S
.32]). o

For example, to state that a model of the economiecs of a
country synthesized exelusively from statistical data and not
containing soecial factors among 1ts arguments doés not take them
into aceount, means teo state that the arguments of the model do
not depend on soecial faetors. Tt alse cannot be stated that a
model of Lake }aikalpollutienobtained from full seale ohgervatlons
does not take into acecount the mechanism of self purification of
the lLake of a biological order, although this mechanism remains
unknown . ) )

~In this sense, in simulation aceording to the principle of
self-organization, there are no irreplaceable arguments. A model

can be synth@aiied from various sets of arguments, if only suf= /38
ficient "free choice of subseguent decisions! is ensured [14], —*—
aceording te the inequality

F=maM-~-7F,

where P is the free choice of decisions; m is the number of argu=
ments of the model; M is thenumber of actual faectors (including
thoge unknown to ws) aeting in a complex objeet; f is the amount
of feedback. o

Self-organization inereases the role of the loeal terminals
(loeal computation racilities). Major decisions (for example, on
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control of pollutien of the biosphere of the earth) can be made,
without the direet partieipatien of man, in a comparatively small
machine, by means of self-organization algorithms from a small
set of experimental data and with 4 far from complete set of chars
acteristic variables (aeccording to the ineguality in the example
preéesented above).

Present Status of the "Systemie Approach"

The basie "fault" of the present deterministic systemic 2
approach is that it 18 based on subjective & priori information g
about components of the system and complete confidence that "the
more complieated the model of the system, the more aecurate it is.”
Regression analysis also 1is based on such a coneept, which we
decisively rejeet.

The new systemie approach of the near future will be based on
the prineiple of self=organization, which declares as its purpose
finding the unique strueture of a system of optimum complexity,
i.e., the structure which ensures the deepest minimum of advisil-
bility of the selectlon criteria chosen (external supplemental).

The arguments of the eguatlons of the system do not have ©o
be invented by man, the author of the model, but they ean be
selected pragmatically: that set of arguments 1s better, whieh
provides a deeper minilmum. All other guestlons whiech are goed or
bad for the model of the system also are deecided by this é¢riterion.
Examples of caleulation of predietiens by self-organization algo=
rithms have shown that the major argument of many models is time.
The systemie approach usually dees net consider either the time
funetion, or delay arguments. This shorteoming of the present
systemic approach (which flows from the conecepts pointed out above) =
can and must be correected. There has to be a clock, a time control= 2
ler, in each model. Without this, the systemic appreach proves 5L
only one thing: that 1t dces not exist as an apparatus fer
quantitative evaluations. Dynamie simulation and ofther subjeetive
methods, as was pointed out above, do not lay claim to quantita-
tive estimates.

Only the self-organization approach of models of complex
objeets claims a solutien and solves the problem of obtaining
aceurate quantitative estimates, which are required for making the
optimum deelsiens.

Some "fortunate" selenees, sueh as physies and chemistry, for /39
example; are distinguished by the fact that the truth can be
established in them, both by a speelal experiment, and by means of
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modelling from experimental data of "passive" observation of pro=
cesses. For a number of other selences, the conduct, of speci%%jex—
periments becomes, together with an increase in complexlty of the
objeet, more and more diffieult and even impossible. Thus, in
neuroblelogy, tests on animals turn out not to be a simple matter
and on man, frequently simply inadmissible. There are sclences
(for example, econemics, soelolegy, etc.), where the field of
experimenting is still smaller. Here, the truth has to be estab-
l1ished, only by means of direct mathematical simulation frem a
small amount of ebsérvation data.

One of the primary merits of ecybernetics is that it gives a
new methodology of resolution of seientifie controversaries. In=
stead of endless eontroversaries with references to autherity, it

is propesed to simply "play" all the proposed hypotheses by ecomputer.

However, for this, both deterministie methods and theilr alterna=
tives, self=organization (selection) methods offer thelr

services. The authors of typieal works in both areas are indieated
in Table L. Deterministic metheds, for example, the "heuristie
gimulation" ef N.M. Amesov [6], simulation of ecological systems

by A.A. Lyapunov, V.V. Menshubkin and A.A, Uyemov [7, 8] and,
finally, the Ydynamic simulation' of J. Forrester and D,G. and

D.L. Meadows (3, 51, fundamentally de net require assignment of a
single initial experimental point. The initial infermation is that
the authors of the model, on the basis of their intuition, invent
eguations or subprograms of the action of system components. It

is eclear that the results of deterministic simulation can enly be
gualitative. They are subjective and unconvineing. Small changes
in the characteristics or subprograms of components result in large
changes in the simulatien results. '

i - Table 1 ]
Examplés of Basie Works on Simulation

B R i == i A
o b JetepunnicTRIECKIE | OfLeRT HBHLIE MOJENH HA
3agaua CYGLEKTHBHIE MOREAH {ap- [nDpuNLHTie caMOOPDAlH:
e - L tep) ___ paun {A0TOpH)
: I 3 ¥
OTHpuTHe 33KOMOB JAA YpABHEHHM H. M. Axocos -, PoaenGaart
npornoda (b BHAE anreGpanueexknx | A, A, Jlamyuos MIVA
san AndipeperuiaibHEIX ypasuennit) | B, B, Menmyrkan Bujenetine TpeHAOB
A. A, VYaon ONTHMAABHOR CAOM-
| A, doppeerep woeth [26]
g A. . Menoys H pp. '
OTxkpLITHE ATOPHTMOB k| A. B. Hamaagos _ iPaGor ele Her
11, B. Emenvanos-fipo-
CAAaBCKHH U Ap.
‘H. M Amocon

Key: a. task
"’ h. deterministiec, subjeective models (authors)
ec. objective medels on self-organization prineciple (authors)
d. discovery of lawsg for predictien eguations (in the form of
algebraic or differential equations)
&. N.M. Amosov, A.A. Lyapunoev, V.V. Menshutkin, A.A. Uyemov,
J. Porrester, D.G. Meadows et al
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Table 1 Key econtinued:

£. F. Rozenblatt, MGUA, detection of trends of optimum com-
plexity [26]

g. discovery of algorithms

h. A.V. Napalkov, L.B. Yemel'!'yanov-Yaroslavskiy et al, N.M.
Amosoev

i. no works yet

The same can be said of the methods of A.V. Napalkov and L.B.
Yemel'yanov=Yaroeslavskily and N.M. Amosov [6], in wxieh not systems
of algebraié or differentilal equations (as in the works indicated
above), but entire algerithms, sequences of actions with equations
alse invented by the authors, are "played" on the machine. These
methods also are of a highly subjectilve nature and serve only for
orientation. Owing toe the subjective nature, deterministic models
can be useful for bringing out general qualitative relations, bub
not for aceurate gquantitative derivations.

First Basic Assunption of Self=Organization Theory

Is that only objeective models, obtained by the direct simula-
tion methed from experimental data on the tasis of the self=organ-
ization (selection) prineiple, are recommended as arbitrators, for
the resolution of secientifiec controversies and to ebtain guan=
titative estimates.

]\
=
1<

Models by the self=organization method are objeective, since
the machine "discoyvers" them from objective experimental data by
using multipurpose selection algorithms. Man only specifies the
selection criteria and the vehiéle for solution of the problem
(i.e., lists of candidates as variable and support funetions taken
from & large supply). Such 1ists can be compilled, by scanning all
known deterministie models invented by various authoers. This is
the so-called combined approach, which alse permits assignment fo
the machine of certain completely rellable characteristies of the
components and struc¢tures of the gystem, te reduce the amount of
ealeulation and teo lnerease accuracy.

The first system implementing the self-organizatien principle
(sometimes called the "principle of imperfect decisions™ [15]) was
the perceptron of . Rozenblatt [23]. All the traits of sélf-
organizatlen can be found in the perceptron; the generation of all
possible combinations of inpuft eriteria, multirow selection with
continuous ecomplication in each row of the decision rule, for the
purpese of obtaining rules of optimum complexity and, finally
(enly in the so=called dynamic perceptrons), accounting for delay
arguments (memory).
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The selection principle explains the convinelng reliability
of information processing systems using the self=-organization
prineciple, ineluding systems created by nature. ¥For example, we
assume that, in a certailn test field, a breeder attempts to
obtain the darkest tulip. It is clear that, if even half the
plants, let us say, are destroyed by hail, the overall result of
breeding changes little. For the same reasons, the action of the
perceptron (as well as other selection algorithms, for example,
MGUA) changes little, if even half its elements (half the "partial
descriptions" of the MGUA) are destroyed.

The basic deficiency of the perceptron, compared with the
MGUA algorithms, is the unfortunate selection of the second heuris-
tic eriterion, of the external supplement. There is no separate /AL
verification seguence of data 1n the perceptron, for the selection
of the best combinations. To obtain uniqueness of the model, the
perceptron sorts out only variants of the pilecewise separation.
According to its idea of such a second eriterien, nothing is better
than assignment of the form of the prediction formula (in predie=
tion methods) or specification eof the exponent of the regression
polynemial. Such criteria show how few specifications must be
taken from the outside environment, to obtaln a unigque declsion,
The trouble is that all the eriferia listed, used in simulation
practice, are unsuitable.

Second Basic Assumption of Self-Organization Theory

Tt is that the unsuitable (frequently even unconscious, i.e.,
in question as seomething obvious) selection of the second basic
eriterion used everywhere is the baslc cause of low accuracy of
the models used in cyberneties.

With suitable selection of the second eriterion, the accuraey
of a model and the lead time of predictions inereases tens and
hundreds of times. Fo., predicting models, the balance of variables
eriterion is recommende.’ as§ the basie eriterion and for problems of
the identification and "discovery" of laws, the nonbias criterion.
For cemplex objects with internal feedback, as well as with inexact
data, models selected by verificecation segquence aceuracy do not
always coincide with models selected for nonbias or for balance
of variables, i.e., by the basic eriteria. Nevertheless, the
auxiliary eriteria frequently provide a smoother curve in the
complexity funetion of the model and, consequently, permit some
of them to be skipped, in the search for the model of optimum
complexity. This reduces the amount of sorting.

The theory of purposeful regularization indicates the optimum
(according to the seeond external supplement) separatilon of existing
data into training and verification sequences: the "third" method
for the residues and the "seventh" and "eighth" for trends of the
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model, which ecorresponds to the maximum of the basic suitably
selected criterion, are called unigque medels of optimum complexity.

Médels of optimum complexity can be found, for example, by
complete sorting of all varlants of the funetions and discrete
values of their coefficients, beginning with a simple linear function
and gradually complicating the form of the regression eguation. In
this case, it¥ Yurnsg out that only the machine is capable of dis-
covering new laws eontaining a large number of delay arguments.
Man is not capable of devising such non=Markovian iaws.

A complete sorting {of course, if it 1s icaded into the memory
of the machine) does not require any proof or validation, More-
over, in complete sorting, the entire apparatus of mathematical
statistics remains "out of play." It is absolutely not necessary
to know either the nature of the process (is it stationary or not?),
or the probability distributions, or the statistical stability of
the data. The roof mean errors in the first and second verifica-
tion sequences of data can give answers to all questions, in which
we are interested. For example, as the securacy changes with
inerease in number of experimental points, to what extent are the
input data interfered with by noise, ete. The greater the noise,
the higher the minimum errors in the verification sequencees [171.
In this respect, multirow self-organization algorithms are gimilar
to complete sortlng, especially with selection eriteria which

change smoeothly, as a function of complexity of the model.
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Third Besiec Assumptilon of Self=Organizatlion Theory

It is that, on condition of provision of that which we have
called a "free choiece of deeisions" (as well as "fixing the projec~
tion base" [27]), multirow selection, with sorting of a sufficient
mumber of variables in ea¢h row, has all the properties ef complete
sorting.

Multirew self=organization gives a model of optimum complexity,
which is unique, in the sense indicated, for each suitably seleeted
second heuristic eriterioen.

Consequently, with retention of adequate freedom of cholce,
statistieal theory is not needed, as in complete sorting., 1f the
degree of freedem of choice jg ema1l (whieh i% was up te now, In
"pipid" deterministic planning), the arcnrnly and nonbias of the
model drops sharply, and mathematical statlisztics can be necessary
here. Modern harmonic analysis alsc can be an example of the fact
that, in applied mathematies, far from everything is thought ouv
to the end: with aliquant perieds, tire harmonics are ¢=rarated out
one by one, and the principle of freedom of choice is violated. As
a result, a series of harmonics 18 obtained, each of which 1s the
optimum, but their sum does not satisfy the erlterion of the
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optimum at all. Self-organization algorilthms correct this error.

Fourth Basic Assumption of Self-Organization Theory

It is the recommendation of the cecontrol prineiple with
optimization of the prediection. At each moment of time, a decision
has to be made, so as to ensure the best prediction, with a
sufficiently large lead time.

The basis is the asymptotie law established in [29]: if the
lead time of a systemie multiple differential predietion is chosen
sufficlently long, the optimum control is almost unchanged with
further increase in lead time.

Control with optimization of a predietion, with sufficiently
great control, ensures stability, even with an unstable objeet.
Therefore, it can be used for closure of feedback in complicated
automated controel systems, i.e., for conversion of ACS to ACCS.

Up te noew, man has not suceccessfully been removed from these conneec-
tions. There are reports (primarily in Ameriean journals) of
unsuecessful efforts to ¢lose company control systems without
computers. The reason evidently is that, in this case, the

prineiple of control with optimization of the prediction has not /43
been used. The prineciple of control with optimization of the
predi¢tion permits completely automatic control systems tobe syn=
thesized, in which man specifies only the general criterion of the
optimum predietion. '

ACCS as a Prospect of Improvement of ACS .

Many studies have been devoted to the question of the optimum
distribution of funetions of an automatic system between the machine
and man, but they are concerned with simple determinate systems,
with & detailed man=machine dialog language (first square of Table
2). The aim of this table is to draw attentien to the fact that
the answer to this question depends, to a substantial degree, on
the level of the digleg language. With a language of a high level
of abstraction, the limit of advisable automation rises.

This, first and foremost concerns objects, for which automated
control systems are now being develeped, ACS. The self=organiza-
tion prineiple, with the use of e¢riterion language (optimum actions),
permits conversion from ACS to ACCS, to synthesis of automatic
closed systems of control of production, fields, the economy of a
country or peollution of the biosphere of the earth.

The 1970's evidently will still be the years of development

¢f diverse levels of ACS. Sometime in the 1980's, the development
of the material base and mathematical support of ACS will reach
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_ Table 2
Advisable Degree of Automation vs. Level of Abstraction of
Language and Complexity of Objeet of Control

[ o b Criomnocin ofsokra
¥poeenb aGeTpakuun |7 = e ————e J_ —a
HIKKA JANAA0FA HET0- ) =

BCH ~ MONIEFHE npOCTHEe NETePMHHHPOBAHIKE CADKHKE CTOXACTHYCCKNR

—— i E i ——3
llonkpernnit  AskK | @npenenenne uenecootpasioR cre- | [loctpoeHne SaMKHYTHX Yo
vpaBiteHitlt ¥ 00A- | fleHy ARTOMATHIAUMH N0 SKOHOMH- | TORUHBEIX cHeTeM, JeicTsy-
IPOGRAMM 3ACMEHTOB | YeCKHM o TeXHHUECKHM coobpae- | IOUIHX 6ea vehoBEKa, He
cHeTeME nuaM  (pee, ralapuThl,  HaZew- | BOAMOKHO

A HOCTbL o Op.) L
SIstk HuTerpaauhuX | Te #e, HO wuenecooGpastan ctTe- | FlocTPoense aaMKHyTHIX Yo
n03CHCTBHIT ~— KpH- | Nelih auTOMITH3ALN B TOMYABLIX GHETEM, B KOTo.
TepieB  MoeaHpona- L PEIX  PEUICHMA IPAHNMag
HItH IBM, Boamoxno

Key: a. level of abstraction of man-machine dialog language

b. complexity of object

¢. simple déeterminate

d. complex stoechastic

e. specific language of system component equations and sub-
pregrams

f. determinatien of advisable degree of automation from
economie and technical considerations (weight, dimensions,
reliability, ete.)

g. synthesis of closed stable systems aeting wilthout man
impossible

h. language of integral actions == of simulation criteria

L. same, but advisable degree of automatien higher

J. synthesis of closed stable systems, in which decisions
are made by eomputer, possible

the level, at which the possibility appears of converting to the
synthesis of completely automatie systems, which implement prediec-
tion and eontrol by the self-organization prineiple. Concerning
the question of the use of models for control, we note that all
existing eptimum control algerithms have as thelr goal, either the
achlevement of the optimum at a given moment as rapldly as pessible,
or they aet in a fixed, finite lead time. The goal of the system
is to achleve the optimum at a given time in the future. Man
controls the varying interval. This means that he continuglly
postpones the time of achievement of the optimum. The driver always
looks at some segment of the route ahead and continually moves the
seetion scanned, together with pregress of the conveyance. The
corresponding algorlthms developed in self-organization theory are
called control with eptimization of the predictiocn.
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Stability of a closed system will be achleved by an lncrease
in the lead time of the prediectiomn. In econtrol systems with
optimization of the predletion, even unstable objeets are not a
cause of instability of the elosed automatic control system (the
"artificial stabllity" property).

Thus, the self-organization approach and the prineiple cf
control with optimization of the prediction permit one to return
to the idea of completely automatic systems of control of complex
objeets and te consider automatie systems as a further prospect /44
of improvement of the automated systems now being developed. i
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The Astronautic Ergatic Organism

V. ¥. Pavliev, I. 8. Mazurenko and V. 3. Khominich
Cybernetics Institute, Academy of Sciences Ukrs3SR

The condibions are considered, under which an ergatic
control system has the properties of an ergatic organism.
The region of existence of an ergatic organism in the _
space of the earth-moon system 1s plotted. On the basis
of digital calculations, the possibility of the develop=
ment of a system of control of a manned interplanetary
vehicle with the properties of an ergatic organism, by
means of ".ow thrust" motors over almost the entire space
of the earth-moon system, is demonstrated.

introduction
A promising area in the development of astronautics 1s the /%5

utilization of continuous control of an interplanetary vehicle in
flight. The present work is devoted to the study of the possibil-
ities of development of continuously controllable astronautic sys-
tems on the principles of an ergatiec organism [1].

An ergatic organism is understood to be a multipurpose ergatic/L6
system whieh has, under changing conditions of the environment in
which this system functiens, the property of functional homeostasis,
with respect to the entire set of its functienal behaviors, ensuring
achievement of its purposes, among which may be the purpose of
technological self-preservation.

The possibility of the development of such systems is determined
by the specific tasks to bé solved by the interplanetary vehicle
erew. The present status of astronautics permits the complete
opening up of the "earth-moon" space. In particular, there 1s
interest in questions connected with development of the libration
points. A characteristics feature of these points is that the
sum of the forces acting on a body placed at sueh a point is zero.

) The_existence of the libration peints follows from a considera=
tion of the 1imited three body problem. The plane circular case of
this problem has now been well studied [2]. In particular, 1t has
been proved that equidistant points LH and L5 (Fig. 1), are stable
for the earth~moon system and that collinear points Ly, Ly and Ly
are unstable [3]. In speaking of the stability of the libration
points, it is intended that a body placed in a small vicinity of
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Fig. 1. Locatien of libration points in earth-moon syatem.

Key: a. moon
b. baryeenter
e. earth

point Ly (or Ls) and having a sufficlently small relative veloeity,
stays in this Vvieinity for a long time. The conelusion as te the /47
stability of the egquidistant libration polnts was confirmed by the ~
discovery by the Polish astromomer K, Kordilevsky in 196L, of
accumulations of dust in the vieinity of these points [4].

With the growth of astronauties, a series of propesals for
practiecal use of the properties of the libration points was advanced.
Thus, for example, it was proposed to establish an observatory at
an equidistant‘point. This extraatmospheric observatery would have
significant advantages over both ground based observatorleées and
orbital observatories: first, almest the entire sphere of the sky
would be surveyed from 1t; second, the absence of the strong magnetie
field of %he earth makes possible the conduet of impertant astro=
physical studies; third, the invariabllity of the distances to the
earth and moon simplifies reealeulation of observation results to
a form, convenient for a ground based observer. An interplanetary
station established at an equidistant libratien point would be
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subject to rare and brief eclipsSes, whiech would ensure 1lts effee=
tive sclar energy supply.

A radio astronemy observatory established at point Lp would
be reliably shielded by the moon from terrestrial radic noilse,
And relay stations at points Lz and Ly (or Lg ) would solve the
imporvant problem for the eonquest of the moon, of communications
with its backside.

The implementation of these propesals is impossible, without
the development ef a multipurpeose interplanetary vehlele, the
control system of which would permit solution of both transpoerta-
tion and technelegicecal problems, of the assembly of complicated
astronautical complexes.

The develeopment of sueh a eraft is pessible in the elass of
systems related to "ergatie organisms," which in our case, we
will 231l "astronautic ergatic organisms.” To synthesize an
astronautie organism, the followiling problems muct be sSolved:

1. development of the control structure and principles;
2. study of quality problems;

3. study of the "erudeness" of an astronautical system at
libration points.

The work, whiech consists of three parts, 1s devoted to examina-=
tion of these problems. In the flrst part, the possibility of
developméent of an astronautie organism in earth-moon space 1§
analyzed. In the second, questions of the methods eof evaluatlen
of the "erudeness" of the astronautie system are reperted, and
specific studies of the behavier of the astronautlic system at the
libration péeints are conducted. In the third, the basic principles
and method of development of an astronautic ergatic organism are
reported.

Part 1, Sy e of an Astronautlc

Ergatic Organism

nthesi_iof the;ﬁegi@n of Ex i sten:

The movemént of an interplanetary vehicle in the plane of /48
rotation of the earth-meén system around the barycenter is describéd
by the equations

X — 20y = 0¥ =
(1)
:!'I "‘]“' g(ﬂk - (.02 = *BW + uyy



determined in space E=ENE 1= L1 o where
is the angular veloclty of rotation of the noninertial coordinate
system x9), 5, ) € By, (2, ) € By U is the gravitational poten=

tial of the earth-moon system; u,, U, are components of the control
vector u = (ux, uy) in the corresponding coordinates created by
means of the engine thrust of the interplanetary vehilcle, (W, 1) €13

i, = 1, = (=t + )

The advantage of consilderation of the motion eof the vehlcle
in a neninertial calculation system 1s that the earth and the moon,
as well as theée libration points, are fixed in it.

Equatiens (1) show that, beside the force of attractlon of the
planets and fthe engilne thrust, centrifugal and Coriolls forees,
whieh are geénerated as a conseaguence of the rotation of thé craft
relative to the barycenter ih the three body system, aect on the
moving craft in earth-moon interplanetary space.

To give an érgatie system control of the interplanetary
vehiele, the properties of %he ergatic system must ensure contrelled
movement of the eraft, which is invariant towards external pertur-
bations [1], the primary ones of which are caused by gravitational,
centrifugal and Coriolis ferces. This 1S achieved by means of the
use of parts of the eraft control (uxo, uyo), to ecompensate for

natural forees. The remaining part (uxl, uyl) is intended for
system control

(2)

( u, = Uz % Ul
{ u, = Uy - Hot-

Work being dene, baoth in our country and abregd, will permit
the future development of compact, reliable jet engines, as well as
energy Soulces and econverters for 1Y, which will be able to operate
continuously, during the entire time of flight of the interplanetary
eraft [5]. This ineludes the solar sail, ilon plasma jet engines,
thermal nuclear jet engines and others., The prospeet of their use /49
is determined by the small expenditure of mass per unit of thrust -
or the complete aksence of 1t for the seolar sail. A virtue of
these engines ig the broad pOESibilities of regulation of their
parameteys; however, the physiecal prineiples on which their con-
c+yuction Lis based signifieantly 1imit the acceleratlons due %o
thrust (the upper limit is on the order of 40 mm/sec?) [571.

The econtinuity of_operatien over a long period of time, together

with the flexibility of thrust regulation, makes possible the
development of the required‘iHVariant control system. At the same
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time, it 1s evident that, since the engine thrust is limited,
compensation of the natural forees cannot be accomplished in the
entire space of the earthsmoon system. In conneectilon with this,
the first stage in synthesis of an astronautie ergatie organism
1s the solution of the quallty problem, finding the region of
exlstence of the ergatic organism.

The reglon eof existénece of the ergatic organism 1is determined
by the set of points given by the system of egquatiens

_‘Zg_ 4 @t e 2my =

oy , o ¥ = I (3)
5 + wfy — 20x = Wy,

Lii up € Too T & L To = (= timoy - tmo)-

~ Sinee system of equations (3) contains four variables, the
region of existence of the ergatie organism is a part of four-
dimensienal apace.

For guaranteed execution of the task, there must be equal
possibilities of control in any directlon in the space of the earth-
moon system. Consequently, the limitation on the rate of movement
in each direction has to be the same, with the gilven requirements
on the dimensions and topological properties of the region of the
earth-moon interplanetary space, 1n whieh invariance of motion of
the eraft, with respect to external perturbations, must be adhéred
to.

This makes it possible to plet the boundaries of the region
of exlstence of the ergatic organism in (x, y) space, in the form
of a family of eurves for fixed velocities

x =y =V = const. (4)
In this case, system of equations (3) takes the form
B 4 wtx 2V % o = 0,
) (5)
%—jr+m?ye2ng;z¢mué@. |
The gravitational potential U is determined from the expressien /50
. M Gm

where G 1s the gravitational constant, M is the mass of the earth,
m 15 the mass of the meon, e, and ¢, are the distances froem the
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barycenter to the centers of mass of the earth and meen, respec- :
tively. B
With account taken of the relatlon l
. _ERE (7)
G= ~M 4
whetre go is the aceeleration of gravity on the suvfaee of the éarth
(_80 = 9781 m/see?), Ré is the radius of the earth KR& = 6371 km), ‘
we present expression (6) in the form 7 ¥
g@% SR S A o ==} ()
U= B, ( VE—siF +7 + VETES) -+ 70 )
where Dy 1s the distance from the earth to the moon (Dy = 384 hoo
km); m¥ = m/M = 0,01227; g and n are the coordinates of the inter=
planetary vehiele in a relative coordinate system, where D, 18
adopted as the unit of distance;
e m 1 :
1 T ' 2T TT1&m L
Subsequently, we will accomplish all the transformations in |
the relative coordinate system (&, 7).
The angular veleecity of retation of the earth-moon system 1s
determined from the expression [6]
m—]/ e (9)

where KM is the gravitational parameter, KM = 3.9858.105 kmB/s@gg.

Consequently, system of eguations (5), after substitution of
expressions (6)-(9) and of the corresponding numberical values,
takes the form

{ g o0iple . _0.01207 (54 0.98788) )

— 0,269 { TG —0,01212 + ) | [(E 4-0,98788)° ++ n?) 0 }

e 0,273§ -+ 2,05 . '1’05‘\? 4 Umg = &, k (1@)
1- 0.969 | —= =t e S 1)L W— ‘—=} o4

o [ (& — 0002028 + 17 | I(5 0,98788) 4 1)




where v = £ = f.

The dimensions of the left part of (10) are expressed in cm/
sec?. System of equatlons (10) is transcendental, and analytical
study of it is difficult. Therefore, we use the graphic-analyti= /51
cal method, which permlts the surface determined by equations (L0}
to be plotted graphically and fairly simply.

We write system (10) in the form

o (11)
[ﬂmm=m
Fz(gs "1) sz:

\ where —0.0121 01997 (& :
: & F,a..@gm{zriiﬁﬁéé_,:a:%9¥1@+&ﬂ£§?}+
’ [(E=0,012127 & niPs " |(5+4- 0,96788)% 4 s
+0,273 ¢, :
Fa 0.2 [ [(5 =0,01212)2 = ¥/2 ¥ G 0,987887 4 T | +

+ 0,273 ,
wl = = 2,@6 . 12'05\’ q__; Umo,
w, = 2,06 - 1059 T tino:

Punctions F, (&, n) and Fy (g, n) in the rotating coordinate sys- /52

tem describe the potential forees which act on the interplanetary
vehiele, and functions Wl and w2 deseribe the Coriclis forees and

the control forces. Equations (11) are the equilibrium eonditiens /53
of the artilfieial and natural forces. '

A graphic solution of the equations of systems (11), for u o =

5 Gm/seeg, is presented in Figs. 2=U4. Each of equations (11) de-
Tines a certain famlly of boundary curves P. (&, n, V) and P, (&,
n, V), considered in (&, n) space. Equatidﬁs (11), with subStitu=
tion of (uxo, uyo) & IO for U permits the entire set of polnts
Dl and D5, whieh lie between the boundaries of curves F, and P,,
to bhe plotted. The intersection of Dl and D, gives the desired

region of existence of the ergatic erganilsm @
Q=DlnD2° (12)

Thus, @2 is a certain region of interplanetary space in thé
earth=meen system, in whieh 1t is possible to ensure movement of
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Fig. 2. Graphic synthesis of reglon Dl‘

[Translator's note; commas in the numerical figures are equivalent

to deeimal points.]

the craft, which is invariant with respect %o extérnal perturbations,
by virtue of satisfaection of eondition (3).

The region of existence of the ergatiec organism ¢ for Uoe =
ho mm/Seeg is presented in Fig. 5. The following eonclusions can
be drawn from this figure:

1. with given requirements as to dimensions and topologieal
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properties of the region of invariant motion in egrth-moon space,
the limitations on veloeity, at which the eondition of invariance
ls observed, can be found;

: 2. with a given maximum rate of movement, the region of /54
: invariant metion ean be determined. —=
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Fig. 4. Cross section of regions Dy (a), D, (b) and 2 (e), with

w . = 9.18 km/seeg.

:mlo
.

1D

Fig. 5. Reglon of existence of
ergatic organism @ for up = 40
min/sec.
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As is shown by the numerical
ealculations and graph plotted on
the basis of them (see Figs. 2=4),
the actual existing and planned
continuous thrust engines ensure
satisfactlen of the conditions of
exlstence of the ergatic organism
in almost all of the egrth-moon
interplanetary space, with the
exception of a region of circum=

terrestrial space 100 000 km in
radius and a region of gireumlunar
space 10 000 km in radius. Thus,
in the area of any libration point,
control of an interplanetary vehi-
ele by the ergatic organism



principles ecan be established.

The use of continwous thrust engines, which produce a small
aceeleration, 1s advisable in the performance of complicated
maneuvers and in short distanee flights. With the use of only
sueh engines, the veloeclty ean be inereased, for example, by 1 km/
sec, only in several hours. Therefore, the combined use of power-~
ful engines and low thrust engines for long distanece flights is
promising. The powerful engines are used for acecelerating and
braking the eraft along the direetion of flight, i.e,, for target
guidance; the continucus Low thrust engines are used for compensa-
tien of natural forces. In this case, movement in the earth-moon
interplanetary space is carried out aleng a straight line to a
predetermined point (in the rotating coordinate system). The
limitations en the speed of sueh movement are imposed primarily
by the capabilities of compénsating the Coriclis forees. With the
present limiting aceelerations of continuous thrust engines, the
permissible veloeity is about 7 km/sec. However, even at such a
veleeity, by using the idea of "straightening out" the flight path,
flights from the earth to the moen or to any libration point ean
be carried out in 15 hours.

An impertant eircumstance in the invariant motion is that
ccemplicated trajectory ealeculations are no longer necessary, since
the motion of the craft is determined by the will of the pilot,
within certain limitations, which are presented to him in the form
of charts similar to Fig. 5.

The use of eontinuous lew thrust engines permits the position
of the craft to be fixed relative to the earth and moon, at prae- /55
tleally any point of theilr interplanetary spaece. This makes it -
possible to establish a whole network of stations, fixed relative
to each other and relative to the earth, which would have the same
advantages as stations at the libration poilnt. Such stations,
loeated along the earth-moon course, wWould significantly inerease
flight safety, with high traffie along this route.

art 2. Estimatil

S

It is knewn [2, 3, 8] that the movement of an astronautic
system (AS) in the vieinity of any collinear 1libration point is
unstable and, on the ether hand, a mevement of a AS in the vieilnity
of any equidistant libration point is stable, for all mass ratios
which satisfy the condition

o .mM 1
X=mIar <2

exeept the two ratios « = 0.01355160 and k = 0.0242938., In the
earth-moon space under consideration, « = 0.0119853 ang,
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consequently, a A3 in the vieinity of the equidistant libration /56
points is stable.

The stability of the libration points is essentially due to N
the effect of the "gyroscopice" terms in the equations of motion of
an astronautie system in the following notation [6]

e

rA R s s T4
sk . fyna -5
31 tnoseprnacin)
.5 N aﬂ - 5
‘ -7t Taz
o
; T’ 1-63
€ 3oman
(no8epxrocme)
i
i
it Fig. 6. Potential surface ¢ (&, n).
M

4 Kéy: a. moon (surface)
k -.. b. barycenter
c. earth (surface)

The form of functlon ¢ is presented in Fig. 6. It is known
that "gyroscopile" stability is yiolated by dissipative forces.
Therefore, a AS in a ¢ertain vieinilty of the libration point, whiech
experiences dlssipative perturbations, ean leave the vieinity in
which egquilibrium of forces is achleved for the limited three body
problem.

T T T T T T
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This 1s why investigation of the "erudeness" of system (1)
is an extremely important task, in econtrol of a certain astro-
nautie system in the vicinity of some libration point. The
mathematical apparatus, which permits the "erudeness" of fthe
dynamic system described by equations (1) to be estimated, i1s
funetion ¥ (t, w) [7]:

8 : =) Gk

— — 2 — i —— e | pi——a N T ¥

= fon—0f = it G Esl (2)
#i*n -

T Ot — win = = et | R R
74 20f—ofn = TR T G

These equations are written in dimensionless form [6].

We wrlte a system of equations of the first order equivalent
to (2), by converting to new variables

*;:1 = xﬁ!
X =S omt xS (3)

%o = 20K, b O, == = e e T i
A S e T O TR

1 -
Xg = Xy

T g, = = 20%; ¥ 2xy _—*_x& R T l{n-i" T T
ER et i oer Er O R

where . .
XI:-“—'.E'v Xg = X1y x9-=fl,_ Xy = Xg
'X = (xl’ xZ! xag x‘)" X e Q’

Q is a reglon of four-dimensional Euclidean space R. System (3)
in veetor form has the ferm

dX g

To plot funetions g (t, u) of equation (4), we use the relation=
ship presented in £71:

ul t, u) > max (AX, F (X - 8X) = F (X))
b 1
where !
AX = u (c05 Ty, COS Ty, COS Ty COSTeh

AX = uD, u=AX|D = (c0s T, €OSTy COS Ty, €OS Ty).

In space R, we introduce an orthonormal base, in which the coordi-
nates of vector AX are projeetieons on the base vectors. The maxi-
mum value taken by the funetion
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(AX, F(X 4+ AX) = F (X))
on the sphere
eos® Ty - cos® 7, + cos® T, < cosP T, = 1,

(5)

determines the desired funetion & (t, u).

The component veetor funetions F (X = AX) + P (X) are presented

in the form
1 COS Ty, 20U COST, f 0P COS Ty 4 —— TL=H
( 2 a 1+ (s — 5.7 o 22T 4
g _m* (1_1+ iz) S Y1 Sk ucosdy —
[ = 5,8 - x,%l”‘- 7 =51+ 4cos 1% 4 (g 4 ucos T
m‘ (x,_+ Sz + & cos 'tl|)
= 11 GO Tg)t ] T
u cos Ty, == 201 cos T, < @y cos T ————-——,-_
! ? S Tr— Tt
. m¥%y X HE0S Ty .
Tt s £ 87 16 =1 oF 400559 F (xy o 5508 )
. m*(x; Fucos 1:'-,) -
T U % sa 4 w0os TR b, o doos TH T
Consequently,

£it, u) = mtax [u (1 - w?} (cos 7, cos Ty + cosT, cos T,) —
{

(% — 8y < 1 cos T4) cos L. .
[(xl =& S ucost)? 4 (x, 4 ucos 1:-;)2! i

M Sy ue0sTICOS T, L, (m—s)eesT,
[tr o 8 wcos T - (xg ok cOs TPITH  [(ay = 5o + 2%
Mk a)e0st, . 0057, + %2, €05 T,
G b5+ 517 Ua—sl+ 215 o s+

o {25 - 8 cos T} con Ty

flxy == 55 < 1-00s )= (x5 < u cos 1.'3)31'/' |

ni* (.sc‘.3 + 4 05 Ty) cos T,

[oxs 4 82 F & cosTa)d F (g 2 & cos T |
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We consider the funection

€ (t) = cos 1 » €OS T, - COS T3 COS T,, (8)

Since space R can be represented in the form of the direct sum of
any of 1ts subspaces and of its orthogonal supplement

R=R1R2|
each vector 'X.€ R is unambiguously represented in the form of
the sum
X=Y+Z,

where YE€R, ZER, Vector Y is the orthogonal projection of
veetor X in subspace Rl. Consequently, without limitation of the
génerality of functions & (t, u) under consideration, one can al-
ways seleet sueh Y ¢ R, Z¢R, as would ensure satisfaction

of the identity ¢ (%) = 0.
We present function £ (t, u) in the form
£, u) = max[u (1 4 @% C (v) —
T
e B ms)cost t xy cos T i @ . Gt = 51) 205 Ty 4 x5 005 7,
6wy sy w008 Tyt - (g - ucos Ty s Ky — sy gy
e T (% = 5) €05 To < x; 005 ¥, b u € (1)) 4+ _
ltn s 4 weos 1) F (% 4 4cos )P A (9)

+MW%%%@H+%%MJ_
[ + 59 4+ g

Fig. 7. Movement of
AS in (&, w) eoord-
inate gystem.

Since, in this problem, we are interested in movement in a certain
region Q; whieh envelepr some libration point, £ (t, u) is plotted
for the eorresponding libration point, by means of substitution of

coordinates Ll Lz’ L3, L, and L5 in (9). It was shown in Part 1
L, ©2

that peints L2 and L4 are of the greatest interest, at least at
present. Thﬁﬁéf@re, we present expressions of £ (t, u) for points
L, and Ly, respeetively (Pig. 7) [6];

_fm N1 ﬂi)“ = 0.1682
= ()" + {2 =068,
! 1 - -
Xy = §2 = — 1_+ !1-'1-"7 =p = s 1,1!56|l.,
¢ =ty =
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£, (f, u) = max -[2,011322@6 (®) — 1,167 cos 7=
L7 )

uC.(t) — 1,16822 cos 1, o
(i cos ©; — L,16822)F 4 (u cos 57 7 :
_ 0,197 (3) — 0,002064 cos % ] (10)
[ cos Ty, =0,16822)% - (x cos T/~ |’

p=r=1,
X, =0 = % —ll—"_i_:% = — 0,4879; x; = 1, = 0,866;

&, (f, u) = max [2,0}11227;;@ (%) = 0,493865 cos 7, —
LT

0,01227 (4C (%) 4 0,866 cos T3 - 0,5 cos %)

(0,5 # wcos ©)? 4 (0,866 + weos 1%
4E @) + 0,866 cos 1 — 0505 T 4 8766 cos -E_‘] . (11)

We investigate funetions £ (t, w) in the vieilnities of libration
points I;:2 and Ltl'

Point Lg

Expressien (10), with ¢ (t) = 0, takes the form

§ R S 16822
&, (z, u i-max[eos‘.‘v (: NN SR
2 (% #) Ty L 2\ {(reos Ty, = 1,16822)% - (u cos T)3 +

(12)

L 0002064 1 4e7\).
+ (4 cos T3 — 0,16822) 4 (u cos T Y+ 1"67)]
It is evident from expression (12) that pre¢isely the "gyroscoplc"
compenent in the ¢ coerdinate has a deelsive effect on the sign
of the funetions £ (£, w) and, consequently, on the "erudeness"
the dynamic system at peint L,. With u =0, £, (t, u) = 0. In
order to give a quantitative estimate of the "erudeness" of the

system at point L,, we write equation (12) in the follewing form:

(13)

&, u= male (e, ®, Tg) - COS Ty,
k13 )

where ‘ -
3 N H, Tf, Tg) = e 1,16822 L
b ( B %) ((z cos 7y = 1,16B22)? <= (1 cos )t +

) 0,002064 e
¥ o Ty = 0,16822)° + (u cos 77" LIeT. (1%)
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Function N (u, Tys T ) characterizes the "seénsitivity" of funetion

) (t, u) EO deviation of the sytem from the equilibrium positien
Lé in eoordinates & and n.

Point Lu

Expression (1l), with € (1) = 0, takes the form

7o gy { 05cas'r,=-0856cos1:,.
24 ¢ u) = max 1 l(u cos T, = 0,5)% 4= (0,866 4= u cos T5)%] o

o 0006 €03 % 00106 €08y __ 0 494 cos 1, - (15)
I(G 5 - u cos 7;)* - (0,866 < u cos 13)2]'1' e
+ 0,8766 cos T, |
It is evident from expression (15) that, in distinetion fromwig _éQ

(¢, w), the sign of £, (£, u) depends on both the "gyroscopie"

component in coordinate £ and on the component in f. With u = 0,
2 (€, w) = 0. To éstimate the efféct of the "gyrosecopice" com-

penents on the "erudeness" of the system at point LH’ we present
expression (15) in the form :

(16)
wheére
L. 0,5
Ny, 7y, Tg) = [(z cos .‘.1 — 0, )8 <+ (0,866 - & cos ¥)7] 7 -
- 1 I — (17)
[ cos Ty 4 0,5)° = (0,866 4= u cas 1)37/n
Nﬂ ('U—, Tyy "Fs) = == = _00106
[(05+uc05‘:1)'-‘+(0 856+uc051)=]h

0,866 (18)

T e -+ 0,8765

Functions N, (u, Tis To ) and N3 {u, t Ty Ty ) characterize the
"Sensitivit--" of functl@n £4 (¢, u) in 5 and n, respectively, to

deviation of the systemfrom the equilibrium position in the viein-
ity of point LM in ecoordinates & and n.

Curves of funetions £(t, u) vs. u for libration points L,
and L4 are plotted in Fig. 8. Functions £(t, u) increase m@no-

tonically wlth inerease in u, and they remain positive, which
indicates decreasing "cruderess“ of the system. It i1s evident
from the eurves presented that, in the vieinity of L2 and LA’
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Fig. 8. PFunctions £2 (£, wu)
and & (t, w).

Key: a. earth (surface)
b. meon (surface)

points L2 and LM shew that,

there are u, with which functions /61
£ (t, u) and ¥ (t, u) tend toward

infinity. We will call such values
radil of the eritical spheres of
natural motlon eof AS u - o

er’

The éritical sphere is the
sphere with the smallest u, at -
whieh funetion £(t, u) reaches the S
maximam value. ot

U is plotted for L2 and LM
in Fig. 9. Fig. 9 shows that,
for Lg, Uy coineides with the
shortest dlstanece from L2 to the
meon and, for L&’ R eoincides
with the distanece from LH to the

meon of the earth. With consid-
eration of the geometric dimensiens
of the moon and the earth, as is
seen from Fig. 8, of ecourse, the
value of &£(t, u) is limited to

a finite value.

R

The curves presented dis-
tinetly show that, for stable
existence of a techniecal system
in the vicinity of libration points

L, and Ly, the technical system

mast have control, which would
guaranteée a negative value of
funetion &£(t, u) in the vieinity
of the libratilon points under
consideration.

The &£(t, u) vs. u curves
présented in Fig. 8 for libration

in a certain vieinity of the libration

points (u g 0.02 for L,, u £ 0.32 for Ly), functioens £(t, u) ean

be represented by a linear function of parzmeter u, l.e.,

& (t, u) = ku. (19)

We determine proportionality faetor K from the eguation of motioen
of AS in the immediate vielnify of libratien points L2 and Lh:
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E == 2,011 = 7,268, (20)
n + 2,01 = — 2,74x;
£ — 2,0ln = 0,765 — 1,28y,
N % 2,00 = 2,280 = 1,28t
(21)
These equations form a system of linear differential eguations
with constants
L x, = x,
x3 = 7,26 2, 4= 2,01x,,
%5 = xg, (22)
x4 == 2,74x; = 2,0lxy
. %, = X
|x. = 0,76 x, — 1,28x5 4 2,01,
P Xy = Xy

!‘ x.'.i == I|28x1 - 2v®llx2 ':'l't' 2!28x3i

(23)

g where Xys X5 Xq and X, are the same variables as for system (3).
} Funetions £(%t, u) are found by the formula

f %, u) = umax (D, AD), (24)
% =

where

.
2y
mn

i

=1,28 —201 22 0
£ot, W) =5 with u< 0,02 (25)
Lolt, u) = 1,88uyien u < 0,32 o (26)

in hypersphere (5), k, = 5 and k, = 1.88. The 31 (t, u) and £,
(t, u) eurves are presented in Fig. 8.
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The studies of t
vieilnity of the librat
equations (5), and fo

he "erudeness" of a technieal system in the
ion peints, both for nonlinear system of

r a linearized system in the vielnity of

these points, point out the necessity of intreduction of a cor-=

recting eontrol, whie
"erudeness." As the

h can provide the system with thée necessary
curves in Fig. 8 show, & AS in the vieinity

of L, has substantially greater instability than a AS 1in the

vieinity of L&‘ This

stabilization of the
ecentered at point L2

stabilization of the
centered at peint LM

eal réquirements for
L2 and LM’ both in &
To estimate the
required for the AS ©
envelops the librati

means that the reaection mass consumption fer

AS in & eertain hypersphere of radius u
exceeds thé reaection mass consumptien in

AS in a hypersphere of the same radius u
several times. Radius u assigns the technis

aceuracy of stabilization of the AS at points

and n coerdinates, and in § and # coordinates.

frequency of switehing the correcting control
o be inside a sphere of radius Uy, which

on point, we use the egquatieon

b= w4 () (27)

with zero initial eonditien u (TO) = 0, where T is the eorrécting

contrel on eyele and

the AS from the libra
eyele T ean easily be

The case 1s eons
from the 1ibration poi

It is evident th

has to be satisfied a

0, from the conditicn

tiens pr@Sented are g

A graph of funetion T
L, and Ly, is present
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Uy is the maximum permissible @eviation of
tion point. A formula for detérmination of
obtained from (27):

T:=—};.¢--lim(l=k._‘_;9;)_ (28)

idered, when the rate of deviation of the AS

nt is constant over time, i.e., ¥ (t) = e.

at the conditlen
ttg. ]
= <=
t all k, u, and e. At the sameé time, T 2
s of physical reality. Both of the condi-
eneralized by one
e< 0. (29)

= ¢. (u./¢), for sphere u, around points
1 ‘Yo 0
ed in Fig. 10.

LT 7 SR




It is seen from Fig. 10 that,
with the same ratios uo/s, the

required correction eycle of a
A3 in the vieinity ef L2 1s less

than for a AS at point LM' In

: Fig. 10. Funetlon T = other words, a AS at point L

: 2 (uo/s). - 4

g T needs a correeting control more

i T} rarely thah a AS leocated at point
. — L..

: 2

A comparative evaluation of
the correction periodieity of

i systems at points L2 and La is
* _ i graphiecally illustrated by the

Pig. 1l. Punetlon T = eurves presented, and it can be

b5 (uﬂ). gquantitatively derived by the

] formula
) Hy
Ty _ b " f-nt) (30)

r. -T"—--Tzl_' . _ L Uy T
‘ ln (I Eka -_3_)

where T2 and TH are theée corréétion ecyeles of AS at poilnts L2 or LM’

respectively. With fixed e (e)>€5> 53), the eurves in Fig. 11
refleet funetion T = ¢2(ug). By using these curves of the per-

missible frequency of switching on the correcting deviece, it 1s
easy to determine the greatest deviation of Ug frem the libration /64

peint or to determine the correction eycle from a given Uy This

is very important, since a AS has limited power, Fig. 12 is a
graph of T = ¢3 (e), with fixed u, (u% > ué > u%). With reduetion
in the requirements for the rate of deviation of the AS from the
libration point, the correctien eyele can be inecreaseéed and, there-
by, fuel consumption decreased.

T _ _

Function T = ¢M(k) is pre=
sented in Fig. 13, 1t shows that,
with inerease in k (k > 0), di.e.,
with decrease in "erudeness" of
the system, the correction ecycle
lnereases. With k = 0, the
gorreetion cyele 1s determined
Fig. 12, Function T = ¢4(e).  DBY the ratio uy/e.

mf
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The eurves presented in Figs.
10«13 show the effect of both the
eharacteristic parameters of the
libratien point itself (coeffieient
k), and the characteristie parame-
ters of the accuraey of positioning
the A4S and the permissible rate
of movement of the AS in a given
vieinity of the libratien polnt,
on the frequeney of correction.
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The results of an experimen-
tal study of the natural motion
of system (3) in the vielnity of
libration point L2 are presentad

in Fig. 14. A AS with a small
deviation from poilnt L2 executes

a periodie diverging motion,
gradually becoming more distant

: Fig. 14. Natural motion of from the libration point.
- AS in vieinity of L.

This AS behavior is explained
by the "crudeness" of the system at point L,, funections £2 (t, u)

of which is described by expression (13). It is seen from Fig.

14 that the momentum of the AS in the vieinity of point L2 depends
little on the initial position of the AS, and there is no field

3 of attractioen.

The results of an expérimen~
tal study of the natural motion
of a A8 in the vieinity of libra=
tion poilnt LH are presented in
Fig. 15. The nerudeness™ of the
system at point LM is described
by expression (15). The AS
exeeutes a complicated motion,
remaining near libration point LM‘

T R P

Tt is seen from a comparison of
functions £, (t, u) and £, (%, u),
presented in Fig. 8, that the
nepudeness" of the system at
point L, is substantially greater
than at peint Lg. Funetioen g” (t, u) glves a somewhat overstated

Fig. 15. Natural motion of
AS in the vieinity of Lq.

value of the "erudeness" of the system. This 1s why £u (t, wu) is ééﬁ

positive at all values of u.
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This study of the "crudeness" of an astronautic ergatic system
by means of funetions £(t, u), is in good agreement with experi-
mental data, and it permits the eoncelusion to be drawn that it is
advisable to use the proposed mathematical apparatus for study of
the "erudeness" of a system.

Ea££;3. Structure and Basic Tasks of As@;gp@uticmgrgatic Organdsm

The possibility was shown earlier [1, 9], of synthesizing an
organie organism, based on the use of the three prineciples of the
theory of ergatic systems:

funetional homeostasis;

least interactlon;

funetional compatibility.

The concept of funetional homeostasis designates the property
of a system of providing, in the solution of any of its individual

or general problems, a certain set of 1ts stable funéetional behavs
iors, within speecifie limits.

el

The prineciple of the least interaction means that, whatever
the ergatie organism and whatever preblem it solves, the man in
it strives to establish 1ts behavior, in sueh a way as to ensure
the maximum effilciency of the entire organism, with minimum action
by it.

The prineiple of funetional compatibility reguires that the
functional capabilities of the human operator, ineluded in some
way in the organized closed control system, permit purposeful
actions of the entiré system.

In the general case, the struectural diagram of an ergatic
organism has the form shown in Fig. 16. It should be kept in
mind that, in this case, éach particular control problem is solved,
on the basls of the prineciples of the ergatiec organism.

The point of departure in the development of this system was
the faet that perturbatiens affec¢ting the interplanetary ecraft
can be divided into two types by their natures: constant (vl) and

intermittent (v%). Constant perturbations are understood to be

the basic perturbations of the environment, not connected WItH a
specific type of particular problem in achievement of a specific
goal, and which appear at any moment of time. In our ease, this
is the gravitational and eentrifugal forces, as well as the
dissipative forces. Intermittent peérturbations ineclude particular
perturbations of the environment, determined by the specifie type
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Flg. 16. Structural diagram of ergatic organism.

of problem to be solved. The specific perturbations can ehange /€
with change in geal. They inelude the Coriolis forces, pertur-
bations eaused by changes in configuration of the interplanetary
eraft in assembly of the technilcal system around the libration
point, ete.

Matehing the two types of perturbation, two levels of control
are established 1n the ergatic organism, which are similar, in the
nature of their responses to actions of the outside envircnment,
to the responses of a living organism at the unconditioned and
conditioned reflex levels.

Actually, the external environment, acting on an ergatic
organism, is a dialeetic unity, which charactérizes the opposite
types of perturbing actions (eonstant or intermittent). Perturbs
ing actiens of these two opposite types mitually supplement and

L interpenetrate each other. This is why an ergatie crganism
‘ i existing in the extérnal environment detects this ambiguous, con-
trary tendency in it and, correspondingly, has two levels in its
b structure, which characterize the adaptability of the ergatic
{ ‘. erganism to the enviroenment.

& A third higher level of control by an ergatic organism, the
) o heuristie, is established by including man in the control circuit.
?' The goal of the ergatic organism is assigned at the heuristic
level, i.e., the specific type of tasks is determined and, also,
adjustment of the lower levels can be carried out, as experience
is aceumulated. We examine the functioning of an ergatic organism

% in the structural diagram of Fig. 16.
»5' An ergatic organism ineludes object 0, a multipurpose inter-

planeftary spaceeraft and its control system. The three level
eontrol system consist of an unconditilened reflex control block

T4
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(URC), a conditioned reflex control bloek (CRC), control panel

(CcP), information-computer system (1CS), and the human operator

(M). In turn, the CRC block contains a set of algorithms, acecord-

ing to the number of problems to be solved by the ergatic organism. 4@1
As needed, the simultaneous execution of several control tasks,

worked out by the corresponding CRC, ecan be summed up. A summator

£ is provided for this in the CRC block.

The structural diagram under consideration 1is characterized
by complexity of the tasks to be performed, multiple cormections,
a division of loecal criteria for the subsystems and global criteria
Por the entire system. The aim of the funetioning of each sub=
system 1s subordinated to the common goal of the ergatilc organism.

To establish an ergatie organism, there must be two separate
channels for passage of the two types of perturbing actions, whieh
take account of the erffect of the environment on the organism.
Information on the type v, perturbations of the environment enters

the URC block and the inférmati@n+60mputer system. In“ormation on
type V% perturbations of the environment enters the CRC block and

the information-computer system.

Thus, an ergatie organism is not considered in isolation from
the outside environment, but in a close interrelation with 1t.
The structure considered organically combines both the techniecal
system and the external environment, and the human operator (or
group of operators), participating in the funetioning of the entire
system and, more than that, determining the Fzhavior of the entire
system. The human operator, having available information on the
purpose of centreol and of the efficieney of operation of both the
entire system and its individual subsystems, has broad capabilities
of econtrelling the ergatic organism through the CRC. The human
operator, located at the third, highest level, determines the
basie¢ line of behavior of the ergatie organism. At the middle
level (CRC), the strategie iine assigned by man is implemented.
At the lower level (URC), the problem of stable functioning of
the system, on the sehedule assigned by the CRC bloek, is solved.
At this level, normal execubtion of the assigned schedule is
ensured, under conditions affecting the object of perturbation.
The humen operator, located at the higher level of the ergatic
organism, uses previously developed instructions and information
presented to him from the 165, in the form of a set of variables,
whieh nonlinearly affeet the status of the system, and he trans-
mits commands to the middle level (CRC). The initial data for
the work of the CRC are, besides the operator commands, informa=
tion on the status of the ergatie organlsm and on actions of the
environment vi. The CRC bleock proeesses the incoming information,
and works out“the URC operation algoerithm corresponding to the
command of the human operator. The URC bloek, in accordance with
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a eemmand from the CRC block, as well as with information on the
status of the ergatle organism and environmental actions v , forms
a control aetion on the object of control, causing a ehang% in the
status of the ergatie erganism. The operator acts on the CRC block
through the econtrol panel, and he observes the effect, by means of
the information-computer system.

The operator makes the next decision, which eénsures execution /68
of the assigned task, from the lneoming data.

The ergatic organism strueture under consideration has the
ability to adapt to environmental conditions., This is evident from
the faect that the aetion of the environment is elosed, either
through the CRC bloeck, or through the URC block. At the same time,
information reaches the operater through the ICS, oen changes in the
envirenmental coenditions. This permits the operator to exercilse
purposeful econtrol, prediecting and planning his getion en the
system.

The ergatie organism structural scheme in Fig. 16 permits
the human operator to display such of his abilities, as control
in unforeseen situations and heurilstic optimization, on the basis
of intuitien and on the basis of practical experience. The pre-
sence of a human operator in the zontrol system substantially
increases the reliability and effieciency of the entire ergatic
organism.

Aetually, the control system of an interplanetary vehicle
alse has to ensure solution of the eonventional type of control
problems. This 15 comrnected on the one hand, with the necessity
eof putting the interplanetary spacecraft inte the region of
exlstence of the ergatiec organism and, on the other hand, with
the possibillity of passive stabilizatien in the vieinity of the
libration peints (see Parts 1 and 2). With conslderation of this
¢cirecumstance, we modify the structure of the astronautie ergatic
organism [1], by introduetion of a parallel control channel, at
the levels of the conditioned reflex and unconditioned reflex
controls, whicech acecomplishes pulsed stabilization of the astro-
nautie system (AS) in the vieinity of the libration points (Fig. 17).

We examine the funetioning of the modified ergatic organism
structural diagram presented in Flg., 17. It is a three level
system. The fact that the human operator is at the higher level /69
of the structural organization of the ergatiec erganism is common
to both systems under consideratilon (Figs. 16 and 17). The
difference in the systems under consideration is at the lower and
middle levels. The middle level 1s established with a movement
control block (MCB) and stabilization bloeck (SB). The strategic
line of behavier of the ergatic organism, assigned by the human
operator through the control panel, 1s implemented by either the
MCBE or the SB, at the middle level. The MCB eontains a set of

|
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Fig. 17. Modified struetural diagram of ergatiec organism.

algorithms, which provide for solution of the following problems
faecing the ergatic organism:;

entry into the vieinity of the libration point;
search for the libration point;

stabilization at the libration point;
performance of technological operatlons;
performance of seientific and technieal work.

A given econtrol algorithm or set of them 1s selected by the
operator, by means of the task commutater (TC). The TC is con=
trolled by the human opérator from the control panel. The algo-
rithm or set of algerithms seleeted by the operator is fed from
the task commutator to the URC block. The control action 1s fed
from the URC block through the control ecommutator to the object
of control O, converting the object to the status assigned by the
operator. The movement control bleek 1s construeted by a two
level scheme. At the first level, the initial information for
CRC operation comes from the control panel, from the vy perturba-
tion distribution channel and from the devices whieh m€asure the
status of the system. On the basis of the information received,
the CRC block produces the algorithm neeessary for funetioning
of the seecond level. The seecond level of centrel is provided by
the URC bloeek. The URC bloek operating algerithm is produced
on the basis of information obtained from the higher level (CRC
bloek), as well as from the sensors, whieh measure the status of
the ergatiec organism, and from the environmental perturbation vy
meters, distributed by the corresponding channel, Further, the
signals from the URC enter the control commutator (CC), cut in by
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-y the operater. At the second level of the movement control bloeck,
4 the problem of stable operation of the entire system is solved.
This provides the ergatic organism with the functilonal freedom to
solve an entire set of problems connected with attainment of the
goals seleeted at the higher level by the human opsrator.

In the modified ergatic organism structural system, thé rcle
of the human operator is not limited to the solutien ef higher
control level problems alone. In particular, sueh a problem arises
in the stabilization of the ergatiec organism in the vieinlty of
the libration point. ’

It was shown in Part 2 that an astronautic system located at
a libration peint is "not crude" and needs a correcting control,
in order to remain in a certain vicinity of the libration point.

The studies conducted showed that, for stabilization of a AS /70
in an assigned vicinilty of a libration point, it is advisable to o
use pulsed correection. The essence of the operation of the
stabillization block 1s as follows. Within a certain vieinity of
a libration peint, the AS 1s exposed only to natural forces. When
the AS leaves the assigned vieinity, thé power plant is switched
on and Low thrust engines return the craft to this vielnity. The
radius of this vieilnity Ug is assigned by the operator at the con=

trol panel, and it is determined by the expressicn

w=VETRI BT,

where 52 and ny are the coordinates of the AS in the coordinate
system with the origin at the libration point and axes parallel

to the £ and n axes, respeetively (see Fig, 1); ég and ﬁg is the

rate of change of the AS coordinates £ and n.

As the AS goes beyond the assigned vieinilty Wy the stabili-

zatlon unit produces pulse control, which goes to the object
through the econtrol commutator and again returns the astronautic
system to the libration peoint. The control commutator receives
the assignment from the control panel. The change to the condi-
tion of stabilization of the AS in the vieinity of the libration
point i1s assigned by the human operatér from the c¢ontrol panel,
Subsequently, the stabillzation block performs the assigned task
without human participation. Graphs are presented in Part 2,
whieh show the effect of the parameters of the libration point
itself and the characteristic parameters of the stabilization
neighborheod on the correction frequency. The studies presented
show that stabilization of the AS in the vieinity of equidistant
points requires substantially less energy consumption than
stabilization of the AS in the vicinity of collinear libration
peinks.

78




411 the tasks performed by the astronautic system can be
divided into three classes, by the extent of use of the system
engines:

movement to great distanees;
maneuvering;
passive stabilization in the vieinity of a librafion point.

A1l of these tasks are determined in the reglon of existence
of the ergatic organlsm in earth-moon space. Movement of the
interplanetary vehicle in this reglon is desceribed by the system
of equatlons

{}=%m,
y = g, (D

(1
Uy, Uy, € I‘, I‘l C L iy = (— tmys + uml)" )

where (uxj, uyi) is the target control vector (see Part 1). During
mevement of the interplanstary flight vehicle near the boundary of

the region of exlstence of ergatic organism 9, due to the limited
nature of the control, the danger arises of the vehicle leaving

this region. In case the vehicle leaves the regilon of exisfence /71
of the ergatie organism, its equations of motion have the form

§ = — 2w + 0%y + G tm, -t

\5& = 20y + 0% 4 —%%— = Uty T Uy (2)
It follows from this sytem of equations that the basic principle
of existence of the ergatic organism, the principle of funetional
homeostasis will be violated, i.e., in this case, the interplane-
tary vehicle cannot be considered as an ergatic organism. With
the dynamic properties of the interplanetary vehlcle taken into
account, the réegion of existence of the ergatic organism synthe=
sized in Part 1 actually will be somewhat smaller. We will call
the region of existence of the ergatic organism, with the dynamic
properties of the interplanetary vehicle taken into account,
dynamic, in distinetion from the static region synthesized in Part
I, in which the rate of movement of the interplanetary vehicle VO
is the parameter.

_ Both regions "differ" by the magnitude of the "inertial path"
¢ (Fig. 18), determined by the formula

V2
Gz'zu,q =y (3)

m,




Fig. 18. Static and dynamie
regions of existence of

ergatic organism with VO:

1. statie region boundary;
2. dynamic region boundary.

o
e

aosf

0 T e
Fig. 19. "Inertial path" o

vs. Vg with u o = 5 (1),

20 (2), 20 (3), 40 mm/
secd (4),

e¢xlstence of the ergatic organism.

problem

1. Movement to Great Distances

where VO 1s the "statie" region

parameter and - 1s the maximun

mil
amount of target control.

The value of 6 vs. veloeity
VO with various amounts of zcoun-

trol u 1 are presented in Fig. 19.

In the graph, ¢ 1§ éxpressed in 72
relative units of veloeilty VO -

(km/see], and control uog Emm/Seczj.

It 1s seen from the graph presented
that, with VO = 0, the dynamie

and statilc regions of existence
of the ergatiec organism colneide
for all amounts of econtrol Upg e

With lnerease in rate ¢f moveme.. .
of the interplanetary vehicle,

the difference between the

statie and dynamiec regions of
existence of the ergatie organism,
whieh is characterized by the
quantity ¢, inereases. The
boundary ¢f the dynamiec region

of exilstence of the ergatie
organism is a surfacece, upon
reaching which the interplanstary
vehiele,; meoving in the direetion
of region €N, has to start braking.
In this case, it is guaranteed
that the interplanetary veéhicle
will remain in theée regioh of

We consider each class of

soelved by the ergatie organism.

In flights over great distaneces, the cembined use of large

thrust and continueus small thrust engines is advisable.

In this

case, the powerful engines are used teo establish target control
(uxl, uyl), and the low continuous thrust engines, to establish

compénsating control (uxo, uyﬁ), i.e., the amount of target control

in the selution of this class of problem is substantially greater

than the compensating.

In this cease, the dynamie and static

regions of existen¢e of the ergatic organism practically coinecide.
With a given fuel econsumption, the major factor which determines
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| the solution of the first class of problems is the flight time.
o The idea of flight along a direet trajectory (Fig. 20) in the
noninertial-coordinate system (£, n) was proposed in Part 1.

RO

: Fig. 20. "Straightening" of interplanetary vehicle (IV) flight path

: in reglon of sxistence of ergatic organism in (g, n) space: 1.
flight path of invariant movement of IV:; 2. ballistie flight path
of IV.

Suech flight paths are possible in the region of existenee of /T3
the ergatic organism. The work of the ergatic organism in the
solution of the class of preblem considered 1S organized in the
following manner. The URC bloek contrels the low econtinuous thrust
engines, which ecompensate the effect of natural forces on the
interplanetary vehiecle. The CRC block controls the high thrust
engines and implements the required strategy of movement of the

L interplanetary vehiecle, for example, the rules of the op* Lmuim
) speed or fuel consumption.

Each specifie task performed by the astronautic ergatie
organism is expressed, in the final analysis, in the form of a
fiight path of a specific shape.

fhus, the human operator assigns the CRC bloek the desired
{ form of the flight path and determines the nature of the eontrol
g rule, i.e., he assigns the optimization eriteria. Bowever, before
v giving the command to éxecute the asgigned task, the human opera-
; for has to be convineed of the possibility of accemplishing it.
¥ For this, by means of the information=-eomputer system, on the
basis of the experience leoaded and aceumulated in it, the human
operator predicts the motien of the interplanetary vehiecle, in
accordance with the assigned program. On the basis of the result-
ing prediction, the operator elther makes a final deeision to
execute the assigned task, or corrects i1ts formulation as neecessary.
The deeision making procedure has the nature of an active dialoeg
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between the human operator and the onboard computer system.

After making the deeision, the human operator glves the com-=
mand to the perferming levels.

2. Maneuvering

7 Such tasks as the followlng can be classified in the ¢lass
of tasks we call "maneuvering':

doeking and undoeking of interplanetary vehieles;
vehicle rendezvous;
group actiens of interplanetary vehieless;

technical cperations in the assembly and disassembly of
technieal systems;

support of the work of astronauts outside the vehicley
performance Of reseue operations.

The performance of all these tasks 1s characterized by
complicated vehicle flight paths;

comparatively low rates of movement;

a comparatively long time;

high aeeuraey of the operations performed.

Gonseciently, in the solution of the class of problems
considered, it is advisable to use the low continual thrust engines.
As was shown in Part 1, all these operations ean be performed at
any point of existence of the ergatic organism. In this case, as
a econsequénce of the low rates of movement of theé interplanetary
vehicle, the dynamie and static regions of existence of the ergatie
organism practically coineide. However, as is evident from Fig.
18, in the performance of work in the immediate vieinity of the
boundary of the region of existence of the ergatic organism, the
dynamic properties of the interplanetary vehicle must be taken
into consideration. In the solution of this elass of problem,
"intepmittent” perturbatlons of the environment are caused, as a
rule, by the group nature of the work. Therefore, the CRC bleck,
in performing a task of this elass, has to ensure invariant move=
ment of the interplanetary vehicle under the perturbations indicated.
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For the development of the algorithm of a given CRC, it is
advisable to use the method of nonlinear invariance and aufteonomy
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propesed in [7] as the mathematical apparatus. It should be noted
that maneuvering the interplanetary vehicle places the highest
requirements on the work of the human operator. This is connected
with the faet that, besides the work performed by the operator at
the heuristiec level, he has to c¢ontilnually correct the operatien
of the performing levels, to ensure the required accuracy of
performance of the operation. Aetually, it deoes not appear to be
praectically possible to produce precise CRC and URC algorithms,
for many reasons, among which the following can beée distinpuished:
the absence of an aceurate deseription of the movement of the
vehicle, the possibility eof only approximate solutlon of the
equatien of absolute invariance, the possibility of only approxi-
mate techniecal implementation of the algerithms developed.

3. S3tabilization in Vieinity of Libration Peint

We estimate the region of earth-moon interplanetary space,
in whieh it 1s possible to éensure stability of the system, based
on the available amount of contrel. We will eall this region
the region of pulsed stabilization.

It was shown in Part 1 that low thrust enginés ensure
stabilization of the AS position, at any point of existence of
the ergatic organism. Since the libration points belong to this
region, for stabilization of the AS in the vieinity of these
points, it i1s suffiecient to use low thrust englnes. Consequently,
in synthesizing the region of stabilization around the libration
points, the availlable amount of eontrol is determined by the
capabilities of thesé éngilnes.

An astrorautic system placed in the vieinity of a libration
poeint and left by itself, léaves this vieinity as & result of
natural fércees.

The natural motion of the AS in this case 15 deseribed by
the folIowing system of equations (see Part 2):
Xy = X,
‘ xz = f1 (o X5 X3, ‘x_a‘)- (4
X3 = X, '

{xa=1F (1, X, X3, Xxg),

where

ats
fr K %, %3, %) = 20%, 4+ ofx — oy

2 o
Fo by dpy X5 20) = = 208, 05 = =+
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Upon reaching the boundary of the pulsed stabilization region,
correcting control (p, -, px3) is eut in, as the result of which

the AS 1s returned to the initial status. The equatlions of motion
of the AS in this case have the form

Xy = Xy

*’.Cz = f {¥, X X X3) F P

‘ : (5)

X3 = X4

’.cd = f‘.‘. (*1, ¥, Xg: X4) F Pris
Pry Pe, << L

Funetion &(t, u) for controlled AS movement has the form

us'e“ n {t, u) > max [Axy - Axy 4 Axg - Axy + Afy (%), xo X3, Xy) Ax,

* Afs (%, X0, x5, %,) Axy o Ax, - Apy, - Ax, - Apy]. (6)
max zn} X &£ }Ema-x X,

Sinee = =1 it proves to be possible to
present the right side of expression (6) in the form

max [Axy - A%y 4 Afy (%1, %, X3, Xg) Ay 4 Axg - Aky
4 Afy (X1, Koy Xa, Xy) « Axy < Axy - Aps, + Ax.: < Apy] <
< max [Axy « Axy b Afy (g %, X3y Xa) ¢ ANy b Axg - Axy 4 (7)
4 Afy (Xy, X X Xg) + Axg] 4 max (Ax, - Apy,) 4 max (Axg - Apy).

Thus ,

uwa hl(lt’ uo } max {Axl * Ax‘l + Axa * éxd + Af]_ (x_[-’ xg. xg, x.,) Y
X A%y o Afy (%1 Xy X3, %g) - Axy) 4 max (Ax; - Apx) + (8)
-+ max (Ax, - Apx,).

The first term of expression (8) is function £(%t, u) of the
natural metions £_  (t, u) (see Part 2). Consequently,

u . @ u) > v, w) + max (Ax, - Ap,) + (9)
: + max (Axy - Ap,).
With pulsed stabilization
A’p;. = A‘px, = N, = @@ms‘t' (J.O)

where u_ 1s given in dimensionless form, 1 cm/sec2 ~ 3.55 &{(t, w)
units.
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On the assumption that

™~

/16

p Ax, = Ax, = AV, (11)
; expression (9) takes the form

Lo (b, ) > Lty 1) + 2, (12)

To ensure a leng stay of the AS in the stabilization regilon,
one nust ensure satisfaétion of the inequality

Zem t, w) << 0. (13)

By converting from inequality (13) to the equality

Lo o 1) + iy = 0, (14)
we obtain an expression for
stabillzation region,
availlable.

plotting the boundaries of the pulsed
as a function of the amount of control
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Fig. 21l. Plotting radius uy ofpuised stabllization region, 2u
22.6 mm/Secg.

The procedure for plotting the boundaries of the stabilization
reglon 1s presented in Fig. 21. The stabilization region is a
sphere of radius up in space (xl, Xo, X3, XH)'
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The dynamie regions of existence of the ergatic organism and
pulse stabilization in the £, n plane, with parameter V, = 0.0l km/

sec, are presented in Fig. 22.

It 1s seen from Fig. 22 that the

region of existence of fthe ergatic organism "absorbs" the pulsed

stabilization region.

Pulsed Q[
stabili- L5 1
zation

Kegmn/“‘ <3
= __"_A "K\ j‘ _ L
a'f; &

Fig. 22. "Absorpticn" of dynamie
pulsed stabillzatlion reglen by
dynamic region of existence of

ergatiec organism, Yo~ Yy =

11.3 mm/sec, V = 0.09 km/sec.

It ean be shown that,
with any parameter VD’ the

region of exilstence of the
ergatie organlsm always

"absorbs" the stabilization
region. Actually, the

maximum permissible deviations

of the AS from the libration
point, determined by the )
technilcal requirements on it, /77
are substantially less than T
the radius of the stabiliza-
tion region. Therefore, the
use of the linear equations
of motion of the AS in the
vieinity of the libration
boints to estimate the
correcting control cyele T
is wvalid.

The three classes examined are solved by the astrenautic
ergatic organism, a structural diagram of which is presented in

Fig. 23.

block CRC, stabilization block SB,

This struetural diagram includes objeet ©, bloek URC,
ceontrol commutator CC, task

cla831f1er TC, strategy 1mp1ementat10n block SIB, information;
computer system ICS and the human operator. The CRC bloeck consists
of bloeks, which implement the performance of the first and second
classes of tasks, CRC=1 and CRC-2 and a summator,

v) i

!

Fig. 23.
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The strategy of behavior of the ergatie organism is determined
at the heuristie level. This level includes the human operator and
the Ilnformatilion-computer system. To transmit information from the
higher te the middle level, the classifier and strategy implementa-
tion bloek are used. The classifier is intended for starting up
one of the task elass algorithms, i.e., the corresponding CRC block.
This CRC bleek ensures invariance of the interplanetary vehiecle
against "intermittent" perturbations. The S$SIB accomplishes target
contrel, in accordance with the strategy developed in the selected iiﬁ
class of tasks. In solution of the third class of problems, sta-
bilization bloek SB is used. (ontrol is transmitted from this
bloek to the objeet through commutator CC. In this case, blocks
URC and CRC deo not operate. ~The commutator is switched over by
the classifier. It should be noted that the stabilization block
can provide pulsed stability, not only in the vicinity of 1ibration
points, but in the vicinity of any point belonging to the region
of existence of the ergatic organism.

Implementation of the proposed astronautie ergatic organism
structure will permit more effective solution of complicated ana
impertant preblems, in the conquest of the earth-moon interplane=
tary space.
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Synthesis of Ergatiec Nonstationary Control Systems

V. V. Pavlev and 0. 8. Yakovlev
Cyberneties Institute, Academy of Seiences UkrSSR

An analytieal method of synthesis of algorithmic
control struectures of nonlinear, nonstationary objects
is proposed in the article. The method developed solves
the problem of the first stage of structural synthesis
of ergatic systems, intended for stabilization of pro=
grammed motien. The resulting indices characterize the
capabillities of the human operator in the controel system,
and they cecan be used at the stage of parametric synthesis
of the ergatic system.

The theory of the synthesis of ergatic systems is in the
initial stage of development. Difficulties in its development
are connected with the fact that fthe dynamic characteristies of
the human operator in the control system change, both with the
flow of time, and with change in the dynamic characteristics of
the ebjeet of control. Regularities of change in the human
operator characteristies have been studied insufficiently at
present. This leads té the necessity, 1n the synthesis of ergatic
systems, of rationally comblning analytiecal and theoretical-experi-
mental methods.

The first stage of structural synthesis of an ergatic system
is earried out by analytical methods [1l-4]. As a result, a set /79
of physically implementable eontrol rules should be obtalned, whieh™
is determined by a set of gertain parameters. Selection of the
specifie values o2f these parameters is made in the parametric
synthesis stage, by the theoretical-expérimental methed [1=4],
from the conditions of optimization of the gquality criteria of
operation of the system.

- We consider an ergatic system, whieh 18 described by differen-
tial egquations of the type

dx
at

= F{{, x, v) -+ B{{, x, v}u, (1)

where x = {xl, xg...xn} is the status vector; v = {vl, v2,...,vm}
is the action veét@r,'which is controlled by automatic de%ices;

m § n; u is a scalar signal from the control, which is triggered

by the human operator; t is the time.
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Functions F (t, %X, V) = iry, fg""sfn} and B (t, X, V) =

{bl, bz,...,bn} are sueh, that system of'equatiene (1) has a

single continuous solution with any plecewise smooth functions
v = v (£, x) and uw = u (t, x) in the reglon [ € RD, with all t 2

oo lxj| < H (H = const or =) and, MOreover,
f‘({t' 0" 0)50' i‘“_""i: 21 cany n.
The limitations

oyl < My el < K, M,, K - const. (2)
are imposed on the magnitudes of contreol actions u and V.

The human operator 18 faced with the task of stabilizing the
equilibrium position x = 0 of system (1), with snitial perturbations

X = {xlo, XEO""’XnO}’ which belong to the region of attraction

pe=T and, in this case, of minimizing the functional
I =®(x u v ) (3)

which is the sealar quality eriterion of the operation of the
system.

We will proeceed from the fact that, fer & developed ergatic
system, three basic physieal principles have to be satisfied:
the prineciple of funetional homeostasis, the principle of the
least interaction and the prineiple of functional compatibility

[1-4].

The conecept of funetional homeeostasis designates the property
of a system to ensure, in the solution of any of its individual

or general problems, the availability of & certain set of 1ES
stable functional properties; within certain limits.

The principle of least interaction meansg that, whatever the
ergatie organism and whatever problems 1t solves, the man in it
attempts to organize its_behavior in such a manner, as to ensure
the maximum efficiency of the entire organism, with minimun
actions of 1it.

The prin@iple of funectional gompatibility requires that the
funetional capabilities of the human operator, ineluded in scomée
way in an established closed control system, permits purposeful
actions of the entire system. The term tPynctional behavier" in
the formulation of the prineiple of functional homeostasis means
a previously determined type of behavior of the entire system,
which ean be predetermined, for example, by the topelogy of the
space of states.

™
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In stabilization problems, based on the principle of func- -
tional homeostasis, we require that the path of movement of the —
system in the space of states interseet an ellipsoid of the type

E‘ dixpy = C, dy, €— const, (&)

{j=

from the outside in, asymptotleally approaching polnt x = 0. We
will call systems which satisfy this reguirement monotonically
stable. In particular, stable, linear, stationary systems, the
properties of whieh are the best studied, are classified as
monotonically stable.

To determine the structure of the control system, which gives
sysiem (1) the property of monetonie stabllity, we use a mathe=
matical approach, based on the use of the second method of
Lyapunov [5, 61].

System of eguations (1) can be written in the form [T7]

f‘;;‘— = Ax % Bu, )

where A i§ the (n x n) matrix ][aij (t, x, v)||;, B =3B (t, x, v). :

In accordance with the requirement of monotonic stability,
we select the Lyapunov function in absolutely positive guadratic
form, with constants

V = xi"Dx,
where D = lldijllz' The principal diagonal minor matrices D, in
accordance with the Silvester eriterion, should satisfy the
inequality

B;>0, D,>0, ..., D, > 0. (6)

We will look for control principle u, whiech ensures that the
product dV/dt is negative in the forn

=

> & i, X, v) X (7)

o=

Eb

Then, dv/dt = x'Lx, where L = llzij (t, X, Vv, ck)llﬁ is a2 (n x n)
matrix, the elements of which are determined by the expressions

n n
by = 2’; det (ar, 4 bicy) + .‘:;1 dojlar 4 0oy 6 j=142 ..., m (&)
= =

91



s

The condition of absolute negativity of derivative dV/dt 1s /81
written in the form of a Silvester 1nequality:

Lr (__1)’>ap (9)
where Lr are the prineipal diagonal minor matrices L, and @y is as
small a positive number as desired.

We write the elements of matrix L in more e¢ompact form, by
using the designation

Ly = muj = nEp ¥ i (10)
n
. & =¥ d.b,.
where my = 'Ell (dﬁa',rj sk d‘rjan')s n, = = rilly
=

To simplify subsequent calculations we transform matrix L
in the feollowing manner. We multiply all the lines of matrix L,
beginning with the second, by n,, and we subtract the first line
from each of them, multiplying %orrespondimgly by Ny, Ng,ess .
We perform the same operation on the columns of the restlting n
matrix, as with the lines of matrix L.

As a result, we arrive at matrix G = [|gij||§, the elements

of which are determined by the expressions

.-
8ij = MG — Mgty — Matylly - Munny withé, j > 2
: > 2,

-.". y - 1 — i 2 . 4 ~
& = Marfly — Myng — 1y 4 16, withi > 2,

= (11)
g = by,

Principal diagonal minor matrices I and G are connected by

the relatienships

Go=m"ML,r=1,2 ..., 0 (12)

We assume that funetion njy (x, v, t) does not revert to zero
in some vieinity of point x = 0, with all t 2 tO. Then, in place
of inequality (9), the following inequality can be considered

G (— 1) >ayr=1,2 ..., 1 (13)
where Uy = o, (al) is as small a positive number as desired.

Inequality (13) can be solved sequentially for function e

(t, v, X), since minor G, depends only on €y minor G2 depends'on

1

g2



€q and ¢, and, with any r, minor Gr depends on Cqs CgyeresCpn

The first of inequalities (13) is linear with respect to Cq-
From it, we immediately find

by 4 71
om = LIS g (1)
where Kl = kl (t, x) is a piecewlse smooth funetion, which satis-
fies the condition
R
Ry sign ‘;}1 dran > ay, ' (15)

a3 ¢ (a2) is as small a positive number as desired.
Each of expressions G_, beginning with r = 2, ecan be written /82
in the form of a quadratic polynomial relative to function Coh

For convenience in writing, we will use the following designations:

G

bife oL ]
Ifa -, is minor matrix G, obtained by striking out lines

with numbers i i

13 2,...,ilc and columns with numbers jl’ jz,...,jks

Lfa oo iy .
G(ﬁh.“ i) is minor matrix G, located at the inftersection of
linés with numbers il’ iz""’ik and columns with numbers
Jl, 323"'3-}1(‘

With these designations taken into aceount, inequality (13)
takes the ferm
1r 1
- m G ll r} (= 1)¢f = 2;146‘]! c, + G (— 1) >
o, r=2,3 ...,0 (16)
G =Gl g -

By solving inequality (16), we obtain

¢ = Gt{—lw‘] [ N Vel ] “:]GJ (an
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where kr = kr (t, x) are piecewise smooth functions whieh satisfy
the conditiens

lkp|<l;a‘41 r=2, 3,...,“, (18)

@y = ooy (az) is as small a positive number as desired.

We transform the radicand in fermula (17), taking acecount of
the determinant identity [7]

GG[}?}EA{}}{[z]qf{l], -
h I G H G fa G ja . G _ fg b <<ty 15

Sinee matrix G is symmetrical, we finally obtain

r—| i

r=2 3, ...,n

In order for funectiem ¢, to be real, the radicands in
formulas (19) should be positive:

Gr{ljlﬁr-l>a5| r'_=_2', 3'.._.'1_' (gO)

o g (ug, aq) is as small a positive number as desired.

Inequality (13) is solved in sequence for funetlons € (%, ;f
v, x). Therefore, by determining each of functiens ¢, we assume /83

that funetilons Cis CpseessC have already been selected from

: r=1
conditien of satisfaetion of the inequality

Golm1f >y E=1 9 .., r=1. (21)

With inequalilty (21) taken inte account, the eendition of reality
of funetion e, (20) takes the form

G.,'[ 1}.(,_; D= > e, r=2 3 ...,n, (22)
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ng = o (q5, a,) 1s as small a positive number as desired.

% The left sides of inequalities (22) 4o not depend on functions

¢., and thelr values are determined only by selectlon of coef-
fieclents dij and funetions Vys VgseresVpe

With satisfaction of inequality (22), formulas (17) determine
open intervals (e!, e;) of the permissible values of functions ¢

F
at each point (t, x). Here, ¢| corresponds to a "plus" sign in
formulas (17), and e¢], te a "minus" sign. The value of each of
intervals (cl, cl) is determined, in accordance with formulas
(17):

ley =} = — (=1

Wl (23)

Miners G,_,, ineluded in the radicands of formulas (23),
depend on the cholee of functions k‘l (t, x); kg (t, X)-".‘,kr"éj_

(¢, x}). With a given func¢tion ky (t, x), minors G

maximum values, if the following condition is satisfied [6]

~ have

B =kt 0= - =k, x)=0.

17 .
Gy = l'n-Gr—:[ I ]' r=2 3, ..., n

By substituting expression (24) in formula (23), we obtain

) . L'Gr 27
Cr = Gr ’.‘max = -Tl,_ | 11— L I ( ° )

1 - i i V'i—-—,—
] . = l'" b, ¥
i ; Gf—_-l[ :j uf p'r

@, ]
where u =, (¥ o, x) = —-__l..l.,..:_. -

Thus, thé maximufi range of permissible values of éach of
coefficlents ¢ at any point (&, x) is directly proportional to
the guantity /;E;. It follows from the limitations on the
magnitude of control actions (2), that the values of function 211

95




in the region of attraection of system (1) are limited. Therefore,
by decreaslng coefficient Hoos the requirement for accuraey of

contrel increases, in connection with which, the stress of the
work of the human operator in the contrel eilrcuit inecreases.
At seme values Er = Br’ the principle of functional compati-

bility is violated, and the human operater is unable to stabilize
system (1). Therefore, in the selection of vector v (£, x), the
following inequality should be taken into acecount

B @, v ) <P <9, r=2 38 ..., n (26)

Satisfactlon of inegualltiles (26) simultaneously guarantees
satisfactien of inegqualities (22). Constants Br are determined
experimentally. We ¢all the guantity g = min g, the index of

=2,y 11
monotenie stability.

We introducé the generalized index

1
It = Halty --- F’n=Gn[l]'
Let
W = min |p @, v, 0)}, W =max|p{ v OL
>4, >4,

[l
.

We call the quantity AM==L Y I the degree of transieney of
system (1). The stress of the work of the human operator in the
controel eireuit will be the more, the larger the value of Au.

The limiting value of AE, at which the prineiple of funetional
compatibility is violated, ¢an also be determined experimentally.

For implementation of the principle of least interaction,
guantity Aw has to taken into aceount in the compilation of
funetional (3).

Inequalities (26) determine the conditlons imposed on the
seleetion of vector v (t, x). By selving these inequalitles, we
obtain a class of permissible control principles v (t, x), which
provide the pessibility of monoténie stabilization of system (1),

by means of scalar eentrol u (t, x).

The selection of a specific control prineiple from this class,
as well as seleetion of the values of coefficients dij’ is earried

out in the stage of parametriec synthesis of the control system,
by means of the theoretical-experimental method [1].
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Implementation of eontrol prineciple v (t, x), obtained as a
result of the procedure described, by automatic devices permits
the human operator te accomplish optimum stabilization of system
(1), with initial perturbations x, of a eertain vieinity of point

x = @, To determine the region of attraction P of system (1),

region P, & ' must be found, in whileh the limitations on the /85
magnitude of control aections u and v are fulfilled with all t = to,
and region P2€:I5 in whieh inequalities (6) are satisfied. We
designate PB = P1(1 Pg. The inner reglon P of an ellipsold of

type (3), inseribed in region P3, will be the region of attraction

of system (1). If the requirement for the size of region of
attraction P is introduced into the formulatien of the problem,
1t must be taken invo account, in compilation of the quality
eriterion of the operation of the system.

Thus, a method of analyticecal determination of a class of algo-
rithmie eontrol struetures is proposed in the work [3]. The
characteristies of the human operator are taken into aceount in
the synthesis, by means of constant Br and the maximum permissible

degree of transiency of the system Au, whiech are determined
experimentally.

s
K
5

¢

The struetural synthesis method, together with the theoretical=
experimental méthoed [3, 4], can be used in the development of
Speeific ergatic systems, which solve the stabilization problem.
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Struetural
Feasibility of Inereasing the Tracking Accuracy
of an Ergatic System

4. M. Meleshev

A tracking system with a human operator is analyzed
in the article. The dependence of the error signal
Spectrum oen the work criteria of the human operator is
demonstrated, The tracking structure is propesed, which
increases the aceuraey of tracking a visual, moving target.

Let the preblem be set up, of obtaining information on the
angular position (relative to a glven reporting line) of a visually
apparent target, and a typieal tracking system structure with a
human eperator be synthesized for this (Fig. 1), where y (t) is
the angular position of the target relative to a glven reporting
line, x (t) is the tracking system output, information on the /86
angular positien of the target, e (t) is the tracking error, H-0
is the human operator, and CD is the device controlled by the
human operator.

X Here, the operator (human
operator) is the component which
perceives the error signal. The
operator attempts to eliminate
error e; however, by virtue of
the speecific characteristics of
the operator, error = does not
equal zero identically, but it
has the nature of a random func-
Fig. 1. tion [1]. The typieal form of
error ¢ 1s represented in Fig. 1.

IT it is assumed that the operator is trained and that the
form of the input signal and the parameters of the technical part
of the system are constant, the form of error ¢ depends on
criterien I, by which the operator works, under some conditions.

The followimg eriteria are used most frequently for tracking
problems:

a. Ia

.o I, = |e ()] <r» with B, 2 T3, A = const, t, is the
tracking time and Tg 1s the assigned tracking time.

min |e (t)| with b 2 Ta;

I
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. In case b, the value of A limits the tracking error, and it
¥ wsually is called the assigned tracking accurscy. In this case,

it must be taken into account that e (t) is the tracking error
evident to the operator on the indicator and, in a particular case,
it ean differ from the true error.

e L M

In accordance with eriterion I = min |e (t)|, the operator

attempts to so act on the control, that the instantaneous value
of the modulus of error is as small as possible. In work accord=
ing teo eriterion Ib = |e (t)] < A, the operator attempts not t©o

permit the instantaneous value of the modulus of error to go
beyond the permissible limits determined by the value of A.

Experiments show that the less required by modulus of error é@l
¢ (t), the less time in which the operator can accomplish such o
tracking [2]. Sinece x = y = ¢, of course, a decrease in the
modulus of erreor increases tracking accuracy. Thus, an increase
in tracking accuracy decreases time € , during whieh traeking is
performed. ¢

We consider the possibilities of inereasing tracking accuracy,
without deereasing time-tc. The use of passive filters ilnvolves

the delay of the output signal (beyond the filter), but this is
not always permissible.

As the experiments show, the problem of inereasing accuracy
¢an be sueeessfully solved by the use of an active filter. A
supplementary tracking eircuit with a suppleméntary operator can
be used as the active filter. Certain prerequisites, which flow
from the experimental materials on visual tracking, faeilitate
this. Thus, it has been determined that, with specific assigned
tracking aeceuracies A, less than or equal to a critical value
A s ACP’ the error frequeney spectra e (t) during work by the

operator by eriteria Ia and Ib practically coineide. When X} < Aer’

lower freguencles begin to predominate in frequency spectrum € ().
The lower limit of the spectrum enters the zone of the through-
put capability of the operator.

_ Typical error curves e (t) for the tracking scheme presented
in Fig. 1 are presented in Fig. 2. In Fig. 2a, the operator
works by eriterien I, = min |e (£)]; in Pig. 2b, the operator

operates by criterion I, = e (£) < A, with 2 < Aops in Fig. 2c,
the operator works by criterion I, = e ()] < A, with & » A__..

As we Sée, thée form of the error is significantly changed,
when the operator works with A » Acr' This cireumstance permits
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a supplementary detracking circuit
te be established, which only
tracks the visually evident error
¢ (t), formed in the primary
tracking circuilt of Fig. 3. With-
out deereasing the trackilng
accuracy of the primary operator,

&) ~ - sueh a struecture permits the
S VAT YA modulus of error in output signal
W W W ¥ x to be reduced. Aetually,
- e according to the struectural
e e diagram of Fig. 3, where X, (t)

is the output signal of the
primary eircuit with operator,
X (t) is the output signal of

the supplementary eireuit with
operator, €, (t) is the visually
evident error of the primary
operator, e, (¢) is the visually

evident error of the supplementary
and x (£) is the output signal,
information about y (t).

Let the supplementary operator track e, (t) and, in this case,

1
let there be error e, (£) (usually, leél < ]sl|):

T a@)=y@) +e O
% () = eil) + e O e ()] < &2 )1

~
o
o

And, since
x () = %) - % ),
as a result, we obtain
x{t) =y {t}) = &)

Consequently, the structural system of Fig. 3 permits the
accuraey of information about y (&) to be increased, since |52|(t)
< lEl (£)].

&4

Typical error curves are
presented in Fig. 4, which were
obtained by visual tracking of
a moving target. Error e, (t) in

the work of the operator with
A > A is shown in Fig. Ha.




¥

e

In Fig. 4n, beginning at time tl, the supplementary cireuit
begins operation (see Fig. 3), and error e (t) in output signal

x (t) decreases substantially (in modulus) and, on the whole, the
aecuracy of the tracking system inereases.




T
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Functional Synthesis of a Computer for an Ergatic
Control System

V. Ye. Obukhov, and V. V. Pavlov o
Cybernetiles Institute, Academy of Sciences UkrSSR

The location of the eperator during his interaetions
with the onboard computer of an ergatic control system 1is
considered. A method of funetilonal synthesis of the basic
and self-contained computers is proposed. The proposed
method is demonstrated, with the example of the synthesis
of Moore automatons. The synthesis 1s taken up to the
struectural scheme of synthesis of the base and self-
econtained ecomputers.

The problems which can be solved by computer are divided into
two classes: information-—computation and information-control. The
majority of the problems in these classes have an independent
functional content. Therefore, modern ergatie systems contain a
base computer (B), coupled with a series of self-contained com=
puters‘tni; AE,.;.;AH), which solve independent problems.

The presence of an operator is assumed to be indispensable
in a system of these computérs. There 1s a number of problems,
the necessilty for solution of whieh is determined by the operator.
The location of the opérator between the base and self-contéained
computers (HL) is shown previsionally in Fig. 1. In this case,
the connection of the self-contained computers to the base computer
is determined by the operator. The caleulation results avtomati-
eally act on the controls. The base computer 15 used mere
efficiently for the solution of other problems.

For determination of tasks, a control decision has to be
made by the operator. The location of the operator between the
base computer and i1ts output information (B-E) is shown provision-
ally in Fig. 1. The self-contained computers are permanently
connected to the base, and the caleulatlons are implemented,
aceording to a priority system. In this ease, thé base computer
is constantly loaded.

A number of tasks reguire
operator participation in con-
nection of the appropriate com=
puter and making a_control
deeision (HI and HII). In the
initial stage of block synthesis
of the computer part of the

e e s,



system, when the structure of the base and peripheral computers
is Getermined, the posiftion of the operator in the system need
not be taken info aceount. In this case, the structure of the
computer part of the system does not change.

The statement of the problem of synthesis of a computer 1is
reduced to the following. There 1s a mathematical deseription of
a number of functional problems, Fl, ng"'nFns to be solved by

a computer in the system. Eaech of the problems 1s described by
the function

where X (xl, xg,...,xn) are the input words of the computer, Y
(yl, yz,...,ym) are the output words of the computer.

It i1s required that system S be synthesized (Fig. 2). It

conslsts of base B and self-contained computers Al’ Ag:"'sAns

which implement funetions F., FE""’Fn’ distributed among the

computers. The proposed method of synthesis is based on the
development of the methods of the nonlinear theory of invariance

[1], as applied to digital systems.

The functions implemented
in digital computer systems are
described in the foerm

F 4 )= F|Q iy X (], (2)

where X (t) are the input words
of the system, Q (&) is the
4 am

$ln L y-

stotus of the system at mement
Fig. 2. of time %.

The synthesis begins with analysis of all functions assigned
by deseription (2}, fer the purpose of finding out the common
computing portions of these problems

™~
O
(ax}

|

(3)
F*t 4 1) = @ I@* (1) X* @)
in which X*HeXw *HHsQw

The method of distingulshing common portilon (3) of the assigned
functions is a separate problem. One possible method is to com=
pare the deseriptlons of various base systems with the assigned
functions and to identify these descriptlons.
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After this, a system of equations 1s compiled, the content
of which is, on the one hand, a description of the base computer
functions and, on the other, a description of the assigned functlon:

@ 1Q* ¢0), Z (O] = F Q1 X, (4)
where 7 (t) + X¥ (%).

The number of equaticns in system of equatilons (4) 1is
determined by the number of assigned functions.

By solving the given sysfem of equations for Z (t), we obtain
a solution in the form

Z=f10u, Xl (5)

We consider the application of this method, with the axample
of the synthesis of finite Moore automatons. A flip-flop with
three inputs is widely used in digital technology as 2 Meere auto-
maton: XU, zero; X1, one; XS, enumerable.

We give a functional deseription of the flip-flop during
action on the enumerable inputb:

Ce+N=XOQOVXOTW, (6)

and during action on the zero and one, respectively:
@+ =XOQw, (7)
QU+ 1)=X{©HQ©. (8)

Let the following functions be assigned, to be implemented
in the computer:

Q4+ =0 VX, (9)
&+ 1) =58 V3 VXeT, (10)
Q1) = GJQS v }J@IQJ v Q:Qzaé V xﬂQﬂGﬂ' (11)

A description of these functions usually is ocbtained from tables
of flip-flop transitions. These tables are not presented here.
in analyzing funetions (9)-(11), it should be noted that they all
econtain the function

F=n@VhQ, (12)
where h is the switching function of arguments Qq, Qp,...,Qp, X3,

xz,...,xm.
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Punction (12) is similar in content to function (6), which
deseribes the flip-flop with enumerable input. Although functions
(9)-(11l) also contaln functions of types (7) and (8), it is
advisable te use a flip=flop with enumerable input as the base
computer, sinee, in thils case, the structural scheme will be /91
simpler, than with the use of a flip-flop with separate inputs.

In accordance with (4), we formulate the first funetional
equation by equating functions (6) and (9):

2,0, V 2@ - 50V 1@, (13)

Ql'%'Q, since the equation is solved for the first function. One

method of solving this Boolean equation i1s deseribed in work [2].
Initially, term=by=term decomposition of the equation is carried
out. In this case, decomposition of the left side is carried
out to one disjunective term, and the terms of the right side of
the eguation are distributed in such a way that all terms con-
taining Ql belong to term @1Q1. Then, (13) i1s decompesed into

the following system of equétiens:

E,;Q; = xI-Q'l’ ( lq )

21@1 = Tﬁi@l
The solution is found trivially

We obtaln the seceond functional equation by equating functions
(6) and (1Q):

2@ V 2Q = %0 V 0@, V %QQ.. (16)

By carrying out decompesition of the terms, we obbain:
40 = 5% V Qs (17)
29Q, = %0 Q- (18)

_ In distinetion frem [2], the selutien of this system 1s
found, by means of a Veyc¢h diagram for three arguments, which 1s
filled up in the followlng manner (for equatioen (17)):

———— ;E.,, e ;Q;l
[ 0—0 | o0 [ 1—1
a a T s
————— = for 4,
00 | 0=0 | 0—1
2= = -
Q@ Q.




* a T 7 .
e —— Jfor gz.
%2 a T 0 a’
& @ @
The first number in the numerator of each eell 1s the dis- /92

Junctive terms of the right side of eguatien (17), equal to one,
in sets x2Q2 and Qng. The second term in the numerator 1s the

value of the fterm Qa, which is the eofactor of zé of the left side
of equation (17). '

The value of z) in the corresponding set is given in the

2
denominator of each eell of the Veyeh diagram. This value is
formed with the following relationships in the numerator:

0—1~=0 =1
j=1=1 . . -0 o
Tor 2, for £,
0=0 = a for 2 _ ,
] —0 = (=) - (—)

i.e., 2 = 0 with relation z - 1 = 0,
z = 1 with reiation z - 1 = 1,
z = a with relation =z 0 =0,
z = (=2 with relation 2 0 = 1 (there is no soelution) (in the

penultimate case, z can have any value).

From the Veyeh diagram, for z}

7 =20, V Qﬁg- (19)

In accordance with the rulé deseribed and with consideratilon
of the faet that z§ In equation (18), with inversion of (zi), we

£111 the Veych diagram feor equation (18):
2 = %@, V QQa (20)

, We have

We obtain the final solution for Z, by combining solutlons
(19) and (20), carrying out splicing of“the terms:

= aVa= xz'az V Q@ V Q; VA = %V Q, (21)
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or by superimpeosing the diagrams for z
1

e Y Z...g_xZVQl,

0

1 - ",
5 and 254

o | -

x| 1L} 1
Xy | ]

@ @ G

We obtain the third functional equation by equating functilons
(6) and (11);
Q0 V 2@ = Qe V %@10s V Q@0 V Q0 (22)
By decomposing the terms, we obtain
Qs = -"3{&'53 % Q;Q:Q-s; (23)
Q0 = Q.05 V 1@, (24)

For selutlen of this system of eguations, we also use a 93
Veyeh diagram for four arguments:

- —Q]_'f s —al_
0=1 0=0 0= 2]

[ Ta a | 0 |

e o : f@r 23,

A e e e
Qa Q:'a __Q's

for Za
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O @
0 —10 I —1 [ —1 t— 0
i 0 T T a _
Xy — Qu
O—0 | =1 | 0—1| 0—4
t 1 ] It .
{, for 2.
O—=0 | 6—1 | I=—1 [ 0—0
- [ ] i a
vy e M
- i =1 I O—t6 | _
: f U : Q,
(y (U Wy

From the general Veyeh diagram, we have

2y = Xy V G0 = Qo (g V Q) (25)
Based on deseription (6) for the base computer and the /94 .
solutions of (15), (21) and (25) for the self-contained computers, -
we obtaln a struetural diagram (Fig. 3), which implements the {

assigned functions (9)-(11).

The following designations
are introedueed in the diagp@m:
base computer @; inversion L,
combinatien LO and multiplica-
tion L¥* logie bloecks.

For calculation of B, memory
M is intreoduced, for storage of
the caleulated functions Qq (t + 1),
Qs (t + 1), QB (t + 1). =Commu -~

tator K is used for switching
A, and AB to base B.

self=contailned computers Al, 5
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Human Aspects of Extravehiecular Observation

A, G, Nikolayev

The pattern of visual operational performance of
cosmenauts in flight is considered, and the dynamic
characteristics of cosmonaut aetivity during conduct
of visual observatlons abeoard a manned spacecraft are
presented.

- Visual observations by cosmonauts aboard manned spacecraft
(MSC) and orbital stations (MOS) are one of the means of study of
the surrounding space, the atmosphere of the earth, and its lands,
oceans and seas. While visual observations by cosmonauts are
understood to be relatively long, purposeful and systematic per-
ception of objeets and phenomena of the surrounding reality by
means of their visual apparatus, the sucecess of this operation
depends on both the clarity and Specificity of the assigned task,
and on the nermal functioning of all the basle systems of the
body and of its visual and motor communiecations channels. More=
ever, aboard a MSC, a cosmonaut operator has the ecapability of
interaeting with special observation equipment and accurately
recording the results obtained (flight log, motlon pleture,
photograph, magnetic tapes. Consequently, by inelusion of man
in the eireult of a semiautomated system of onboard visual equip-
ment, the reliability of the data obtained by observation depends
dlrectly on the status of these functions and on their noise sta-=
bility, while working under the unfavorable conditions of space
fiight.

™~
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As an i1llustration of what has been said, we present an
abstract algorithmic operation scheme of V1sua1 observation, the
prineiple of which was introduced into practiece by A. A. Lyapunov
and G.A. Shestopal [1] and used for operator aetivity by G.M.
Zarakevskiy [2].

Let a given operation begin with the command £to give the
characteristics of a certain meteorclogilcal and optical phenomenon
in the atmosphere of the earth. The program of aetivity of a
cosmonaut in the performance of the assignment can be written in
the felleowing form, in this case. The operator actions are written
with capital letters and the leglc conditions in small ones. If
the logic condition holds true, he begins to perform the following
acts in sequence; 1f 1t is impracticable, the aetion is performed,
to which the arrow with the number goées. Thus, the plan of this
operation 1s written in the following manner:
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After receiving the command to perform the operation (Zh),
the cosmonaut determines the observation point and selects the
objeet to be observed (S). If the objeect is selected correctly
(n), he adjusts the recording equipment (camera, eursor=sextant,
speetrograph, ete.) on this objeet (8); if he conslders that the
object has not been selected or that fthe object sought is not in
the assigned reglor ,he awalts a new command (arrow 1). In
adjusting the equipment, there can be two outeomés. The equipment
is adjusted correectly (v) and the cosmonaut records the objeet
(K), by means of photography, spectrography, ete. If the cosmo-
naut c¢onsiders the apparatus adjusted ineorrectly, the action
begins anew with selection (s), to which operative arrow 2 goes.
After recording the objeet or phenomenon (K), the cosmenaut has
to solve the problem of the sufficiency of one measurement or
recording, for relilability of the entire operatioen. Depending on
this, a report or record goes into the flight log (D), or the
operation is performed agailn, beginning with adjusting the equip=
ment (8), te which arrow 3 goes.

By analyzing this cosmonaut aetivity algorithm scheme, three
acts can be noted, which are directly conneeted with the normal
funetioning of the visual and motoer communications channels of the
operator. They are selection of the object and its identification
(determinatien of elements, contrast, ete.), adjustment of the re=
cording equipment (tracking, covering, aiming and recording itself).
However, before the start of manned vehicle Tlights, specialists
proposed a ¢hange in precisely these psychophysiolegieal functions
of a cosmonaut in spaceflight.

Tn connection with the fact that great importance has been 4&@

assigned recently to studies of the surface of the earth, the
upper layers of its atmosphere and the natural resources of the
planet from space, the reliability and objectivity of the data
obtained have to be high. Since the basis of obtaining such
information aboard a MSC or MOS is the visual communications
channels, sufficiently reliable study of the pattern of change in
the corresponding human functions, as 2 result of expesure TO
spaceflight factors, is nécessary. Such studies were begun with
the flight of the Voskhod spacecraft and, as applied Yo the long
term effect of stable weightlessness, by the author of the present
study, in the flight of the Seyuz-9 MSC.

I

perational Performance Of

Cosmonauts in

The characteristic feature of man in spaceflight during the
performance of visual observations is the fact that the greatest
input of information on the outside situatlon is accomplished
primarily through a set of speeial apparatus, by means of which
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the cosmonaut either visually records a specific phenomenon, OT
verifies and correcis the data obtained. Thig concerns not only
observations of the natural environment, but the detection of
various light reference polnts, evaluation of a selected landing
place, detectlon of a docking target, ete. In this conneetlon,
the importance, which the level of funetional capabilities of
vision of & cesmonaut has for successful performance of the full
amount of the flight mlssion, is understandable [3-51].

The pattern of change in vision of a cosmonaut, to which
various specialists attribute signifieant value, plays a large
part in a spaceflight. This problem is of interest to meteorolo=
gists and space egquipment designers, engineering psychologists
and methodologists.

An analysis of pilots, carried out by S5.S5. Stevens [6], showed
that 3/4 of all erroneous pilot actlons depend on the work of the
visual communiecations channel. Before performing a long space
flight, 1t could be assumed that this number increases greatly
in ovbital flight, where fthe effect of various faectors is immeasur=
ably greater, than in aircraft flight. Physicilans suggested that
the absence of gravitation in orbital flight causes some defor=
mation of the eyeball and that this, in turn, affects the funec-
tional capabilities of the eye in a specifie manner.

With increasing complication of spaceflight programs, and with
the expansion of the group of problems to be solved, the use of
vision as & working channel of communications inereases ilmmeasur-
ably. Therefore, the question of change in the parameters of
vision due to the effect of weightlessness of varying duration,
becomes of both theoretical interest and great practieal impor=
tance.

~ In this respeect, +he results of studies obtalned dguring air-
eraft weightlessness cannot be used, since they are very contra-
dictory and were obtained in periods of brief weightlessness, when
%he %ﬁman body and eye still were not adapted to these conditions
[T, od.

An approximate idea of the status of the yisual funetion in
spaceflight can be obtained, by analyzing the subjeetive reports
of the cosmonauts. Both Soviet and American cosmonauts note that
the surfaece of the earth has the same colors as during observations
from high altitude aireraft. Lightning flashes, smoking stacks,
rivers, major highways, alrport runways, ships at sea, aireraflt
contrails, the eraters of extinet velcanoces, etc., are Seen. A
mathematical analysis, conducted on the basis of the angular
dimensions of objects and the spacecraft flight altitude, showed
that visual acuity under orbital flight conditlons, was as though
1t exceeded the average human normal. However, this coneerns
enly linear, extended objects, with respect to whieh visual acuity

11h
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also ineéreases on earth f9l.

On the basis of the subjective reports of cosmonauts, American
specialists think that the grtificial environment of the space
cabin and the long term welghtlessness not only do not weaken the
visual funetiens, but even considerably improve them. These
coneclusions must be treated with cautien. In faet, we present
5 fragment of & tape recording between the crew members of the
Gemini-9 MSC, Eugene Cernan and Thomas Stafferd, in flight:

Cernan: "I ecan distingulsh Edwards Alr Force Base and islands.”

stafford: "Do you see the F-4 near the runway ?"
Cernan: "Yes, I see™ '[101.

In order to see & parked aireraft separately under these
conditions and to identify its type, & substantial enhancement of
human visien 1s necessary.

At the same time, according te Ameriean press data, in deeld-
ing by objeective characteristics, the vision of the astronauts
did not improve. Thus, the Gemini-5 and gemini~7 spaceecralt CFewsS
had to perform experiment $=8/D-13, the essence of which was fto
study the ability of cosmonauts to detect and identify special
signs, laid out en the surface of the earth in white coguina and
gypsum. Strips were 1aid out in the area of Laredo (State of
Texas). Durling filight over Texas, the Gemini=5 spacecralt crew
saw the signs, bub indistinctly, and they did not identlfy some
of them [11], but the gemini=7 spacecraft crew performed this
experiment for a total of only 36% [12]. During the flight of
Gemini-5, spacecraft commander James MeDivitt made & 5-fold error
in visual estimation of the distance to the isst stage of the
1aunch vehiele [13]. Many such examples can be introduced, from
visual observations by the cosmonauts. fherefore, it was necessary
to develop and sonduct special experiments, for the purpose of
determination of the pattern of the basic functional capabilities
of the visual apparatus of & cosmonaut during an actual space
fiight. '

In the USSR, these studies were conducted during the flights
of the Vostek, Voskhod and Soyuz type spacecraflt. 12 ecosmonauts,
including the author, carried out more than 130 atudies of various
runctions of the visual analyzer at various stages of the flights.
Generalized curves, plotted on the basis of experimental datea
obtalned in these studies, as applied to H=5 day gxposure to
spaceflight factors, are presented in Fig. 1.
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The results
Al obtained, presented 1in
the curvyes, glve a
basls for stating that
g 4 or 5 day flight
does not have a signi-
fieant effect on the
visual acuilty of cos-
monauts (line 1).

The operational
visual performance of
a cosmonaut (line 2)
decreases somewhat. The
level of reduction of this

Fig. 1. Average data on decrease visual function in orbit,
in visual functlons of Veskhoed espeecially in the first
and Soyuz type MSC erews (A —— orbits of the flight,
visual acuity; @ -- contrast in its adaptation _
sensitivity; O == operational phase, is 26-28%. The
visual performance). average reduction in

_ brightness of all colors
shown was on the order of 26%, in whieh the primary reductilon in
brightness was observed in the cosmonauts to specifie colors (red,
green, blue). In the flight of the Soyuz-3 MSC, the pattern of
contrast sensitivity of vislon was studled for the first time.

%t SMO@?hly decreased in flight, reaching 40% on the fourth day
line 3).

By taking aecount of the changes in the individual visual
functions studied in the flights of the Soyuz=3, 4 and 5 MSC, an
average generalized estimate of the visual function was obtalned,
for all the cosmonauts of these crews. This value was low, 9.3%.

It indicates the reliabililty of the visual communication channel

in operational visual aetivity of a eesmonaut [9]. The changes /99
in the visual communicatlions channel, produced in 4 or 5 day T
flights, basically permitted the characteristics of the adaptation
period of the flight, i.e., the funetional, unsettled levels, te

be identified.

To obtailn correcting materials applicable to a longer flight,
these visual funections were measured by the author, in the flight
of the $oyuz-9 spacecraft. During this flight, about 200 individual
tests were conducted.

During the flights in the Vestok-3 and Soyuz-9 spacecraft,
the author paid great attention to extraeabin observation. The
results of this work are presented in the corresponding sectilons.
However, I consider it advisable to give a mathematical analysis /100
of the possibilities of observations in flight, in reporting the
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Table 1
Approximate Visual Resolution During Flights in Voskhod-3
and Soyuz-8 MSC

a B - ¢
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d. Volga River
at least
1es5s than
main highway ,
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taxi strips
various ships
ship's wakes
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factual material on the status of visien in flight. With the
approximate sizes of the objeets observed and the spaceeraft
flight altitude known, the approximate angular dimensions of these
objeets and the corresponding visual acuity in conventional
medlcal units were ealcéulatéed. These results are presented in
Table 1.

As is eévident, in our fllghts, based on subjective data, it
could beé consi@ered that vision in sSpacde is sharpened, but thls
alse eoncerns glmest exelusively extended objects and should be
of an approximate nature.

We analyze the results of objec¢tive expeérimental Studies.
The average values of the basic functions of the visual analyzer
of the Vestok, Voskhed and Soyuz type MSC crews, compared wlth
data obtained by the author in the flight of the Soyuz=9 MSC (red
background), are presented in Fig. 2. The visual aecuity was
measured, by means of a set of lined standards, with great and
reduced contrast, compared with a white baekground (Fig. 3).
These contrast values were caleulated by the formula

_ Bp=8y )
K==~ (1)
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Fig. 2. Characteristies of basie functions of visual analyzer of
Voskhod and Soyuz type M3SC crews and data obtained by the author
(Soyuz=9 MSC).
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where B, and B, are the brightness (or brighthess coefficient) of

B 4 o
the background and the lines; the standards were kb = 30 and kM =

0.308, respectively. The level of visual aculty v, of the author

b
in flight, acc¢ording to high centrast standards, was vy = 1.11, /101

whieh is 18% lower than on earth. According to the low contrast
standards, a visuwal acuity VM = 1.01 was demonstrated, whieh is

3.7% lower than on earth.

The average reduction in visual acuity Av, in working with
this test table, thus turned out to be 10.85%. By comparing this
value with the average reduction in visual acuity (Av = = 6.9%),
obtained in preceding flights, it ean be conecluded that a flight
of longer duration dees not result in & progressive reduction in
visual aculty of a eosmonaut. The functions of the visual analyzer
are resistant to long space flight facters, to a suffieciently
high degree. '

The measurement of a certain arbitrary quantity, which
estimates the aggregate performance ecapaeity of a number of systems
of the body, ineluding visuwal work, which is called operational
visual perfermance (OVP), also was carried out by the auther in _
this flight. In ealeulation of the OVP level, the work time on /102
the test, the number of errors committed and the level of com- T
plexity of the object seleected by the cosmonaut for test observa-
tlén are taken into aeccount.

3]
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The measurements
showed that the level of
nils OVP (AkOVP) decreased

by 23.2% from the average
baseline value. The
increase in work time

on the test, which
Increased by 1.7 times

in flight, had the
primary share of the
effect on this value.

The decrease in complexity
of the object selected
for the work had a
smaller share, and the
number of errors commit-
ted was practically
unchanged. Compared with
the preceding flights,
where AkOVP fluctuated

from -13% to +16%, a
somewhat greater decrease
in OVP was noted in the
long flight. However,
thls decrease apparently,
to a greater extent, 1s
a result of some general
decrease in functional
activity of the body,
than to a decrease in
performance capacity of
Just the visual analyzer.
During this flight,
careful measurement of
the contrast sensitivity
of vision was conducted,
by special test charts
(Fig. 4). They were
calculated on the basis
of the results of cosmo-
naut responses to the
presentation of test
objects of varying con-
trast. On the basis of
140 test object presen-
tations, the value of
fhe contrast sensitivity

119




of vision k., ., was calculated; 1t turned out to be 0.034. The

average baseline value of k obtained under ground conditions

thr?
before the flight, is 0.0309. By comparing them, the percent
decrease 1in contrast sensitivity in the vision of a cosmonaut
during an actual flight can be determined. Akthr = =210.7%. This

value proved to be lower than from the data of preceding flights.
Therefore, the apprehension expressed by some specialists before
the flight of Soyuz-9, on the possibility of a progressive reduc-
tion in contrast sensitivity of vision in a long spaceflight, was
not ecnfirmed,

In analyzing the material presented in this article, it can
be noted that

the greatest changes in the basie visual functions were noted
in the first orbits eof the flight, but they stabilized somewhat
in succeeding ones, approaching the baseline values;

in a long flight, the visual communication channel of a
cosmonaut can be a rellable element in the system of detection and
identification of objects in space, the atmosphere and on the
surface of the earth.

The latter conclusien is based on the fact that the generalized
value of the visual function of the author decreased by approximate-
ly 15% during the flight in Soyuz-9. Such a decrease gives a
pasis for thinking that, during longer (2 or 3 month) spaceflights,
this value can increase still more. Undoubtedly, in the organiza-
flon and performance of longer spaceflights, this problem reguires
additional study and analysis.

d

To establlish the degree of objectivity of visual observations /103
of cosmonauts and to increase their scecientific and practical value,
the basie parameters of his vision must be measured in flight, and’

The results of the visual observations must be recorded, by means
of & motion plcture camera, for subsequent analysis and processing.

The development of modern semiautomated observation systems
(sextant=cursers, eursors, spectrographs, etc.) now has its
singularities. If an analysis of the aetivity structure of a
cosmonaut in the performanece of dynamiec operations is carried out,
it can be coneluded that these are basically different dynamic
responses of the maa (of the operator delay type) to a stimulus,
as well as pursult or compensatory tracking responses. Based on
this analysis, metheds of study of the dynamic characteristics of
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cosmonaut activity in flight were developed, with his different
stages and aetivitbies taken inteo account [lﬁ]. Tt was determined

by experimental studles that man, in the proecess of econtrol of

an objeet, implements a nonlinear probabilistle model, the parameters
of which depénd on the type of input signal, operator condition.

and the control settling which he obtailns 1n peérformance of the

task. A mathematical medel of the aetivity of a ecosmonaut, as the
control link in a man-machine system, 1s synthesized as a connee=
tion functional ¢ between veetor x, reproduclble on an indieatoer,
and vector y, implemented by the ¢cosmonaut by means of the controls
y = ¢ (x). The development of serial systems of semlautematie
control aboard a MSC 1s based on the use of generallzed models,
obtained as a result of averaging thelr parameters over a certain
number of cosmonaut operators. Depending on the method of mathe-
matical description of the model, they are classified as determinate
and stochastile (probabilistic). The simplest models of operator
behavior are based on the use of transfer functions. The most
widespread is the funetlen

N e
Wip) = G EnaH + D

where 1 1s the delay time, Tl is the control time eonstant, T2 and
T

5 are delay time constants and k is the gair.

In the study of transient processés, l.e., operator responses
to a single function, a mere precise approximatioen is the transfer
funetion

oy _
V) =gprnr
where TO is the time constant and kq is the gain.

However, even in the case of a deéterminate signal, the 7104
operator response contains random components, which ferce the
synthesis of stacistical models, which reflect the stoechastic

nature of the tontrol process. The simplest of them are guasi--
linear models, which can be represented by the sum of dynamie
operator A, which charaecterizes the mathematical expectation

the proeess, and residue F, which deseribes its random properties:

Y;Ax+F

A furthéf development of guasilinear models of & cosmensut
eperator is his additive model, whieh takes acecount of various

types of aetivity, tracking, control, ete.:

Y=Y, 4 Y,=Ax +v+4F + F,
in which , o .
Y=Y, =4+ F, 1fttn

Y=Y,=v4F 1ft>t,
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where t 1s the time of processing the initial error and v is

the program signal produced by the cosmonaut operater in control-
ling. ' '

The presence of residue F in the additive guasilinear model
hampers identifiecation of the dynamic part eof it, sinece the residue
is its internal nolse. To separate these two components, formallzed
descriptions of the human operator and the assumption that the
level of his activation processes during a single trascklng changes
insignificantly are used. Then, sequentlal selection of the
problem becomes possible, in the course of which, the dynamic
model is obtained in the first stage and the residue, in the
second.

This approaech te determination of a mathematical model of a
cosmonaut operator is the basis of the technigue used to study
his @ynamic characteristies undei space flight eondédltions.

~ For this purpese, the author used a model system in the flight
of the Soyuz-9 spacec¢raft, which provided presentation of an input
signal to the cosmonaut operator and recerding of his response to
the input signal. This model was a type RPC=2m autonomous instru-
ment (tracking process recorder), which presented the signal in
the ferm of visual images. Single and sinuscoildal functions of
5 different fregquencies (Wl = 0,12; W, = 0.16; W3 = 0.2; Wy, = 0.5;

W5 = 1 Hz), as well as two fixed randem signals (at the beginning

(105

and the end of the work session) were used as the signals.

The auther carried out the measurements under optimum labora-
tory conditiems, in a training spacecraft, in test trainers, at
launeh, in the actual spaceflight and in the postflight perioed.
During the flight of the Seyuz-9 spaceeraflt, measurements were
made in orbits 21 and 37 and twice in orbit 256. This made it
possible to obtain, besides flight data comparable with the ground
baseline, the pattern of some of the parameters studied during the
spaceflight. In eac¢h work sesslon, the cosmonaut operator tracked
75 sinusoidal signals and 15 proportienal signals, which made
computer faeilities possible for analysis of the resulting data.

fig. 5. Block diagram of contrel medel (I -- model indieator; O --
operator; V -- visuwal channel; M -- error deeilsion mechanism; D --
metor channel; C == controls, x == feédback).
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A basic bioek diagram of the model used is presented in Fig.
5.

Tt 1s seen in this dlagram that, in this case, transfer
funetlons of the operator, based on visual-moetor coordination,
were studied. The signal reached the operator through the indlea-
tor, and he proecessed 1t, with the preductien of a motor command
to the eontrol instruments. If, after this aetlien, the error went
beyond permissibie limits (accerding to feedback x), the operatioen
was répeated. This prinelple of the RPC instrument also corres-
ponds to the basiec scheme of aetual outside observation aboard the
MSC. In this ease, the indiecator is the cursor portion of the
specifie inmstrument (camera, sextant, ete.) and the control element,
the gighting and setting devices.

) ~ Table 2 -
Parameters of Response to Single Errer

iﬁ N T RN

= T = | Cpeanee
TTaparerps Doy ; . o Foaqer, don
paueTPs : 2 37 o5 | "0 PO%eET
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Key: a. parameter
b. baseline
e, orbit _
d. average for flight
e. flight, baseline
f. see

The results of study of the operator activity of the cosmonaut
investigator, which was carried out by the author during the 18
day flight in the Soyuz-9 spacecraft, are presented in Table 2.

The data in the table show some interesting features of the /L(
average vValues of the paraméters, which characterize the quality —
of opérater work in compensation for a single error.

First, the time dispersion of the transition process {more
than U times greater in flight than on earth) proved to be the most
eritical toward spaceflight factors. Second, the average time
constant M [Toj also lnereased 2.7 times. Similar results were
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noted, in the conduct of the experiments by the Soyuz-=9 flight
engineer, V.I. Sevast!'yanov.

In consideration of what has beéen stated, it ecan be eoneluded
that, on the basis of the experiment conducted by twe eperators
during a long spaceflipght, the reaction time constant of the
operator to a single perturbatlon increases 2.7 times.

The faet that M [T ]
inereases monotonically

-y v during aetual flight attracts

: \ attention. To all appearances,
this resuit is a consegquence
of some decrease in psycho-
physioclegical setivity of the
cosmonauts, in comnection wilith
an inerease in the general
fatigue of their bodies. The

e aiT e nSec o 02 Uk U5 0F t5ec conclusion as to a certain

S e T B lengthiness of the proeess
Fig. 6. Transient functioens of tracking a singlﬁ funetion
(average data of commander (a) g%tzgelggg?zgaug:émsOmgig
and flight engineer (b)) for mderstandable. These results
single signals in orbit 37 of Zﬁéegiéggﬁ%ééein Fig. 6. The
f%%ghtl(léiand(%? first hour 1éﬁgthiness of the proeessiéan
atter lancin be explained here by twoé

faectors: first, by partial

dlscoordinatlon of movement of the cosmonaut operator; second,

the weakness of his arms, out of practiee from "earth" conditions,
whieh neeessarily has to result in slower and sharper movements,
in accordance with the laws of meehanies.

k=
|Law}
—J

In analysis of the results of tracking sinuseidal signals
of various frequeneies as a function of flight time, the author
distinetly neted a scatter of the tracking errors, compared with
the baseline, at the start of the second day of the flight, and
this value than decreased to the baseline level, i.é., in this
case, adaptive fluetuations of varlous stages of the spaceflight
are noted.

This nature of the pattern of the seatter of the errors is
statistieally signlficant since 1t agrees well with a simllar
$?alysis, econducted in evaluatign of tracking randem signals (Fig.

'

_ Analysis of the data obtained in the flight of the Soyuz-9
MSC, on the dynamic characteristies of the operator aetivity,
carried out on the basls of finding out the relatlon between the
input signal frequeney and the quality of work with it, 1s causing
particular interest. These materials are necessary in the design
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¢ ;
of the spacecraft econtrol systems, B
a8 whieh e¢entrol the eurseor blocks
and astronavigational systems,

o ete. Practically identiceal
o data were obtained on these

' characteristics, by both crew_

i members of the Seoyuz-=-9 MSC. The

\ results obtained by the author in
baseline i sented in Flg. 8. It is charac-

_ = . o teristic that the greatest reduec-
Fig. 7. Pattern of motor tion is observed at frequencies
ag?iY1ty q?@li?y during of more than 0.5 Hz, i.e., in
Ei;iggegg iigﬁgi? (0 == the range which was noted in the
PR LRIy DLghass sy T ork * the Voskhod-2 cérew [15].
randem fixed signal; 0 -= work of the Voskhod-2 erew [15]
shortwave fixed signal; One Y e e cea ,

i SON e I e ne of the most widespread
@ -= average over 4 scales). types of motor activity of a cos=
P monaut opeérateor, in reecording
a7k the results of visual observations

the motion plcture camera at E,
S phenemenon of interest to the P
0702 o3 M HE investigator and the subsequent

Fig. 8. 3tationary tracking
error funetilon.

photography. In this case, at

the beginning of the flight, the
effeect of weightléssness and the
increased emotienal exeitability, to a certain extent, ecannet

fail to be interference in the performance of this operatien.

Thus, for example, during the flight in the Veskhod-3 spacecraft,

near the coast of the continent of Afriea, the author detected a
column of ships' wakes. The ships themselves were not seen; they ‘
were deteeted from the bow waves. The entire column of wakes was "
similar teo a dashed line, where the ships were defined by dots

and their wakes, by a fading dash. To observe this plcture

through thre MSC window, binoculars were sighted on the column of
wakes. To precisely locate the piecture in the center of the eye-
piece, the binoculars were shifted slightly and, in thig ease,

the entire eolumn of wakes went beyond the fileld of view of the
binoeulars, i.e., the application of a foree by the author, based

on the weight of the arms and binoeulars, turned out to be

exeessive. Sueh phenomena were no longer noted on the second and
subsequent days of the flight. Marine piers also were secanned

from space; however, it was diffieult to detect ships moored to

them visually. In all likelihood, this was conneeted with the /108
reduetion in contrast between the side of the pler and the ship

hulls, as well as with some reduction in visual sensitivity. These
data were subseguently confirmed by other cosmonauts. Therefore,

the conduct of special experimental studies was introduced into

the Soyuz-9 flight pregram, to evaluate photograph sighting gquality.
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The work was carried out with a camera, which permitted the magni-
tude of proportioned tolerances in the change in gquality of coesmo-=
naut eoperator aetivity, in the preduction of aimed photographs and
motilon picture films, to be determined.

Before the spaceflight, the author underwent the required
special training, as a result of whiech, he carried out aimed pho-
tography with minimum error (10-18 angular min). The results of E
the effect of the flight faeters, espeeially of the dynamic weight= -3
lessness, with fixed and unsupported body positions, are presented ;
in Plg. 9. As is evident from the data presented in this figure,
not only weightlessness, but the laeck of support of position affects
the reliability of this operation mest significantly of all. Thus,
the average data of the work ln welghtlessness, but with the body
position fixed in a support, inereased the average reading error
almost 3.5 times bubt, as a result of weilghtlessness and unsupported
position, this erreor ineréased moré than 6 times.

Based on the analysis pre-=
¢ sented, observed phenomena should
<1 only be recorded in the fixed 3
”~ positien, fer which, in the most ;
g likely plaeces for conduet of these *
_F eperations, in the work places _ﬁ
s I_ (at the windows, cursors, sextants, B
Rioas ete.), work place equipment with
B YT T eosmenaut body fastening at two
Tpegupofua  Aokemenm @ Ceantipis or three points, with the obliga=
B ¢ i tory conditien of leaving both of
Fig. 9. Results of effect the cosmonaut's arms free, is
necessary.

-
L
-

of weightlessness and

unsupported position on Thus, an analysis of laboratory
motor actlivity. . : .
data, made during preparation of

Key: a. in flight the Soyuz-<9 MSC flight, as well as

b. training the results of the subjective

e. support report of the erew and speelally

d. unsupported position condueted inflight experiments

_ - showed that the status of the
Visual communications channel of a cosmonaut and 1ts dynamie
characteristies in a long flight underge definite changes. This
is noted particularly in the adaptatlon phase eof the flight. After
adaptation of the body to flight eonditions, the operational indices
of vision and of the motor analyZer approach the average baseline
indices. On consideration that the visual cemmunlications channel
and the dynamic responses of the cosmonaut operator are the psy-
chophysiological basis of visual observations and the recording
of them aboard a MSC, it can bPe considered that, based en the /106
indlces presented in the work, a cosmonaut is a suffieciliently
reliable link in gemiautomatic and manual visual observation
systems.
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The work carried out also permits the fellowing recommenda-
tiens to be made:

in the first orbits of a flight, 1t 1s desirable to provide
as much time as necessary to the cosmonaut, for f&miligation with
spaceflight conditions (weightlessness, ete.);

in giving an assignment to observe extended objects, i1t can
rest on the likelihood of some inerease in visual aculty of a
cosmeonaut;

the econtrol portion of the observation equipment (ineluding
the ree@r@ing_imstruments) should be constructed for work with
signals of a frequeney ne greater than 0.5 Hz.

In ¢onelusion, the author expresses the greatest thanks to

?@gt@r of Mediecal Sciences L.S. Khachatur'yants, for useful advice
and diseussion of the werk, as it was beling written.
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~ Image Recognition by an Ergatlc System Using
Transfermation of Multidimensional Hyperspaece Points
onto the Plane
A. G. Ivakhenenko, Yu.S. Lapshin and L. K. Vykhandu
Cyberneties Institute, Academy of Sceiences Ukr3SR
A method of classification of objeets is reported,
which 1s based on the reduection of multidimensional
systems to two-dimensioenal. An algorithm and an example
of caleculation of the representation of the vertexes of
a cube on the plané are presented.
Systems are beilng used more and more often in recent years, /110
in whieh the combination of man and machine gives the most
efflelent and simple solution of complicated problems. The sysStem
described beleow ecah be still ahother example of this kind. In 1t,
a computer transforms a set of points assigned in hyperspace onto
the plane of a display screen. Man sees a cluster of points on
it, and this permits him to Solve the problem of separation of the
peints inte elasses.
In this manner, the problem of the classification of Iimages a8
into patterns (eclasses) is solved. Eac¢h image is given, in the o
form of a series of valués of eontinuous or binary signs. D
Let, for example, & ecertaln sociolegical sftudy be conducted. e
The question lists (questionnaires) contain 200 gquestions, to each -
of which T-category responses are given. For example, to the >
guestion "Do you like to wateh television programs in the evening?" .f
the persons questioned could underline one of 7 gradations in the e

questionnaire:

1. 1like very much +3
2. 1like +£2
3. do net like much *1
4., makes no difference to me 0
5. do not dislike very much -1
6., do net like =2
7. very muech do not like =3

The value of a given sign is indicated on the right. Similar
subjeects in the 200 questions of the gquestiennaire have 7 grada-
tions. After examining 10,000 persons, we obtain 10,000 x 200 x 7
= 140,000,000 bits of certaln binary codes.
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We now formulate the problem: it is reguired to find compact
classes of those guestioned, break them down by closeness of
interest, life style, etc. Such a problem simply 1s not solved
without human participation, of it is solved, but not as man needs.

Aetually, the gquestiennaire responses ean be represented, by
means ef 10,000 poilnts 1in a 200-dimensional hyperspace of signs.
Complicated automatie classification algorithms ean be used, for
example [1]. The volume of caleulations is tremendeous, but the
result depends on a certain thresheld of the separatlen of elasses,
built intoe the algorithm without faill. Assignment of the thres-
heold dees not surely lead to the desired separation.

Moreover, problems with strongly interseeting classes are not
selved at all by the machine. These difficulties are eliminated,
1f the machine is used only for transforming the poeints of the
images from hyperspace onto a plane, with the greatest retention
of the distanece relations between them. And man analyzes the
image obtained on the plane.

/113

Aceording to this idea, the
machine has to be éonnected to a
display, on the sereen of which
all the points are lit (Fig. 1).
Man easily deteets eclusters (com=
pact groups) of images, and he
indicates the number of elasses,
or the affiliation of a certain
R poinht of the image with a given
¢lass.

The points of the different
elasses are then colored in
different colors. Then, the
receipt of a new image (still
another questionnaire) does not
causé diffieulties in answering
the guestion a5 te which class
the new image belongs, even if there is an intersection of the
classes.

i — e - y

Fig. 1. Images of two inter=
seeting eclasses on display
plane.

Description of Program of Representation ef Set of Points Assigned
in Hyperspace onte the Plane.

The program translates

M p@;nts @f a N dimensional hypersurface ento a plane, with the
best possible retention of the mutual distances among all the
points, in the reoeot mean sense. As the eriterion of the minimum
deformability of the mutual distances In transforming the points
of hyperspace onte the plane, the reguirement of the minimum of
funetion f (x s XpseessEys yl, yz,...,yM) was used:
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where M is the number of polnts to be transformed, N is the dimen=
sions of the hyperspace, xij is the J-th coordinate of the i=th

point in the hyperspace and X and yi are the absecissa and ordi- /112
nate, respectively, of the i-th point, after its transfermation
onto the plane.

Mathematical Statement of the Problem. Brief Description of

the Method of Sclution

The assigned points of the N- dimensional hyperplane are pro=
jeected onto the Xy plane. The minimum eof function (x 2,...
X, yl,...,y ) is found by the extrapolation search method [31.

The essence of it 1s as follows. In the first step, parameter

Xl is considered variable and the reéemainder, fixed. On this

assumption, the minimum of function £ is found. In the second
step, the value of X9 corréesponding to the minimum of function T,

and all the remaining parameters except Xg are fixed, and the
value of X, is deseribed, corresponding to the minimum of function
f2, ete., up to Y Then, the approximation cyele, i.e., this
operation froem X4 to Vg is repeated, until the sum of the absolute
valués of the changes in eoordinate within the eycle is less than
u.

The minimum of the unidimensional funetion 1is found, net for
funetion y = £ (x) itself, but fer a pargbola of the type y = ao +

alx # azxg. In this case, the parabola is suech, that it coincldes
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with funetion y = T (Xi) at point Xy and has the same first and
second derivatives.

In this manner, during the computation process at each step,

the value of Xy is taken, which corresponds, not to the minimum of
furetion y = £ (x), but to the minimum of the function y = aj *
8,% ¥ agxa. There is no restriection on the use of the method.

The calculation process of finding the minimum of funetion
f (xl, Xoaees s ¥y yl,...,yM) continues, until the sum of the

absolute values of the changes in coordinates within the approxi- /113
mation cyecle becomes less than a small given number u, after whieh
‘+he coordinates of the points on the plané and stop are printed

out.

Initial input data (in order of input):

1. M =< number of points of the hypersurface;
N -= dimensions of the space;

3., U == a number which determines the aceuracy of caleulation
and the operating time of the program (see mathematical validation
of the methed); the value of u has to be assigned between 0.1 s min

and 0.001 s min (smin is the distance between the two peints of

the hypersurface nearest each other);

4, ARRAY xx [1:M, 1:N] is the two-dimensional block of
coordinates of the points of the hypersurface.

Input Seguehce

N coordingtes for the first point are lesded in sequence,
then, for the second point in the same sequence, and the coordi-
nates of the remaining points of the hypersurface are loaded in
the sane way.

A a result of the calculation, the abscissas and, then, the
ordinates of the points on the plane, correspoending to the points
of the hypersurface, are printed out. The output sequence of
the points on the plane is the same as the input sequence of
the points of the hypersurface.

Example of Calculation

The répresentation of 8 points of 3-dimensional space on a
plane (the coordinates of the peints of the hypersurface are
presented in Table 1 and, after transformation onte the plane,
in Table 2).




Table 1
Coordinates of Vertexes of 3-Dimensional Cube

. .

z Nuombey

. of

E paint57 N
1 0 0 0
2 1 0 0
a 1 ! 0
4 ] 1 0
5 0 0 1
6 L 0 1
7 1 i 1
8 ] 1 1

Table 2
Coordinates of Vertexes of Cube in Plane

NENGET |

of x v
; poinks|
1 0 0
2 1,55 0
3 146 14
4 —0:0] 1.62
6 4=0,95 —0,58
7 40,94 1,03
8 (61 1,04

Tt is assumed that u = 0.1.

The values of the coordinates
of the points, obtained as a result
of the caleulation, are presented
in Table 2, and they are repre-
sented in Fig. 2.

BEGIN' "INTEGER’ ],

2,1'*':..*,,;-,_ B 1 \
1° REAL’ A, T,R,S,C, L, E, YR

2, AA, UL
A‘DN, , U, "BEG "n..‘_," e .
Qxxﬁ Uk, 'BEGIN' 'ARRAY' XX(/1:M,1: N/), X, Y(/1:M/).,
B! =l'S_E=p'l’UTIiL|M: Y REGINT
(=XX0T, 1) DO’ BEGIN
§&— : Y(//):= X X(/J,2/) END",,
£ e — 'PR‘I‘NT"‘(«/iGH g:lvergf,Z}s{\M=,I‘2)u' M,

: 'P‘RTN?' "('/.Q'HrN= ,LQ)(',N.,
*'PRrI}NI'"'(i/,Q-H_E#,F]O,?I:)'i‘ .

B
E

<y

CBRINT'™ 7/, 3HXX=)"."PRINT""(/,3F10.3)"" XX..,

Fig. 2. Transfer of 3-dimen= pRINT™(¢, 2HX=)", '"PRINT""(/5F ;
7 Y _ ] PRI , 2HX=)"., 'PRINT'"{/6F10.4)’
sional cube to plane. Cl: UerIB4™X.,
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Jfbe-,p -
A=0,,

go%' 1:=3'STEP'I'UNTIL'M'DO"BEGIN®
=0 FOR'BI: =1'STEP'I'UNTIL'M'DO”BEGIN’

1= Y (/1)) —Y(IB? s Ri=X(A—X(BY)., 8:=0., FOR'K:= I‘STEP'I"UN'I‘I'L N
0'8:=8 (X Kh—XX(/1I"KH)**2.,

FT=0'T ‘N-'YU}I) =Y(UF.,
2"1‘/5_5*2*1‘/@%#*2_{_'[‘*#2)
Li=2/5=S*2H(R*2 T2)=4* TH2)/(R**2: TH2)*2,

Fi=6"THE
E:—*E-—I—L

Ar=A+CEND'.,
’1r' ELE'O THEN"BEGIN'AA= AA+U., Y¢1):= Y(/1/)=U*SIGN(A) "END*

Gl
Adr= AA4-ABS(A/E).,
Y(/I /) =Y{/1/)=A/E.,

ENB”

Ercm0 =2’ STEP'T'UNTIL'M DO"BEGIN'

A=0."FOR’B: —l’STEP IUNTIL’M'DO"BEGIN'

Te=Y{/1N=Y (BN ,Ri=X(1N=X{/B);,

5:2=0,, FOR'K:=1"$TEP'I'UNTIL'N'DO'S: =5+ (X X (/B, K)) =X X(1,K))**2.,
EN )2(511/) X (AR,

8.,
:—2"‘R/S—S"‘2"RI(R**2+T“2)
Li==2/§—SHEHR¥*24-T* '2)———4‘R”2}/(R**2+T”

lF I'NE'B"AND'R--T: O'TE
=Y{/1)=Y(/B/).,R:=
IF I—B 'I'IIIENCn-_-. 2

A:=A+C ENE
S LE'O THIEN”BEGI'N AA:=AAFU., X{lf) = X ({1 )—=U*SIGN(A) END’

‘ELSE’

'BEGI'N‘

AA=AA-ABSA/E).,

X(/1f) = X{1y=AJE.,

'E ND

'E\]

TE AR GT U'THEN"GOTO'C). ,

PRINT™(//, THSOLUTEON) W

PRINT{/, =", 'PRPNT"'(/GFIO 4", X.,
'PRIINT" (/. 2HY=)"., '‘PRINT'"(/,6F10.4)".Y.,
'ENDEND’

'EOP’

can be eoneluded that the program
e ecube, in which all of its vers
15 projected onto the plane,

In considering Fig. 2 figh
finds that foreshortening O .
texes are best scanned, and that it

in this case.
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Synthesis of an Aireraft Control System Ensuring
Opt imum Pileting characteristies

N

e e, R

7 V. P. Dzyokh
Kiev Institute of Civil Aviation Engineers

In the artiele, on the basis ef a eritieal survey
of work en the determination of admissible regions of
the piletlng characteristics of an aireraft, the ecncept
of regions of compatibility of the pilet and the aireraft
is introduced. The use of the method of limiting systems
is proposed, for the synthesis of systems whiech ensure
the optimum dynamic characteristies of the aireraft. A
functional 1s introduced, whieh takes into aceount
deviations from the desired patterns and limitations on
effectiveness of the controels, as well as the assigned
level of pileting characteristies, the minimization of
whieh permits an opt Lmum synthesis to pe ensured. The
article concerns the area, in whieh the concept of
providing the aireraflt characteristies, by means of a
control system, is being developed.

Contrel of an aireraft is a method of transformation of a /115
natural or uneontrelled response into a ferm which satisfiles o
certain requirements, expressed by various guantitative stability

and controllability eriteria. The traditional methods of provid-

ing acceptable piloting characteristiesl require structural

changes in the airframe, such as inereasing the length of the

fuselage or the dimensions of the tail assembly, which results in

an inerease in frontal resistance,'weight, deterioratieon in

maneuverability and, in the final analysis, to an inerease in

cost. However, the effielency and flexibiiity of modern automatic
systems, which use the new methods of control theory in systems

of increased stablility, a8 well as remofe electrical control,
permiis aceeptable piloting eharaeteristies of alreraft with ailr=s
frame characteristies wnown beferehand to be unsatisfactory, to

pe obtained. As & result of this, design planning can be opti=
mized, and the development of designs which advantageously giffer
from the conventional ones are possible, due to the faet that the
flight characteristics are pr@vi@ed by beth the aerodynamlies and
the control system, whiech is inseparably connected with the design.
In the foreign literature, this econcept of ensuring the character-
ijstics by means of the control system is known 2S5 the CCV ==

lPil@ting characteristies are understood to be the character-

isties of an aireraft as an object of control.
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Control Configured Vehicle == concept (aireraft, the confiliguratilons
of which are determined by the contrel system) [1].

In eonneetion with this, determination of the eriteria of
controllabllity, which establish the limits of acceptable piloting
evaluations of the pllot in quantitative form, 1s becoming of
great impertance. For proper design of the aireraft and systems
of inereasing stability, the limits of the minimum acceptable
Gharaetegisties for flight without automatie systems must be
accurately known.

The modern eriteria of contrellabillty were developed from
the previously existing gualitative recommendations, operating on
the eoncepts of "good" and "faultless," before the present specifie
gquantitative requirements.

Evaluation of the pileting characteristics of an aireraft is
carried eut by a pilet. The quality of the evaluatien depends on
the degree of stress required of the pilet while piloting. Con=
sequently, an aireraft with a controel system has to be designed,
in aecordance with pilet capabilities. Optimum functioning of the
eontroller (the pilet) and the object (aireraft). We use the /116
coneept of compatibility introdueced in [2]. It ean be assumed
that the quality of the pilet éevaluation produces minimization of
a certain functional I, depending on diffieulty. Let

a
[ = j‘ g.'—,'dl’
i}

where deviation e = X, o0d (t) - X (¢, p, e), Xzad (t) is the de-
sired response of the aireraft to "giving" the rudder and X (%,
p, ¢) is the aectual response.

The actual response 1s a sealar function of n-dimensional
veetor p of the aireraft parameters and of m-dimensional vector
¢ of the controller parameters. The region of compensation Pr

is determined in space P, 1n sueh a manner that, for each point
of regien Pr’ there exists a certain peint in space ¢, which

satisfies the condition
I(p,e) <R
Let PS be the reglon of change in the aircraft parameters.
If PS is contained in Pr’ the contreller is compatible with the
ailreraft.
Many aireraft characteristiecs ean be known before the start

of flight tests. However, deficiencies in knowledge of the
dynamiec characteristics of the pilet do not permit a ceconeclusion
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to be drawn, as to the dynamics of the aireraft controlled, without
the conduct of test stand and flight tests. This 1s felt particu-
larly, in éetermination of the permissible degree of instabilility
of the aireraft, in which the "pilot-alrcraft" system remains
controllable. A mathematical model of the pillot is known, for
simple tasks of the "compensatory tracking" type, and it does not
take inte acecount such decisive pilet characteristies, as the
abllity to carry out multiply eonnected adaptive control. There-
fore, the approach to the pilot as to a "black box" is more
convenient 1in some problems of evaluatlion of piloting eharacteris-~
ties. Thls approach uses the seale of values of Cooper [3], which
was introduced in 1957, as an atftempt to quantitatively describe
the opinioen of a pllet on the piloting characteristies, and it
undoubtedly was a significant step forward. Pilot evaluations

can vary, preventing a clearly deliminted opinion on acceptable
and unacceptable characteristics but, nevertheless, reliable
agreement 1§ observed 1in the evaluations of various pilots.

Tt is known from flight practice that the short period mo=
tion characteristies are decisive for pilot evaluation of pitehing.
This indicates that, in piloting, the pllet initially notes the
developing motion. In disregard of the 1ift, the transfer funce :
tions of the short period motion generated by the elevator have r
the form )

A — e lé :taeck transfe anctien

W%i P is the angle of attack transfer func , (1)
.. is the g=forece transfer functilon, (2) /117
% p* < 2E0op + 0f

Wa, = ;€@E$L@,_ is the angular rate of piteh transfer (3)
5 P? 4 2tgp 4 0f funetion;

L7199

W%%==§@E$§§Eﬁizﬁ is the flight path angle of inelination (4)
transfer funetion.

.

As researeh has shown Eh], the pilot evaluation depends both
on the natural frequency of oscillation Wy and on the damping

coeffielent &. Therefore, regions of acceptable piloting charac-
teristics were synthesized, in the forms of regions divided by
the lines of equal evaluations in the (wo, £) plane (Fig. 1).

Analysis of these regions shows that, for good plloting charae-
teristies, a certain minimum natural freguency of oscillation
must be ensured, regardless of the damping coefficient and, also,
a certain minimum damping coeffleient, even with the optimum
freguency.
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A pillot evaluation is, in
essence, & multiparameter function,
which depends on the guallty of
the transition procésses, whilch
can be deseribed by system of
transfer functions (1)-(4).

The quality of a transition
proecess can be given by certain
eriteria, such as, for example,
the time for reaching 0.95 of the
steady state value, the relative
overshoot, the magnitude of the
oscillation damping per period,
ete. But, satisfaction of this
eriterion still does not guarantee
that the aireraft will receive
a satisfactory evaluation by the
pilet.

Fig. 1. Piloting character-
istics region: 1. satisfae=
tory; 2. aecceptablé; 3. un-
aceeptable.

~ Thus, the respense time (reaching 0.95 of the steady state
value) can be the same for large (mo, £) and for small (“’0’ E)

and an oversheot also less than a cértain fixed value; however,
the pilot evaluation, as 1s evident from the limited nature of
acceptable regilons, will be unsatisfactory.

For a long time, (wg, £) parameters were considered to be

universal, for the evaluation of piloting characteristies. How-
ever, the boundaries of thé aceeptable regions in the (mo, g)

plane, ebtained by means of pileting test unilts and aireraft with
variable stability, as well as by experience in operation of air- /118
eraft in various flight modes, diverge considerably [4]. This -
ecan be explained by the faet that the pllot evaluates piloting

guality by all parameters at once -= g=foree (angle of attack),

piteh, ¢limb -- depending on the mode, distinguishing the aecep-=
tability of the response, evidently by Some one parameter. As

is known, the form of the transition procecess 1is determined, beth

by the peles and by the Zeros of the transfer funection. Parameters

Wy and £ are determined only by the pole of transfer functions (1)~

(4), and they ean bé suffleclent for evaluation of flight perfor-
mance with respeet to angle of attack (g-force), but insuffielent
for evaluation of the transition processes with respeect to pilteh
and elimb. Thus, static and astatiec systems can have the same
charaeteristic equations, but different transitien proeesses. | |
The more universal eriteria La/mo and n§/w0 were then proposed [4].

Parameter L, 1s the zero of the transfer function of the angular
rate of piteh, and parameter ng =L, V is the funection of

q
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sensitivity to g=foreces with respeet to angle of attaek, and 1t
depends on the flight mode. With n; < 15 d/rad, the pilot prefers
breclse piloting with respect to pitch and, with n; > 15 d/rad,
with respect to g-foreés. In accordance with this, with n® < 15
d/rad, the aceceptable regiensaare plotted in the (é%,

with n; > 15 d/rad, in the (;%, £) plane (Figs. 2, 3).

£) plane and,

The eonvergence of the

bep . WMd/ragd boundaries of the acceptable
@l LT TIT L regions was substantially
T T improved. It also was
Y P TN T determined that a pilot
G =1 ?::9:74::‘* prefers that, with decrease
e e e = = el NS 0 N in frequeney w45 L, decrease
o'l i e .
0,77 az'_qg.q4éjaa,fj.ﬂ 2'0 j'gz'gii Simultan-e@'us;lay and that ng
B _ _ be falrly large, sinee it is
Pig. 2. Aceeptable regions of easlier to eontrel in this
N A rad: 1. 2. 3 an case. The conneetions
ny < l? d/rad: 1, 2, 3. same between pitch, ¢limb, g=forces
as in Fig. 1. and angle of attack, can be
obtained from (1)=(L4):
& ) I A -
A 7210 d/vag (rmr+1)o=0. (= p 4 1), =
]5? 5 % T= =T
; _ vV 1 1
i e = Home s Y P S —'-0.)-, —r— ) =L l e
fz : Al e — _\—_ 7:::_77_7_ € ( Ll_l o )a La: o
4_ — i - V'_!f' ﬁ
TR PE T2 T T 17
a1 62 0364 064 SAEAE g from whiech the importance of
i parameter L,, which determines
Fig. 3. Acceptable regions with the time constant of motion,
n; > 15 d/rad: 1, 2, 3. same as 1s evident.
in Fig. 1. Based on the above, it /119

is natural to Supplement the
aireraft with an automatie control system, which would eEnsure
pilot and aireraft ecompatiblility., Tho rerions of zceeptable
pPileting evaluations, obtained by means of the Cooper rating scale,
are the compatibility region Pr‘ Systems for increasing aireraft

stabllity, usually synthesized by the prineiple of compensating
feedback from the observed components of the aireraft status
veetor, are suech supplementary systems. However, the develorment
of new types of aireraft, which are characterized by change in
the dynamic properties within broader limits, has resulted in

the necessity for development of more flexible flight controi
Systems [5].
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One way of synthesis of such systems 1s the use of the limit-
ing system methodx [7, 8]. A limiting system fixes the desired
pattern of the econtrol process. The desired pattern of the air=s
eraft control process should be selected from the condition of
the absence of aceeptable piloting ratings beyond regilon Pr'

The mathematical valldatien 6f the "desired pattern" of the
aireraft control process is difficult. As 1s noted in fel, "...
it 1s known that, in aireraft control, a pilot prefers a machine
which has 0.7 attenuation of the short period osecillations and a
natural frequeney of 0.5 Hz; however, ne one ean accurately say
why this is so "mathematieally!" It ean only be stated that the
pilot feels better with these values of the paraméters."”

The differenee between a limiting system and an actual mathe=
matical model of an aireraft consists of the reflection of the
physically existing aerodynamic and inertial cross connections in
the model. Thus, in the lonmgitudinal channel, flight altitude
and pitch ehange in controlling flight speed, and the pitch and
flight speed change in controlling altiltude.

In the lateral channeél, in controlling bank, the slip angle
and heading alse change. For large modern aireraft, a decrease
in frequency of the short periled oseillations is characteristic,
as a result of which, the freguencies of the long perioed and short
period oscillations eonverge and differ from each other by 3-4
times. With such a eonvergence, the frequencies of the two types
of oseillations begin to interact, which appears as a rapid
transition of the short period oscillations to long period. This
confuses the pilot, and it creates the impression that the air-
eraft is difficult to balance, or that it oseillates relative to
the balanced position [10]. 1In particular, this causes negative
responses of the pilet in the landing approach stage.

7 Tt also is noted that there are great problems in the methods
of evaluation of longitudinal controllability of such aircraft.
In this case, it is espeeilally desirable to obtain autonomy, both /1z0
in the sense of controel, and in the sense of uncoupling the R
coordinates. This can be achleved, by means of compensation for
¥ the effeet of the physiecally existing connections. Properly, the
: pilot performs this task, while holding the aireraft on a fixed
flight path. It is clear that the absolute séquence ol the
pattern of a limiting system corresponds to a complete change in
the dynamies of the initial aireraft and may be impracticable
because of limitations of the actual rates of deflec¢tion and
magnitude of deflections of the control surfaces, as well as the

= T e

l

lIn a number of studies [5, 6], adaptive system methods with
a reference model are used for the synthesis.
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limited nature of the actual engine thrust. The limitations are

; ineorporated for physical or economic reasons. The limitable
§ parameters are included in a minimizing cost functilonal of the
\ form
T i ‘o . o
1= 3 e + by dt + F & 0o Lay 1)
| § = _
; where u, 1s the contrel surface deflection; f, is the rate of
| deflection of the econtrol surface; a, and b, are welghting factors;
: F (g, wgs L> n;) is a function, which determines a given rating
: by the pilot on the Cooper secale.

We examine the Synthesis of a system of increasing longitudi-
nal stability in aireraft contrel. The equations of motion of the

fi aireraft in the space of states have the form
j X = Ax 4 Bu,

where X = (xl, Xz,...,xn)T is the n-dimensional veetor of state
of the airéraft; u = (ul, u2,...,um)T is the m-dimensional eentrol

vector; A is the square n=dimensional matrix of state; B is the rec-
tangular order of the (n x m) contrel matrix.

The desired aireéraft motion dynamics are assigned by the
equatien of the limiting system:

Xy = Mxm + NP,

where Xy is the n-dlmensional veeteor of the desired states; P is

Ms it D b PR ittt S-S AL

the m-dimensional veector of assigning values (pilot eommand); M
is the square n-dimensional matrix of the desired system dynamics
without commands; N is the reetangular control matrix.

The selection of matrieces M and N has to take place, on

condition of not golng beyond cempatibility regilon Pr. It is
known that rapld, aperiodic transition processes are considered
the most acceptable in piloting. Oscillatory processes can cause
the pilot doubt, as to the eorrectness of executien of a maneuver.
An aperiodlc damped process also is undesirable, since it can
result in less of confidence in the good working order of the

d system [11]. The most desirable, both with respeect to control and
L in the sensé of uncoupling the coordinates, are autonomous pro-

. cesses of the components of the vector of state. In this case,

: matrices M and N have to be diagonal.

I8
:
[
L

We define the limiting eontrol vector, for the case of abso- /121
lute following of the limlting system pattern. The conditions of '
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absolute followlng can be written, with allowance for tracking
errors

g= Xy=Xwlth im e=0.
x+XpM

Then, Ax % Bu = Mx + NPF.
From thils, we find the econtrel vVeetor
4 = B™E[(M = A) x + NP],

where B_l is the inverse matrix, determined from the relationship

b r
p=l_ _8
B Y

(here, B is the adjeint B matrix and |B| is the determinant of
the B matrix).

- It 1s seen from the expressions for eontrel veetor u, that
implementation ef suech a contrel prineciple ean reguire complete
observability of the veetor of state and knowledge of the A ahd
B_l matrices at each moment of time. The control system can be
synthesized, by using the tracking error between the aetual and
desired metion, as a part of the minimizing cest funetional

T
hggﬁm.
o

A diagram of the control
system ean be represented in the
form of Fig. 4, and the task can
be reduced to determination of
the B-1 N and B=l1 (M - A) matrices,
on condition of minimization of
the functienal:

Pig. 4. Control system

diagram. T m ; T
1= (izl a4 by dt + F E o Lay ") + { eat.
= ; 0

4]

; Thus, the problem of synthesis of a control system, in the
& early stages of design of an aireraft, can be stated as the problem
il of optimum synthesis of a systemn, which ensures that the aircraft

s being designed obtains aceeptable piloting ratings by the pilot,

2 wWith conslderation of limitations on effectiveness of the controls.
d ihputs and rates of

Moreover, determination of the regulre
iven level of pileting

deflection of the controls, to ensure a g
ratings, is possible.
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Tnvestigation of One Problem of an Ergatic Group
Differential Game

) N. P. Shvetsov
Cyberneties Institute, Academy of Sciences UkrSSR

A differential game of pursult of one dynamic object
by two other objeets is considered. How new events
introduce a second pursuer into the set-up and solution
of the game, compared with a similar game of two objects,
is demonstrated. Player strategies are synthesized for
two examples of such games. The applicabllity of the
solution obtained to6 the synthesis of an ergatic control
system is discussed,

It was shown in work [1] that one stage of synthesis of an /122

ergatic differential game system (EDGS) 1s the determination of
strategies and algorithms of the control of objects by analytieal
méetheds, for a simplified model of a game, so that, in ergatie
simulation by more complicated models, the strategies produced

as the rirst approximation are used.

In various fields of science and engineering, for example,
economics, military affailrs, automatic eontrol systems, conflict
situations freguently are encountered between groups of dynamie
objects or processes. Dynamiec processes in confliet situations
are the subject of study of differential games theory. However,
at present, differential games theory has coneentratéed the primary
attention on study of conflict situations between two dynamiec
objects, each of which has opposilte interests. In the field of
group differéntial games, when groups of dynamic objeets partici-
pate in cenfliet, there are no fundamental theoretical developments.

Therefore, there is definite interest in study of the simplest
group game situations with dynamic objeets, which can be controlled
by ergatic contrel systems.

one such problem is the preblem of pursuit of one controllable
dyunamiec object by two other controllable dynamic objects. We will

call such a game situation a [2 x 1] dynamie game.

It 1s shewn in the artiecle, with the example of one such - /123
game, how new events arilse in the set-up and solution of a [2 x 1]
game, compared with a2 similar [1 X 1] game.

A [2 x 1] dynamic game can be described mathematically in the
following mhanner.
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Let the equations of motilon of the pursuers (first and
second, respeetively) be desecribed by differential equatilons

Xl = Fl (Xl.: V43
Xa = Fy (X Yo (1)

and the behavior of the pursued, by the differential equation

Xw;ﬁ(XmUd_ (2)
Here, X,=l J _3=l ] are the phése coordinates;
X1
i,
Ul [ Jr [ i ]
? lam are the eontrel vectors ef
f the first and second pursuers, respectively;
Xgy | 4a
Xy = ":} Ups= .- are the phase coordinates
X1n Hap
and control veetor of the pursued.
Generally speaking, eertain limitations are placed on the
eeerdinates and eontrols:
{
X{@Qxﬁ; UEEQH!‘ 01= 1!2» 3)' (3)
‘ Fwnetiens,Fi (xi, ui) are the piecewise smooth funetions of their
3 arguments. _

The game ends, when the first ones fullill the relationship

(g = %31 (] ¥pe = %2 ) o ) = xa) U (x"l R IR (4)

M\ & = Xap) = true, Ign,

l.e., when the first & of the phase ecocrdinates of the pursued
equal the ecorresponding % coerdinates of one of the pursuers (it
is not important which).

i A ey T o

The fee is the time to the end of the game. The goal of both

. pursuers is to decrease the fee to the maximum and the goal of

v the pursued is to inerease it to the maximum.

i; The formulation of the problem presented basically coincides
with the eclassieal formulation of a differential game proposed in
work [2]. The only new fact in the formulation of the [2 x 1]
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game is the fact that the terminal spectrum turns out to be uneven /124

in this case.

_ Actually, the goal of the first pursuer is to reach surface
L. = {Xis X917 XBl""’Xlﬂ = ng} in the minimum time. The goal

1
of the second pursuer is te reach the surface L12 = {Xi: X5y = X31,

csXg = x3e} in the minimum time. Consequently, in a given game,
the surface, to which boundary conditions are assigned by the
method of Isaaes [2], for the Isaacs equation, is the combination
L1 U L2, i.e., it is two intersecting, f%-dimensional planes.

Tor solution of the game by the method of Isaacs, this leads
to the rise of at least two new barriers, compared with the similar
[1 x 1] game.

We illustrate this with a

¥y X simple example. We ccnsider &
£ A [2 x 1] game con a straight line
(FPig. 1). Let points P, and P,

Fig. 1. be located on different sides
of point E, and let the equations of motion be written

for .
P-l‘: x;l. = U Iyl E <

for p,‘,.;_x2 = oy, |ty | < 2, (5)
for Eixg=u fu|<Lb,
where v., v, are the Pl and P2 eontrols, respectively; u is the

E centrol.

The goal of Pl and P2 is to reaeh E in the minimum time; the

goal of E is to aeiay the time of capture te the maximum,
The solution in thils example (as in the next one) is obvious,

but it now is important to us to show how new difficulties can
arise in the way of formally obtaining it%.

We write (5) in a system connected with E:

= (6)

y§ = v, — 4,
where X = Xq = X3; y = Xy - x3. By using the method of Isaacs,

we obtain strategies for Pl’ P2 and E. We formulate the basic

eguation
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mmmax[lV vy = Vo =V, +V,,)u}~—--l (7)
Uy,
, v o _ ]
where Vi=gp Vo= .al’@,J) is the ecost of the game. From
(7), we obtain optimum strategles as funetions V_, Vy:
E!;- ay gan. ;ei;aESgnvu' (8)
= —bSgn V4 Vo)
By substituting (8) in (7), we obtain
. ~ y 5 1 0 T P S 4 V ._______1 (9)
=qV SgnV;—-aV,SgnV,+ bV, V,)Sgn V.V
We write the eguation of characteristies for the equation in par-
tial derivatives (9), using as the indepen@ent variable v = =t +T: /125
d - m@ (10) :
=i =0 :
The terminal regilon in this example consists of two half '
lines:
L=y yix=s, y= 0}(0 sa<oow) -
where 84 and 5, are parameters.
The boundary conditions on L. are the following: V]L = 0.
Ly
From this, .
'sl-'-_-Vy‘l'@;io‘-
Moreover, according to the sense of the funetien,
) VXIJI,-;>0'
(12)

(13)

After integrating (10) with these boundary cenditions in the

vieinity of straight line L., we obtain
Similarly, in the vieinity of straight line LZ’ we ebtain

V=== G




_ It follews from (12) that, in a certain vicinity (I) of line
Ll’ the stratégy Vl = -1, u =b is the optimum, and the strategy

for Pg is not determined (V
on P2 in this reglomn.

W

0), and the game does not depend

Similarly, from (13), in the vielnity of line L2, there
exists region (II), in whieh the strategy Vo T 85, U= b is the

optimum but the strategy for Pl is not determined, and the game
dees nhet depend on Pl in this fegion.

But these strategies were obtained, only in certain vieinities
of the terminal regien. From the type of the equation of charac-~

teristies and the boundary conditions on the terminal surface, it
feollows that barriers have to exist, in which funcfiors V and Vy

are subjeet to interruptiens. We find these barriers.

For all the initial conditiens frem region (I), the game does
not depend on Pg, i.e., trajectories beglnning in reglon (I) with
any V2 have %o intersect line Ll (x = 0).

From this c¢onditien, we find Lhe first barrier, as a tra-
Jeetery with vy = al, u = b, vy = Z, whieh passes through peint
(@, 0), with a maximum angle of ineclinatien te the axis y = 0.

The trajectories in region (I) are desc¢ribed by the éguations

xé(al—;-b)'r,

The maximum angle of inelination of the flight.path will be at /126
Vg = a5 (s = 0, sinee y (0) = Q). Consequently, the first

barrier i1s written

1
(=]

s

1"

§==-

|

|
&

x. (1id)

12

Similar reasoning for region (II) leads to the definition of
the second barrier:

az—b
2,45 ¥ (15)

Funetion V is assilgned to these barriers, equal to

==

?féh' on the line gilven by equation (14),
Iy = : .
Ty (16)

@=b  on the line giVen by eguation (15).

—
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After integrating equation (10) with boundary conditions (16)
we obtain the cost of the game in regien (IIL) (between lines (14)
and (15)):

; _ X =
Vi ===

Ed -
el (17)

Sueh strategles as Vv, = -8y, V5 % a, are optimal in this

reglon, but the strategy For E 15 not determined (sinece VX** Vy =
o).

Thus, the solution of this problem is the following:

a. in region (I), the game does not depend on P,; in this

G L= - U = - v = K }
gase, Vl *‘al.’ u = b’ v al--b J

b. in region (II), the game does not depend on Pl; in this

G ) y | = g = F |'é_7y .
case, Vy = ay, w=b, V e H

|1
I
[

¢. 1in region (III), vy E A, Vy = ag, v and u is

al¥§é’
seleeted, so that peint (x, y) belongs to region (III) all the
time (Fig. 2).

In this manner, the intro-
duction of the second pursuer 1nte
the pursuit game results, in
solution of the game by the method
of Isaacs, flrst, in an inerease
in dimensiong of the game w,
second, to the rise of at least
two new barriers, c¢ompared wilth
the similar [L x 1] game. Bug,

) the inerease 1n dimensions of
Fig. 2. the game and multiplieity of

, barriers, as was pointed out in
work [2], ereates Serious difficulties in the way of using thils
method. Besides, the method of Isaaecs does not take Into aeeount
charactepristics connected with the introduection of man into the
eontrol eilrecuit,

127

A follows from work [3], in the synthesis of ergatie control
systems, the methed proposed by V.V. Pavliev [4] can give good
results. We show how this method 1s used for a simple [2 x 1]
pursult game in the plane, and what eharaeterlistiés are added by
intreduction of a second pursuer here.

I
LW}
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Let the players have sSimple
movements and let the equatlons
of motion of the purswers and the
I_-‘-b)ln-away be the following (Fig.
3):

n=using, 0g UL ay,

Y= 1,008, 0@ <2,

abg'r:u-ﬂs'in%, Ogu, La,, (18)
Br=1y0050; 0L py<<2m,

f=uvsing, o<LvLh,

Jo=veosh, 0P m,

where Us, ¢4, (1 = 1, 2) are the equations of the i-th pursuer;

v, ¢ 18 the equation of the runaway, in whieh b < a1 b « a‘z'

The game ends whenone of the pursuers (1t is net impertant which)

overtakes the runaway. The fee is the time of ending the game.
We introduce the variables

Qxlé"x;_—,xa, Ax, = Xy — ¥gi A

Agi=p=Yn App=th="Ys (19)

We transform system (18), with (19) taken into aecount and
considering 56,3 and 373 te be unknown perturbations

d_—ﬁ;‘fi = uysin g, = % ;
-%%;Lgu.,eesrplaf-%. (20)
Qﬁf— = u, sin @, —_--—%% ;
gﬁf’ = u, COS tp,a%.
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Sinee (Axl, Ayl) and (Ax2, Ayz) are connected together enly

through the behavior of the runaway (7%§3 dy3), having ensured the
ki d

invariance of variables Ax:, y with respect to ( dt’ 7%;0, w3

obtain a compensated control problem, where each pursuer selects /128

a eontrol, regardless of the other More precisely, vhis rela- -

tien changes from a dependence between differential equations

to a dependence between reglons of permissible econtrols Qp v?

Qp v (see [U4]), remaining avallable to the pursuer. L
2

We formulate funetional eguations of absolute invariance of

variables Axl, Ayl, ax,, Ay2 from dx3, dyas:
dt dt

N dxs L
iy SH Qg = — = Dy SI0L

Tdr

uIGGS(jJ;-ij—'“ﬂLGGS‘PL' (21)

. _dx, B
Ly S @y = d‘ = sin Qas v

dy,
Uy €0S Gy = dy = p, €08 @y,

where p, are the individual controls of the first and second
pursuers, reéespectively:
Pi € Qp.m Pa E Q'Pnﬂ' ( 22)

Equations (21) determine the pursuer strategies in the form

=hiei ),
i = &@lﬂfﬁj' =12

The individual controls Py are found from the condition of
the optimum speed of driving the compensated control system:

dixy . dbxe L oy
S =psine, g —h SN P (23)

Ay _ 4 dAs . cos.
ffgty_-# =pyeosqy, g — PaCoSh
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in the set .
L = {Ax;, Ay (Axy =0 ) Ayy =0) U (Ax, = 0 ) Ay = 0)).
The permissible reglons Qp1V’ ngv’ from which D1 ¢l and Py,
¢ are selected during optimization of system (23), are determined
by eguations (21), or (which is the same) by the eguations
v dys ..
Py = Uy —< %‘:“- sin @y — —'gﬁ- CoS Py, (24)
Py = tlg = J‘E"L sirl g, — %1’; €05 Py
Equations (24) speeify a family of regions (for various %—%,
dys = —
Tﬁ?)’ bounded by curves of the fourth order (Fig. 4). The inside /129

envelop of these curves bounds regionQ =) q . This region is
Py ¥V P4V

called the determinate (guaranteed) control reglon. The solution

of the compensated control problem by system (23) with the

limitations specified by equations (24) can be found, for example,

by the dynamie programming method.

As a result, we obtain the
following solution:

" Poosy
si-na S—. S
P = = " n T (ALY ' ' B
V @y + By I r s  (25)
cos §; = B | SR
L V@&F + G |

And pq and p, are selected from

the eonditiéﬁ ofﬂthe maximum of
(24), with ¢i = ¢i’ i.e.,

;. di. .= -i
Py = 4y == :d.l‘f,_ 510 ¢y = _..q:l!_"_ cos (P:L,

~ar
: - . : (26)
pr=0y— —fﬂi sin @y — %Le@s Py
Thus, from the point of view of the pursuer, the problem is
solved, and its solution is given by expressions (25), (26) and
(21). ’

We turn now to finding the strategy of the runaway. In
[1 x 1] games, in thelr selution by the invarilance method, the
strategy of the runaway can be determined from the econditiens
of maximum constrietilon of region va, of the permissible equations
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Tn a [2 x 1] game, there i

for the ecompensated control problem.
are two regions §_ . Q. and, by reducing one of them, the runaway !
PV pyV ;
can inerease the other (i.e., play up to one of the purSuer's).
In our example, from (24) and (18), we obtain
p-_1,=u=1e--UGE)5(‘llJ-—(Pﬂ- .
pPa = tiy = veosfh— @a)- (27)
It is seen from this that, having selected v = b, the run- '
away simultaneously deereases @ and @ . Consequently, the :
PV PV B |
optimum for the rwr "way is i
)
¥ = b. (28)
Concerning selection of the optimum direction of escape ¢ 1b is
more complicated here. We write game equations (20}, with (28)
and optimum pursuer strategies (25) and (26) taken into account:
ddx, _ — g I Wa——— T
—dr 1 ‘/(Axll)g_‘l_(ayl}:
(Y R — _ A - " (29)
A v e
i g B _psing
@ S VBny -+ By '
s e B pe
= e VErmy "
Tt is more convenient to write this system in Ty, 24, Tss Go /130
coordinates, where _ |
o= VB CuP =
%’T‘_ = =—a; + beos(w — P,
doy _ bsinfey —¥) (30)

5t

gy, = =y 4 beos(et, = P

]
id_e _ l?Sll’ll(dg _,‘p)
= -
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That function ¥(t) must be found, whiech ensures the maximum
timé of penetration into the set

As was shown in the first part of the article, a [2 x 1] game
has at least twe barriers, whileh divide the entire phase space of
the game into three regions. In two of them (which are adjacent
to the terminal reglon), the game does not depend on the behavior
of one of the pursuers and, consequently, 1t degenerates into a
[1 x 1] game. In the third region, the behavior of all three
players 1s significant. Therefore, for determination of the
strategy of the runaway, one must be able to determine, first of
all, the region in which the eurrent coordinates of the game are
located.

We write system (30) in the form of twe of differential
equations of the second order:

;-;E— ==}3—'Tbg—(""1+ al;
. ! . (32)
Fy = '—?[fbgé(‘fg + a2f)
with initial conditiens
) =rh r)=—a +beos@l—) (i=1,2).

If current coordinates rg, fg belong to regiens, where the
behavior of the second pursuer is insignifieant, the runaway
evidently_has to run away from only the first, and the optimum ¥
for him: ¥ = aq. Then, the time for ending the game Tl = /131

rO
—L (rig. 5).
a,-b Similarly, there exist such

i 0 .0

Tys Ty in which the game does not

ggf Xi(7),42 (7)) depend on the strategy_of the
" first %ursuer. Then, § = &, and
 Teww ry 7
S X T2 T (Fig. 6).
) -

If, with v = aq, there
exists sueh a tl < Tl, in whiech

r, (§) =0 and, with y = a,,

there exists such a t, < T,

D, 2? in



which ry (tg) = 0 (Fig. 7), it means that the current coordinates
of the game rg, fg belong to regions of a [2 x 1] game, and ¥ = .,
Yy = @, are not optimal for the runaway. In this case, it 1is
proposed to find a ¢, in whieh there exists a T (Fig. 8), such
that

() =ry, (1) =0, | (33)

i.e., it is proposed to find that strategy ¢, for which system
(32) would satisfy boundary condition (33).

Thus, the followlng procedure
woo for determination of the strategy
N of the runaway, with the use of

a eomputer, cean be proposed.

1. For given initial condi-
tions r,, fg, system (32) is

simulated, with ¢ = ¢, = a4 T;,
Fig. 7. X 1 1 1
Té are determined, suech that ry
I ‘ 2
: (M5 (T)=0 iy = 4+ aly o ;
(Tl) ,D’ r, (T2) 0 and, if
Ti < Té, = %q s ctherwise,

paragraph 2.

2. System (32) is _simulated,

S £ F = = T8 i T2
with ¢ = ¢2 @5, and Tl %nd T2
are found, such that rl(Tl) = 0,

2, _ 2 =2
ry (T2) = 0. And, if T2 < Tl’

¥ = y,, otherwise, paragraph 3.
51 *wg
3. The iteration procedure ¢ = —m—

.

4. System (32) 1s simulated for a given ¢, and &, and t, /132
are determined, such that ry (tl) =0, ry (tg) = 0, And, if

tl = tz, $ = ¢, otherwise, paragraph 5.
5, If t; < &, (i.e., with a gilven ¢, the first pursuer 1s

more dangerous te the runaway), ¥ %igiiﬁ , otherwlse (the second

2
P #y ;
is more dangerous), ¥ ;,Eﬁgég’ and we proceed to paragraph b,
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Thus, the methed based on the prineiple of invarilance permits
determination of the eptimum pursuer strategies. And, determina-
tion of the strategy of the runaway ig reduced to the problem of
optimum eontrol, with an uneven terminal region, for solution of
whieh an iteration procedure 1s proposed.

It is evident from what has been considered, that the intro-
duction of the second pursuer complicates the problem for the
runaway. Instead of primitive running away in the ease of a
[1 x 1] game, he has to selve an alternative problem: which of
the pursuers is more dangerous and, if both are dangerous, in
whieh direction to run.

In coneclusion, we note the possibility of the use of the
results obtained for the synthesis of ergatic control systems.

1. A runaway player algorithm is proposed for a computer,
whieh permits determination of the region (see above) of phase
space, in whiech the current point of the game 1s located, i.e.,
determination of the mest dangerous opponent of the two, and
presentation of this information to the man.

2. A procedure for the computer was determined, which permits
the man to be given the optimum direetion to run away, 1.e., the
direction of rovement of a dodging dynamic objeet.

3. The strategy ecaleulation algorithms can be used, for the
synthesis of deviees for thé display of informatien on a dynamic
objeet participating in a group game, presented to a human operator
in a control system.
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Theoretical-Experimental Tnvestigation of Qualilty
Criteria for Complex Control Systems

A. N. Voronin and V. D. Syabro
Cyberneties institute, Academy of Sciences UkrSSR

Questions of the optimizatlon of ergatie control
systems aye considered. The use of the method of refined
estimates isfproposed in plotting the quality eriterion
response surface, in mcordance with the algorithms
obtalned in the work. '

In studies devoted to the development of the theoretical- /133
experimental method [1, 2], the question of the importance of )
correct selection of the quallty functional of compliex eontrol
systems was considered earlier. The degree of correspondence of
the synthesized system to the requirements placed on it depends on
how correctly the individual qualify eriteria were selected and
the generalized funetional was syntheslzed on the basis of them.

The theoretical-experimental method proposes the synthesis
of a quality funetional, by means of expert estimates; in this
ecase, the conduct of several iterations 1s provided for. Since
somewhat different requirements are placed on formation of the
functional in different iteratlons, different problems face the
experimenters.

The most complicated problems are solved in the first iteration,
since infermation on the operation of the system is minimal at this
stage, and net only the relation te which the individual eriteria
are subordinated in the generalized functional must be determined
but, also, the form and number of individual criteria themselves.
0f course, solutien of more complicated problems entails inaccuracy
in synthesis of the functional, elimination of which is carried
out in the subseguent iterations.

The synthesils of the generalized functional in the first
iteration is carried owt in several stages. These stages include
determination of a set of individual indices, which it is desirable
to take inte account in synthesis of the control system: selection
of the most important indices from this set, which then are
included in the generalized functionalj determination of the form
of combining the individual indices in the generalized funetional.

After the quallty funetional has been obtained, a model of
the econtrol system is synthesized, and the system is optimized,
on the basis of this functional.
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The second iteration of the quality functional synthesis then
follows [2].

The essence of it is that the experts are presented with a
model of the system, synthesized on the basis of the functional
obtained. They can become familiar with 1ts operation under
various coaditions and, on the basis of this information, introduce
thelr corrections into the estimate of eriterien I. A new model
is projected, on the basis of fthe new erlterion, ete.

Thus, the proecess of formation of an eoptimizing functional
is organically fused with the process of synthesis of the control
system. :

Sometimes, the task of the experts can be made easier in the
second iteration.

The faet is that, in the investigation of a control system 134
with a fully determined structure, 1t can turn out that the number
of individual criteria inecluded in the generalized functional is
high, and that part of them have a negligible effeet on the value
of the latter and, consequently, these criteria can be rejected,
without the introduction of signifiecant error inte the results
of the investigatilon.

We note that the theoretical-experimental method is extensively
used in the investigation of ergatié systems. This is connected
with the faet that a characteristic feature of control systems
with huiman participatien is the probabilistic nature of the con-
trel. This feature is the reason for the inadequacy of a purely
analytical investigation procedure. The use of the theoretical-
experimental method enables reliable results to be obtained. in
acecordance with this method, parametrie optimization of the system
is earried out experimentally on models, with the use of a par=
tieular one of the known search methods. One possible way of
solution of the problem of the search for the extreme of the
quality functional is an approximation of the response function
with an approximating funetion. in this problem, it is proposed
[3] to approximate, not the generalized functional, but the
individual eriteria of which they eonsist. The known relation
between the generalized funetional and the individual criteria ig
propesed:

I = F (Il, Ig,cql,ln), (l)
where n is the number of individual eriteria Ij. Therefore, if

the form of the approximating function of the individual criteria
is known, the value of the generalized functienal c¢an be found
at each point of the parameter space.

If optimization of the control system is carried ouf by the
method indiecated, by condueting a statistical analysis of the
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generalized functlonal, a quantitative evaluation of the effect
of each of the individual indices on its vaiue can be obtained,
and a conclusion ean be drawn, as to the degree of importance of
these lndices. The response functlon of each criterion (i.e.

the dependence of the criteria on the optimization parameters)
gan be approximated by a regression equation:

I,;amxo—.i.—aﬂml-f{i— s Xy - 8, (2)

where Xg is the optimization paramsters, Xg = 1; “ji is the re-
gression coeffileients; k is the number of optimization parameters;
e 1s a certain addition, which allows for the difference between
the aetual values of eriterion I, and its value, predicted by the

J

regression equation.

By having a series of experimental vailues of Iju with various

Xgyo estimates aji of the regression coefficients a5y can be
obtained by the least squares method. The following system of
normal equations is formulated for this

Cao@v F Coy@it <=+ = Conttj = djo,

oo F Culi + «+- = cnap = dp,
.................... ( 3 ‘,
Oy A Gyt A -+ A Culip = dity

where /135

Zxru[u (JF,S:G}' lv"'v k)?

N is the number of experiments.

Solution of the system gives *he desired values of coefflcients

a and the resulting egquation is writfen in the form

J’

Iy = apeo -k apa -+ + Gy ()

With the relation of (1) and (4) known, the optimum values cf
parameters Xy i.e., those values, at which generalized functional
I reaches the extreme, can be found by one of the known methods,.

For a statistical analysis of the generalized functional, for the
purpose of 1ts possible simplification, the regression crlterlon
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of imporftance [4] is used, modified, in accordance with the speecl-=
fics of the given problem. Subsequently, without lesing general-
ity. we consider the case, when function (I) is represented in the

form q
I = Z ‘\’,1.1' i _
= (5)

where g is the number of individual criteria Ij and y. 1is weight=
ing faetors. ‘ J

Tables of statistical data, presented in the form ef points,
at which the experimental values of generalized funetional I and
the regression values of individual eriteria ij’ determined from

expression [4], are known, are the initial material for analysis of the
functional. The relatlions between these values at each point are
deseribed by the equation

=% e (6

=1

_ The stages of application of the general regression eriterion
of importance are written in the following manner:

1. We determine the sum of the squares

| o

t{
[l
&

u=l

Sp= Ve v [, X o f,
R 8.,,——2(1“-—1;] wfﬂ.,abz: ‘)

in this ease, the number of degrees of freedom fg = N - g = L;

2. We write a new expression for generalized quality ceris=
terion I, in which we drop out those terms which we intend to
disregard, if the hypothesis ef the small importance of the
corresponding individual criteria proves to be true;

3. We determine a new sum of the squares, econnected with p
remaining coeffiecients

S=§(!=zv!) f,,=zv.—l[p—x;

u=l =it

4. We obtain the sum of the squares connected with &
rejeéected eriteria

~
I
LA
{op)

"-SIE'SPI"!SRs fi=q=p '
5. We find the F ratio

p Sl (9)
F=sim
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and we compare it with the table values for the level of importance
adopted., If a value obtained from expression (9) is less than the
tabkle value, the hypothesis of the low importance of the individual
¢rlteria under study ean be acceepted. These eriteria are rejeected,
and extremilzation of the simplified quallty functienal 1s carried
out by computer. Coilnecidence of the results of extremization of
the simplified and complete functional eonfirms the correetness of
the simplification adopted. The second iteration in the control
system synthesis then follows.

The use in practice of the procedure reported, in the synthesis
of one ergatic system, enabled the number of individual criteria
ineluded 1in the generalized funetivaal te be reduced from 6 to 3.

As was noted above, the present methed is applicable, when
optimization of a eontrol system 1§ carried out, by means of
approximation of the quality eriterion response functlon with
regression equation (2)

1 = capko = Sk T
(we will drop subseript J, which designates the number of the
individual eriterion, in subsequent reporting of the material).
It is specified that estimates a, of regression coeffieients oy

are found by the least squares metheod. It appears possible to
find these estimates by the refined method proposed in work [2].
In this woerk, algorithms are deseribed, for the caleulation of
estimates X_ for mathematical expectatlen . of the random function

under study and s2 for dispersion DX. The distribution rule is
considered to be known.

By making a cemparison between the phenomena studied in work
[2] and synthesizing approximating functlens, we note that, in
essence, the same process is conslidered in beth casés, Wlth the
difference that, in the first case, only one parameter m, is

estimated and, in the second, group of parameters « Therefore,

j_‘-.
the refined estimates method can be applied to the determination
of coeffiecients a;.

We return onece more to finding estimates a, by the least

squares methed. Sinée the quality crilterion response funetion is
appreximated by equatien (2), we ean write an expressien for =zach
peint of the experiment:

Iy = tgXou F ayX1a 3 -+ o < @pXpu F €, (10)

where I 1s the experimental value of the eriterion and Xs are
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the values of the optimization parameters at this point.

The essence of the least squares method 1s that coefficlents /137

a; are selected from the conditien of the least sum of the squares
of the deviations of the quality criteria values obtained experi-
mentally from the values, predicted by the regression equation.
Mathematienlly, this requirement 1s deseribed in the followling
manner: :

S.

[

g= (Iy = CugXoa ="+ " "—'%"‘“k’xku)z = min.
& !
For determination of exaet values of a,, all possible combina-
tiens ef Xy and I nust be studied. This corresponds to the conduct

of an infinitely 2large number of experiments (N + =) but, sinece
the number of experiments N always 1s finite, we ean find only
estimates a, of coeefficients a,, which we refleet in writing down

the following expressioen:

1
b=

_
il
I

(11)

If the elassical least squares method is followed, after taking
the partial derivatives over a, in expressions (11) and egquating
them teo zero, system of normal equations (3) must be obtained, the
solution of whiech gives the values of estimates a; of regressioen
¢coefficients a,.

We return to expressiom (11). It can be noted that, with a
very large number of experiments, each of the terms of (Iu - a4

gy = **° akxku)2 proves to have a negligible effeet on the
total sum. With de:rease in N, the role of each of the terms
inereases and, with a iimited number of points, it beecomes
appreciable. In accordance wifh the procedure in werk [2], with
each of thése terms, we intredu¢e a ecertain ecefficient qu, which

characterizes the deviation at each peint, of the experimental
value of erilterion Iu from its value predicted by the regression
eguatien '

N i -
S= 2 g, tly— a¥ou=~+* — Q¥ (12)

=i

in which
N.

: 4
1]_\4,2
=
Il

(13}
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Then, the system of normal equations takes the form
b'ouau + bblafl +‘ SRR bufeﬂ-k = bu. »

bio@p 4 Dyy - -+ F by = by, (14)

bkﬂan F bmay = o0 bty = bk!

L N
bj's-,-;-— bs’ = E qi"xrux‘u' b’ = E Qfou'Iu (i'r! S = 0‘. ‘i: ey k).
where deal a=

In the derlvation of system of equations (14), we used a simplifiled
formula whieh, for the case of normal distribution, has the form /E@

i 1 o]
ﬂ-f?ipi[% e (f, 2= T
u% exp [e oot u— lu)‘]
where 1:; = goXou F MyXy T |
o
In view of the faet that 4y, is a funetion of coefflcients a;:

Py = ‘P(at)’ i
system (14) is solved by the iteration methed. The iteration
algorithm is written in the following form: -

bog 1] @q 4= b [flay+ -+ +bo [¥)a, = bo I,
byo [0 @p 4= by ey = <+ < bl ap = byl :
bro[l]@o + b [l ay 4 «+- bl ay = by [, "
N 16
bys [1] == b [l} = 2 Gy [0 % rusus (16)
=l
N
br ['ﬂ = z u ['t’]‘xm[gv t 5‘@ [01 k]l
=1 _
e[ g te=Te = 7]
q:; M] = __N_ S 1*_ *:.. e
E exp |.‘_"' ‘0F8 {fy =1yli= “)’]
. u=l i :
qullll = 'l-, :
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where % is the number of iterations.

In the last formulas, we replace unknown dispersion @2 by its

estimate s, whieh we determine by the traditional method:

N ~
2 (fy = L)

=
$="FzF=1

(17)

The itération process terminates upon reaching the condition

N & N
S LM =LE=1]<M
a=l

where A is & fixed small value.

The theoretical positions stated were approved in practice.
An ergatic control sysStem was investigated, in the optimization
of whieh, three parameters were varied. The quallty functional
approximated a surface of the second order. The experimental
values of the functional, the values of the funetional prediected
by the regression equatioen by the least squares method and those
values, which were predicted by the regression equation with
refined coefficients, are presented in the table.

i 2 3 q lﬁ l [ 7 8 9

lyeo & 1,30 ] 364 | L7U | 181 | 164 | 167 | L7 | 151 1,83
lp.xop| 131 | 330 | 184 | 175 | L2i | 168 1.98 | w9 | L7
lmep @ 132 ] 343 | L72 | 183 ) L17 167 | 192 | 162 | L85

d Mponoameitie

10 0] 12 13 i 15 i6 17 18

byer gt 1480 | 109 0,95 L.37 1.34 1,22 1,23 1,09 0
Ipwoi| 138 | L23 | 0951 151 | 161 77 ) 083 | Lld 1,20
leap @) 124 | 117 ] 088 | 159 | 146 202 | 1,02 | LI6 | 102

b

Key: a. I

o. ;reot mean sguare

experimental

Iit eration
d. eontinued
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In comparing these values, 1t ean be noted that 10 values
predicted by the regression equations with refined coeffilicients
were closer to the experimental values, 4 remained neutral, and
4 values, which rather poerly corresponded to experiment, de-
tericrated somewhat.

Extremization of the funetional was carried out in a M=220
digital ecomputer. Optimization parameters Xqs X and x:;3 ehanged

from 0 to 0.4 arbitrary units.

As a result of the caleulations, a reglon of loealizatlon of
the extreme was distinguished, which was determined by the following
values of the optimization parameters:

0,05 < %, < 0,15,
0,10 < x, < 0,20, (18)

Besides this, experimental extremization of the quality
funetienal was carried out in control system models, with the use
of the simplex search methed [5]. The resulting region of the 5
extreme is defined by the inequalities (the data were taken from .
the test protocol): )

0,097 < x;, < 0,189, )
0,097 £ %, 0,220, | (19)
0,252 %, < 0,400.

As is evident from a comparison of expressions (18) and (19),
the approximation data obtained by digifal computer are in good
agreement with the results of eptimizatien earried out in the /140
models. But, the results of (18) wére obtained with the use of
% s?bstantiaiiy smaller number of experiments than the results of
19).

Thus, the experimental verification confirms the possibility

of approximation of the quality eriteria of a control system, in
accordance with the method reported in the present study.
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An Ergatiec Digital-Analog

Y. V. Pavlov and V. L. B
Cyberneties Institute, Academy of
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Questions of the structural organization of a digi-

tal eomputer-analog computer-digital
ergatic digital-=analog complex are ¢
computer=digital differential analyz
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An ergatic digital-analog complex is
digital-analog computer compleX, eclosed
ergatie system.

Interest in the synthesis of digital
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of manned flight vehicles and the deficie
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Subsequently, the synthesis of digit
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in computer technolegy have attempted to
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Such digital=analog complexes have become mest widespread
for the investigation of ergatiec systems.

The most widespread computer technology resources, with
great versitality and a wide fleld of use, are digital coemputers
(b¢), analog computers (AC) and digital differential analyzers
(DDA) or digital integrators (DI).

DDA and DI are one ¢lass of computer [2], which operate with
inerements of variables and whieh differ only in the number of
bits in the presentation of these inecrements. In abbreviated form,
we eall this elass of ecomputers DDA/DIL.

Possible alternate deslgns of digltal-analog complexes, made
up of AC, DPC and DDA/DI, are deplected in Fig. 1.
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The AC=DC complex, which is versatile and has a wide field of
use, has become widespread. However, experience irn the use of /142
this type of complex for the solution of practical problems has -
uncovered its serious deficieneies. The basic deficiency, in our
opinien, in AC=DC complexes invelves the great difference in the
speed and accuracy characteristics of AC and DC.

The AC preoducés an error e > 10"2 % but, in the DC, theoreti-
cally, any caleulation accuraey can be achieved, on condition of
aceurate assignment of the initial data. This AC solution error
is guaranteed 1n a limited range of solution times, while there
are no sueh limitatiens in a DC.
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The opposite is observed in the speed characteristics. Very
high speed can be achieved in analog elements, limited by the
speed of prepagation of electricecal signals through the elements of
the analog eguipment, but the high speed of the DC is significantly
limited by the cyele rate of operation of the elements and the
sequential method of implementation of algorithms in the processor.

In the last two types of digital-analog complexes, AC-DDA/DI
and DC=DDA/DI, this defileciency exists te a considerably smaller
extent.

Aetually, a DDA/DI has the remarkable property of flexibly
changing the speed and accuracy characteristics, which are con-
nected in a linear relationship [3]. Therefore, the DDA/DI has
the ecapability, by means of inereasing the error, of inecreasing
the speed of solution of problems and vice versa. This remarkable
property of the DDA/DI permits their speed and accuraey charac-
teristies to be brought together with the AC or DC, in the develop-
ment of AC-DDA/DI and DC-DDA/DI complexes.

As a result, we obtain a more uniform computer system, in
which the slower machine impeses limitations, to a substantially
lesser extent, on problem solution time, and a machine producing
a large error does not upset the stability of the solution tec tThe
same extent, as in a AC-DC complex.

There is great interest in digital-analog complexes, formed
by joining all three types of computers, AC, DDA/DI and DC, into
a system.

Two types of DC=DDA/DI=AC complexes are depicted in Fig. 1ld
and e. In the complex depicted in Fig. 1d, the leading role is
assigned to the DC, which transmits ome part of a problem to the
AC for solution and the other, to the DRA/DI. The defielencies
of a AC=DC complex are retained in such & complex, but the use of
the DDA/DI permits the calculation error to be partially decreased,
compared with solution with this part of the problem by the AC.

A more interesting and promising complex is the digital-
analog complex dipicted in Fig. le. This complex contains two
hierarchical levels of combinatien of the computers. dJoining into
a AC=DDA/DI complex is accomplished on the lower level,

On the higher level, the DC i1s comblned with the AC-DDA/DI /143
complex, by means of the DDA/DI, as is shown in Fig. le. Such a T
digital-analog complex has all the advantages of the other types
of complexés, and, to a substantially lesser extent, it has the
deficiencies resulting from the difference in the speed and aecuracy
characteristies, since these characteristics are matched at each
level of interaction of the different types of computers.
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In the Ergatic Control Systems Section, Cybernetics Institute,
Aeademyof Scilences Ukrainian SSR, an ergatic digital-analoeg AC=
DDA complex has been developed, in which the capability has been
provided, of further incrementing it, by means of inelusion of a
DC, in accordance with the bloek diagram of Fig. le.

The digital-analog complex was developed, on the base of a
EMU=10 analog computer and a UTsM Saturn digital differential
analyzer [4], developed jointly with the Instltute of Automatic
Machines, Ministry of Instrument Making Resources of Automation
and Control Systems.

7 A block diagram of an ergatilc
AC=DDA digital-analog complex 1s
shown in Fig. 2.

The ergatic complex includes
a hufan experimenter (HE), experi=
menter information panel (EIP),
experimenter control panel (ECP),
a human operator (HO), operator
information panel (0IP), operator
control panel (OCP), a UTsM Saturn
digital differential analyzer,
: = a EMU=10 analog computer, analog-
S code converter (ACC), code-analog

: converter (CAC) and solution

recording faeilities (SRF).

The basie characteristie of
the ergatiec complex is the constant
operational interaction of man with
the computers during simulatien or
solution of a problem. The human
operator, obtaining information on
the process under control from the

Key: a. EIP -- experimenter h. OCP —- operator eontrel panel
information panel i. HO == human operator
b. HE -= human experil- j. ©OIP —- operator information
menter panel
¢. ECP -~ experimenter k. SRF =-- solution recording
contrel panel faeilities

d. UTsM Saturn digital
differential analyzer
e. CAC -~ code-analog

converter
f. ACC -- analog-=code
converter

g. EMU=10 analog computer
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OIP information panel, Dby means of the OCP panel, exercises

control of the model of the system or process set up in the UTsM
Saturn and EMU=10. The human experimenter receives information /144
on the course of the simulation or experiment from the EIP infor- "
mation panel. The human experimenter exercilses control of 2 model-
ling, experiment or problem solution process in the ergatic digi-
tal=analog complex, by means of the ECP control panel instruments.

Tt should be noted that the capability of inclusion of several
cireuits with a human operator is provided for in the ergatic
complex. During an experiment, control through the ECP can be
carried out by a group of experimenters. This makes 1% pessible
to carry out the simulation of complicated game situations in
ergatic control systems, as well as to investigate the effect of
the group interaction of the operators in the ergatic digital-ana=
= log complex.

2 The human experimenter or group of experimenters has the
leading role in the ergatiec complex. During a simulation or
experiment, they are able to operatienally evaluate the course of
simulation and exercise operational control of the course of the
computation process, for example, to change the structure and
parameters of the control system simulated, the composiftion and
form of the informatioen presented to the human operator, change
the poals of control of the human operator and vary the conditions
of the external envirenment, in which the simulated process oecurs.

We present brief technical characteristies of a digital-analog
complex, made up of a UTsM Saturn and a EMU-10.

Teehnical Characteristies of UTsM Saturn Digital Differential
Enalyzer Eristl ] urn Jiglbtas . erent.a.s

r

1. Machine structure -- sequential.
2. Number of digital integrators -- 32.

3. Number of multiplexers -- 32.

4., Caleulation system -- binary.

5. Length of digital integrator bit grid -- 16 bits.

6. Range of change of variables =- #1.

7. Error in presentation of the variables in complete Dbift
grid -= 0.01%.

8. Speed -~ 635 iteration/sec.

9. Integration method == formula of rectangles.

10. Increment transmission method =~ ternary.

b 11. Basile eyecle rate of operation of machine components ==
325 L. |

- 12. 1Initial data and problem solution program input carried
out in decimal or binary form, by means of keyboard.
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@echnicalwGh@r@gtepisticsiof7EMUe10 Analog Computer

1. Number of analog integrators =- 24,

2. Total number of operational amplifiers -- 48,

3. Number of electroniec multiplication (division) units -- 4.

b, Eumber of electromechanical multiplication (division) /145
UNitS e (=72

5. Number of electroniec units for representation of non=
linear funetiens of 1 variable -- 4,

6. Number of electronic units for representation of spe01al
nonlinear functions, funetional and loglc switeches -- 20.

7. Range of representatlon of variables -= #100 V.

8. Error in representation of variables == 0.1%.

9. Problem input accomplished from patching panel, establish-
ment of initial conditions and coéfficlents 1s carried out auto-
matically, by means of keyboard.

Technical Characteristics of UTsM Saturn-EMU-

|d

. Maximum seriles of solvable problems -- 56.
. Error in presentation of initial data
a. in digital part of complex —- 0.01%;
b. in analog part of complex == 0.1%.

3. Number of independent channels of bilateral information
exehange between digital and analog parts -- 8. ¢
Infermation exchange with DC can be acecomplished, in the

form @f 16 bit codes.

g 5. Error in conversion of analog signals to digital code --
0.1%.

’ 6. Error of conversion of digital code to analog signal —-—
0.1%. '

et

-~
»

Problem input aecomplished from patching panel and key-

board,
8. Output of analog and digital results of solution performed

by '

a. digital printout;

b. decimal and blnary display;

€. recording instruments;

d. oscillographs;

e. graph plotters.

The AC=DDA/DI computer complex included in the EDAC [ergatie
digital-analog complex] has extensive algorithmiec capabilities,
and 1t can be used for scientific and engineering cecalculations,
simulation and control.

The algorithmic capabilities of the AC-DDA/DI complex are
determined primarily by

a. the class of problems solved in each individual computer
of the complex;
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b. the number of computing units and integrators ineiuded
in the compleX;

c. +the number of information exchange channels between the
analog and digital parts of the compleX.

‘\\x\ The class of problems which can be solved in the DDA/DI 1s /1hk6
proader than the class of problems which can be solved by the AC.
This is explalned by the faect that the integrator in the DDA/DI
has the capability of performing integration, both with respect
to an independent variable (time) and with respect to any depen-
dent variable included in 1%. The analog integrator carries out
integration only over time. Pormally, it can pe said that both
Riemann integration and the mere complicated stieltjes integration
process are implemented in the DDA/DI.

This eharacteristic of integration in the DDA/DI permits
solution, beside the class of problems solvable by AC, of certaln
problems, whieh run into difficulties in the computatlon rESOUlrCESs
of analog computer techns .08y -

The class of problems which ecan be solved b DDA/DI 1is
defined by the well=known theorems of Shannon [5{.

Besides the problems described by the system of gifferential
equations of Shannon, a set of problems of other classes cail be
solved by DDA/DI, by using tracking schemes, approximation methods
snd special logile units. The majority of the practlcal problems
are written down in differential equation form or can be reduced
to differential equations.

We list the most characteristic scientific and technical
problems, which can be solved in the AC=DDA/DI computer complex:

1. Conventional differential equations;

2. Transcendental eguations;

3. Algebrale equationss

L. TIntegral equations;

5. Bguations in partial derivatives;

. Boundary value and variation problems;

7. Caleculation of elementary functions;

g§. Calculatioen of special functions;

9 caleulation of Functions giver in implicit form;
10. Calculation of determinate integrals;

1lL. caleulation of multipie integrals;
12. Harmonie analysis of functilons;

13. Approximation of functions by polyn@mials;

14. Finding the roots of polynomials;

15. Transformation of coordinates;
. Pinding extremes of funetions of many variables;
17. Mathematical programming problems ;
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18. Statistical problems and correlation analysis;
19. Problems of optimum centrol theory;
20. Problems of games theory.

It should be noted that the limited number of computation
units and information exc¢hange channels between the digital and
analeg parts of the AC-DDA/DI complex sometimes does not permit
solution of a compilecated problem, which reyuires a large number o .
of computation units er information exchange channels, although /I47 4
a problem of a given elass i1s solvable in it, with sufficient T -
power in the compliex.

The ergatie digltal-analog complex is a powerful means of
seientific and technical research, and 1%t has a broad field of use.

The primary area of use of the ergatic digital-analog complex
is ergatic simalation [63. Briefly, ergatic simulation is defined
as a dynamic, purposeful precess of investigation, by means of
heuristiec self-organization of the man (group)—@@ntrellable model
system. During ergatic simulation, dynamie informaticn-deseriptive
models éxecited in the brain of the human investigator as a reflec-
tien of the results of purposeful thought and physical experiménts, re
are introduced, in accordance with objective reality.

The interaction of man with the models in ergatiec siculstion
ig of an aective self=organigzatilon nature, impossible without direct
dynamic communication and association of the human investigator
with the computer. If the direet ccmmunication of man with the
computer in the selutien proeess 1is insufficiently effeetive, the
simalation is of & traditional nature, of the reproduction of the
results of the solution by known models of physical procecesses.

The mest lmportrat field of use of the ergatic digital-analog
complex is the solutier in it ef new scientifie and technical
problems, by means of ergatie eimulatien.

_ The complexity of many urgent practical preblems usually
involves innovation in formulation of a problem, incomplete
initial infermation and uncertainty and incoerrectnes: 'n statement
of the problem of the investigation.

Without the ereative interaction of man with the digital-ana-
log complex, it is praetically impossible to solve such problems.

The active, purposeful, dynamiec interaetion ¢f the human
investigator with the digital-analog complex, during ergatiec simula-
tion of problems [7], enables the fellowing fto be obtained: a.
clear formulation of a problem, corresponding to available infor-
mation; b. a mathematical model, with an evaluation of 1ts relia=
bility; e¢. evaluation ecriteria, which separate out significant
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faectors; d. evaluatien of methods of selution; e. preliminary
results of solutlon of the entire problem.

Further refinement of the results of the solution 1s carried
out, aceording to the mathematical medels obtained and the formu-
lation of the problem, by means of use of the entire arsenal of
the mathematical apparatus and means of mathematical simulation.

Simulation and investipatien of ergatic control systems should
be econsidered a no less important field of use oi the ergatie
digital-analeg compleXx.

During interactien with the ergatic digital-analog complex, /148
modelling complicated ergatic systems with partieipation of a o
human eperateor, the human investigater ¢an evaluate the possibili-
ties of an ergatic eontrol system, solve the problem of the disg-
tribution of functions between the human cperator and the autematic
devices, and optimize the composition and form of the information
presented to the human operator.

Optimizatien of the structure and parameters of an ergatie
control system ean be carried out, generalized operating charae-
teristies of the human eperater can be determined [8] and evaluatiomns
of the quality of manwal and semiautomatie contrel ean be obtained
in the ergatic digital-analog complex.

Here, the field of use ef an ergatic digital-analog complex
for simulatien and lnvestigation of ergatic game problems and
conflict situations in ergatic control systems should be especially
singled out [9]. Analytieal methods of investigation of game
problems in eentrel with human participatien, practically, has now
been slightly develeped, but thé ergatic digltal=analog compleX ig
a powerful means of investigation of this type of problem.

The hierachical structure of the ergatic digital-analog
complex depicted in Fig. le makes it possible to carry out in 1t,
for example, simulatlion of complicated confllet situwations, with
aceount taken of: a. the dynamics of the confliect; b. the hierachy
of interaection in t'.e control system; c. the game nature of the
operations; d. the capabilities of man te make a decision in a
complicated situation.

Aunother area of use of an ergatie digitalsanalog complex is
the solution of optimization proeblems. The uncertalnty and great
dimensionality in such problems signifieantly limit the possibili-
ties of modern mathematieal simulatieon technigques to solve this
class of problem. The use of a heuristic human investigator and
of the high speed analog part of the complex permits suceessful
selution of optimization problems in many practical applications,
in the ergatie digital-analog ecomplex.
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X An ergatic digiltal-analog complex also is used in the solution
= of seientific and techniecal problems, for example, investigations
- of stability and quality of an automatie econtrol system. Even in
o this use, the effieiency of the ergatic complex is higher than
that of the presently widely used method of single solution of a
problem by computer, with the passive partieipation of man in the
solution. The fact 1s that interesting new phenomena, requiring
additional investigation, can appear in thé results of selution or
investigation of a control system. The human investigator in an
ergatic digital-analog complex has the eapability of operationally
changing the conditions of the problem after its solution, for the
purpose of study of new phenomeéena, and he ean carry out a repeated
solutien the required number of timés.

The improvement of ergatic digital-analog complexes 1is now /149
proceding in the direction of the development of effective assoela-
tion of man with the DC [7] and, through the DC, with the lower

level of the complex, the AC-DDA/DI.

The parameunt problem is the development of a language of
association of man with the digital-analog complex during problem
solving. The assoelation language has to be, on the ene hand,
convenient and understood by the human investigateor and, on the
other hand, control of ¢hange in the conditions of the problem
based on this language has te be exercised by simple teechnileal
means.

The most sultable language for the investigation of coentrol
systems in the ergatie digital-analog complex is the struetural
simulation language, which i1s well develeped, net only for the
AC and DDA/DI, but also for the DC [10]).

It is very important to automate multiplexing, programming
and contrel of the lower level AC-DDA/DI, by means of the DC.

An important role is played by automatien of the process of
menitoring the eorrectness of exeecution of human commands and
functioning of the entire coemplex.

Suecess in the use of an ergatic digital-analog complex is
greatly dependent on the clearness and form of information on the
solution process presented to man and on the efficienecy of execu-=
tionl of human commands.

The improvement of input-output facillities based on cathode
ray display devices permits one to hope for successfully overcoming
the difficulties in communication of man with the computer complex
and the organization of theilr eperational interaction.

Satisfaetion of all the conditions indicated will free man
from routine work, and it will make ergatic digital-analog complexes
a powerful toel of scientific researeh and the synthesls of ergatic
systems.
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Investigation of Aireraft Piloting During Engine
Failure in a Flight Simulator

A, V., Polukhin, A, M. Fal' and V. A. Bimbas
Kiev Institute of €ivil Aviation Engineers

The effect of a unilateral failure of a turboprop
engine while Plleting a IL-=18 airecraft is considered,
Certain eriteria, which permit evaluation of airerafst
pPlloting during failure of an outboard engine, are
intreduced and analyzed. The results of simulation of
the flight of a IL=18 aireraft during faillure of the
right outboard engine and the effect of the time for
the pilot to deteet the engine fallure on countering
dangerous angular evelutions of the aireraft are pre-
sented.

A unilateral engine failure is correctely considered a com- /150
plicated special case of flight. As world aviation experilence
indieates, 1t has more than onee resulted in serious flight
aecidents [1]. In connection with this, the problem arises of
quantitative evaluation of pilot aetions in an emergency situation,
the resolution of which is direeted towards inereasing flight
safety. Since the possibilities of g flight experiment to study
the behavior of the "pilot~aireraft" system in such a situation
are limited by the Pequirements of ensuring flight safety, methods
of investigati@n, with the use of modern computer technelogy
resoureés are of great importancee.

The severe thrust asymmetry, caused by high propeller resis-
tance which develops during failure of a turbeproep engine, is
combined with its relatively great distance from the plane of
symmetry of the aircraft. This results in the development of
turning and rolling moments of considerable magnitude. Still more,
the roll rate promotes irregularity in the distribution of 14ft
along the wingspan, caused by stopping of its airflow by the
propeller of the failed engine. The propeller resistance of an
autorotating turbeprop engine is eSpeeially high in the landing
speed range (Fig. 1). Therefore, investigation of the "pilet-=
alreraft" system under landing approach and landing conditions

is of indisputable interest.

With the given aeredynamic characteristies of the aircraft,
parameters of its initigl flight conditions and the perturbing
funetions of flight safety are determined, in the final analysis
by the characteristies of the control system and, as follows from
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[2, 31, the capability of correc-
tly and in a timely manner "insert-
ing" the pilot into the control
eirecuit, under the conditions of

a given emergeney situation. With
this formuiation of the problem,

it 1s important to determine
which of the possible piloting
methods is the most efficient and

terion of comparative evaluatilon
of pilot aetions. Different
methods of control are considered,
with account taken of two basic
requirements: piloting efficlency
and accecuracy.

As a eriterion which permits evauation of aireraft piloting
during engine failure, the time t4, counted from the time of

failure to putting the aircraft in the initial £light mode, can be
used;
(1}

by = b+t
xr

B a’

where tr is the pilot reaction time to the failure; ta is the time
of active control of the aireraft by the pilet. But, this eri=
terion does not take intoe account the input of neuromuscular
energy of the pilot or the maneuvering characteristics of the
aireraft. An indicator, which indirecetly characteriges piloting
accuracy during engine failure, can be the total momentum inputs
of the pilot:

f

- _CHP < + k| P,

[\f}-fé:[lpel“l‘kn‘Pu\'{_ a\ n” (2)
where Pe ig the effort expended by the pilet in deflecting the
ailerons; PH is the effort expended in deflecting the rudder; PB
is the effort expended in deflecting the elevators; ky is the ratio
of the force applied to the pedals to the forece on the control
stiek; kB is the ratio of the force applied to the rudder column
to the “force on the econtrol stick; t1 and t2 are the times of

the start and completion of putting the aircraft in the initial
fl1ight mede, respectively.

An indicator of the efficilency of lateral maneuver is the
change in deviation frem the flight path per unit time, i.e., rate
Vo Sinee efficiency and accuraecy are two mutually opposing
requirements, it 1s advisable to seleet some generalized criterion.
In work [4], for analysis of the laterai prelanding maneuver, 1t

a4 Ba

whieh can be adopted as a eri= /1

r——

5_

k=

g,



is proposed to use a criterion of the type

= R (3)
e = —=
Vz
This eriterion ean be used, as applled to the problem under con- /152
sideration. Evaluation of the piloting in this case should be
to reduce e to6 the minimum.

i The investigation in the work takes place, as applied to the
IL=18 aireraft. The flight dynamics of the aireraft in the

gulet and turbulent atmosphere, with failure of the right outboard
engine, 1s simulated in a MN-17M analog computer. The initial
condition: horizontal "flight" at a speed V= 350 km/hour, at an
altitude H = 400 m. In simulation of tailure of a AI-20 engine
with a AV-68I1 propeller, it was considered that the drop in

thrust during the fallure occurs at a rate of 2 m/sec, and that
the airserew stops on an intermediate hydraulic stop [51].

Analysis of the oscillograms obtained during the simulation
permit the following to be established.

1. In the case under
consideration, engine failure
entails a marked disturbance of
lateral motion and, a few seconds
after the start of the drop in
thrust, the aireraft gets into
a dangerous attitude (Fig. 2).
Therefore, all the pllot actions
in the first seconds after the
failure have to be direécted
to countering just this movement.

2. Pilet intervention only
in control by the ailerons ensures
countering of the bank, which

develops as a result of the engine
failure, but with retention of

. a slip angle of considerable 153
Fig. 2. magnitude, which ean be the -
Key: a. degrees cause of stalling of the aircraft

b. P, er.pr (Fig. 3a).

3. Pilot intervention only in course control, to counter
slipping and turning does not ensure eliminaticn of the accidental
bank, even with a short delay in pilot response to the engine
failure, on the order of 1.5-2.0 sec (Fig. 3b).
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Fig. 3.
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er the failure,

time for putting the aireraft in the
failure, but with a different delay time,
the pllots 1n control of the aireraft
in t_; consequently, more econvenlent
of Tthe pilot actions when getting into
uation are eriteria of types (2) and (3).
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A Universal System of Using Control Elements
for Flight Simulators

V. A. Vasillenko and V. Yu. Dmitriyev
Kiev Institute of Civil Aviation Engineers

The results of study of methods of simulation of
loads on the controls for flight simulators and aircraft
trainers are reported in the artiele. Structural lay-
outs of load system simulators for aircraft, with,
reversible booster and nonreversible booster controls,
are proposed.

A pilot and an aircraft are interdependent elements of a /154
single closed control system. The stability and controllability
characteristies of this system are determined, both by the dynamic
characteristics of theairecraft, and by the psychophysioclegical
characteristics of the pilot and the extent of his education and
training. A struetural diagram of the aireraft control stick
circuit is shown in Fig. 1. A change in the movement parameters
of the object of eontrol (aireraft) is percelved by the controller
(pilet)}, by means of the sense organs (receptors), which are the
controller input. The "output" of the pilot as a component of
the system are muscle forces, applied by him to the controls. The
output is connected with the input and the central nervous system
by external feedback (3) (according to the aircraft positien) and
internal feedback (according to the position of controls 2 and
aceording to forces 1). It is considered that internal connection
1 is dominant, since the pillet controls the aircecraft, based more
on perceptiong of the forces than on movements oI the controls [1].
Therefore, the necesslty arises for the use of loading systems
in trainers and simulators.

In aireraft with direct and
reversible booster contrel, the
forces on the controls depend,
both on the design of the stick
control system (SCS), and on the
flight mode. In this case, the
loading system simulator has fo
reproduce;

Flg. L. a. the foreces on the controls,
depending on the magnitude and nature of the hinge moment of the
rudder

b. the range of movement of the controls of the simulated
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alreraft;
c. the effect of trimming;

d. nonlinearity in the aircraft control system, including
frietion and slack in the control eable;

e. e¢able elastiecity.

™
=
\n
L

Usually, the Ioading system has to include a calculator and
reproducing device. The latter can be implemented, based on
power control with stress feedback. However, the productilon of
stress feedback inveolves definite difficulties. Therefore, 1T 1is
desirable to use contrels, whieh have a linear dependence of the
output (forece) on the input, in the absence of stress feedback.
Hydraulic and pneumatie Jet, as well as certain electrieal controls,
have sueh characteristies. In trainers and simulators with
electromechanical and electroniec proecessors, it 1s advisable to
use just electrical controls.

The simplest device for
production of a mcment; tThe
magnitude of which changes
according to a2 given principle,
Fig. 2. is a direct current electric

motor, the power from which is
transmitted to the control stick through a reducer. A struetural
diagram of such a deviece is presented in Fig. 2. An electro-
mechanical booster can be used as the booster and a direct current
motor with independent excitation, as the motor.

sanf ——  rEEe
= pooster>{motor==jicer

The investigations ecarried out by the authors showed that the
use of a direect current motor with independent excitation and
armature eireuit control as the reproducing deviece does not permit
the required characteristics to be obtalned, since,

a. the direct current motor armature has residual magnetlza-
tion, as a zonseguence of which the traction eharacteristic (the
load en the engine shaft vs. input signal amplitude) is nonlinear
and nonreversing (hysteresis greater than +10 kg);

b. the system has considerable insensitivity (Fig. 3).

Therefore, the authors proposed a reproducing device, based on
an asynchronous metor with a hollow rotor (for example, DG=25).
The experimental traction characteristic of a reproducing device /156
with a DG=25 motor is presented in Fig. 4. As is evident from
Fig. 4, the traction characteristic is reversing, and it 1s of a
linear nature, which permits the production of the force by any
given principle. Consequently, such a reprcducing device makes it
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possible to develop an aireraft
control loading system, with any
of the control systems listed
above.

4 structural dlagram of one
of the channels of a leading
system simulator for airecraft with
direet or reversible booster con-
trol is presented in Fig. 5. The
simulator includes:

a. reproducing device;
B. caleculator;
e. summator;

e. contreol stlek and trim
tab position sensors.

The reproducing device
ineludes a econtrol (RDD), made
up of an asynehronous motor with
hellow rotor and reducer and a
magnetiec bBoester. The caleulator
produces a contrel voltage
proportional to the ferees, with
the flight mode, nonlinearity
and elastieity of the cable and
design eharacteristics of the
control system taken into account.

Under stick control condi-
tions, it 1s possible fo simulate
the effeet of trimming. A trim
tab position sensor and a summator
are used for this purpose. Under
automatic eonditions, The control
%ol?mn 1s moved by the autopilet

AF).

The versatility of the loading
system deseribed permits its use
for aireraft with nonreversing
booster contrel. A siructural
diagram of the loading system of
one channel of the aircraft is
presented in Fig. 6.
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