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ABSTRACT.

An investigation of the errors associated with the minimum variance
analysis of directional discontinuity normal components has been
performed. This study consisted of both computer simulation of
discontinuities with controlled properties and the examination of actual
discontinuities (current sheets) observed by the Mariner 10 spacecraft,
The simulated discontinuities were created by adding fluctuations,
represented by isotropic noise, to exactly known but varying {in a plane)
nmagnetic field components, An empirical expression for the magnitude of
the error in an estimated discontinuity normal component, relative to the
total field across the discontinuity, was derived, as well as other
relevant statistical properties. This formula results from studies of
the relation between precisely known values of the error and the minimum
variance eigenvalues, rotation angle in the discontinuity plane, and
magnitude of the normal component relative to that of the discontinuity
plane field component, Use of the.empirical relation in the anzlysis of
644 discontinuities observed by Mariner 10 has provided a more precise
but probably conservative estimate of z upper bound on the relative
normnal component value for tangential discontinuities that can be used to
separate rotational from tangential discontinuities in studies using only
magnetic fizld data from a single spacecraft, at least for the inter-
planetary region of space considered.

ANTRODUCTION

Over the past decade various studies concerning the properties of
(non-shock front) magnetic field directional disdontinuities,'or current
sheets, have been carried out using only magnetic field data from a
single spacecraft (see for example: Burlaga, 1969 and 1971; Turner and
Siscoe, 1971; Sonnerup, 1971; Smith, 1973a, b; Siscoe, 197Y4; and
Tsurutani and Smith, 1979). On those ccecasions whén plasma data were
avallable, they were sampled too infrequently to aid in determining the
most fine scale characteristics that are amenable to rapidly sampled
magnetic field data analysis. Howeveér, when available, the use of the

assoclated plasma data is always desirable, especially for determining



the discontinuity jump conditions and possibly also for determining if
the discontinuity was a propagating or a solely convepting structure. 1n
any case, we will be concerned here with discontinuity analyses that
depend only on rapidly sampled magnetic fields measured on g single
spacecraft, and, in particular, with the errors associated with
estimating various properties, e.g., the erfors in the diﬁection of the
estimatee normal to the discontinuity plane, the estimatpd angle across
the discontinuity in that plane, etc, Also we will restrict our
treatment to the errors associated with the use of the so-called minimum
vari;nce (taV) analysis developed by Sonnerup and Cahill (1967) which is
applied to difference fielas; such & field is defined as the difference
between the individual fiela vectors within the discontinuity and the
average field across the discontinuity. A similar technique developed by
Siscoe et al. (1968), which is.applied to the total field vectors in the
current sheet, is more properly applicable to a particular subset of
direotional discontinuitlies, the tangential discontinuities. The
Sonnerup-Cahill method is applicable.tc both the rotational (RD) and
tangential (TD) types (see hurlaga, 1959 for definitions of RD's and
Tb's, and burlaga et al,, 1977 for a discussion of the relative

applicability issue).

Sonnerup (1971) has performed an analysis of the expected error in
the magnetic field component perpendicular to the discontinuity plane.
The resulting formula gives the normal component error in terms of the
average f(icld components in the discontinuity plane and the three
eigenvalues obtained from the minimum variance analysis of the field
vectors measured within the disecontinuity structure., Also ineluded is a
term representing a systematic magnetometer zero level error contribu-
tion. This present error analysis was motivated by a desire to obtain
more physicsl insight into the errors ana limitations associated with use
of the minimum variance analysis than is provided by the Sonnerup error
formulation. 1n this study it will be assumed that the inﬁut data have
been sufficiently corrected for zero level offsets so that explicit
incorporation of such instrument-related contributions to the analysis

error can be neglected.
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Specifically, the error analysis pursued hei'z censists of two major
parts: (1) the computer simulation of realistic directional discon-
tinuities with controlled and known properties and the sébsequent
statistical error study, and (2) the examination of actual Mariner 10
interplanetary magnetic field data from the point of v;eu of error
estimations based on information derived from the first part of the
study. One of the most important consideratioﬁs is how well the minimum
variance analysis 1s able to estimate the field component perpendicular
to the directional discontinuity (Db) plans, i.e., the normal component,
particularly in the presence of various levels of fluctuations in the
background field. ”

By definition a TD has no normal compenent, and an RD can have any
normal component greater than zero but less than the instantaneous
magnitude of the teotal field within the discontinuity (Burlaga, 1969,
1971). The total magnitude change across a TD is unrestricted, but for
an RD in an isotrOpic'plasma thiz quantity is zero. The total magnitude
change for an RD in an anisotropic plasma can be nonzero (Ivanav, 1970;
Hudson, 1670), and thus, in this one respect, it behaves liké a TD.
Knowledge of" the total magnitude change across a DD is therefore of
insufficient help in unambiguously distinguishing between a TD or an RD.
In actuality both TD's and RD's in the solar wind, for instance, usually
show only slight changes in magnitude across the structure (Burlaga,
1969; Siscoe, 1974} easily accounted for by the extraneous presence of
waves or other less easily defined fluctuations - all lumped together as
"noise". Hencé, we will not depend here on using the total field
magnitude jump to disﬁinguish betwcei Tb's and RD's, but we will show
that such a consideration 1s of some use via an analysis of Mariner 10
data. we will, however, attémpt to use the normal field estimate to make
a restricted.differentiation. There aré types of structures, such as
magnetic holes (lurner et al., 1977) and sector boundaries, within hhich
the field magnitude is substantially reduced in addition to a discon-
tinuous change in direction. Possible error in the minimum variance
analyéis of such structures is not addressed by this present study.
Howeﬁer,'we shall return briefly to the problem of slight magnitude

- variatisns in a later section.



If Bz is the normal field compongnt and B is the total field,
ldeally when Ile/b is zero the DU ig a Ty, and when 0 < lﬁzllﬁ < 1, the
DD is an KD. One is immediately faced with the obvious dilemma: when
Ibzl/B'g 0 for the Lv, is it an RD or TD? Using only magnetic field data
from a single spacecraft precludes a definitive answer, (bMultiple
spacecraf't and/or plasma dzta, however, could perimit a differentiation
based on propagation vs. non-propagation of the DD; see for example
penskat and Burlaga, 1977). All one can logically expect unaer these
restrictions is to estimate for a set of DD's a value of |BZI/B which is
an upper bound on the region of uncertainty, called (IBZI/B)M; the lower
bound is obviously zero, 0One can then properly attempt to estimate to
95% certainty the value of (Ile/b) above whieh only RD's exist, It may
in turn be plausibly argued hhat the wajeority of DD's somewhat below the
value of (Ibzllﬂ)M are probably Tu's as burlaga et 21, (1977) did in
their stuay of typical interplanetary Db's at 1 A.U., where the
occurrence distributiont's appearance aided in identification. But it
must be stressed that this sort of TD identification rests on an
uncertain foundation. We will be forced to do the same, however,
although we have attempted through this error analysis to give our
interpretation a more rigorous foundation than the earlier analyses had.

More will be said on this point in the discussion of the Mariner 10 data.
THE METHOD OF ANALYSIS: DD SIMULATION

In the DD éomputer simulation program, an iaceal DD is created with
strictly known characteristics. Such a DD is shown schematically in
Figure 1. Isotropic, unbiased '"noise" is added ‘to each magnetic field
vector, throughout the transition zone, from a randoir number generator
whose output provides a normally distributed random variable, where
inputs to the routine are a fixed zero mean and a variable standard

digtribution. The noise is alsc scaled isotropiecally by the magnitﬁde of

the field in the discontinuity plane for all three components. The
simulation program uses a fixed angular separtion (4w) between adjacent
discontinuity-plane projected magnetic field vectors; each vector is then

computed from:



Ep [cos(Aw*i) + ni],

®
[
1]

"

£, [sin(ausi) g a1,
and

Bzi = Bn + Bpni!

where Bp is the magnitude of the unperturbed field component in the plane
of rotation (i.e., the true discontinuity plane}, En is the unperturbed
normal field component, ny is the output of the random number generator

- 3
and B = (Exi, byi’
this fashion K vector are computed (i = 1,...,K) where K is selected to

Bzi) 1s the perturbed field vector at point i, In

Zive the desired total angle w in the discontinuity plane. Figure 1
shows only the first (subscript 1) and last (subseript K) vedtors of the
set. Hach set of field vectors generated in this way is subsequently and
arbitrarily transformed out of the discontinuity (i}e., "true") coor-

dinate frame, where baT = Bn' and where the unperturbed ©_, and B, are

in the true plane of rotation. The transiormed set of vezzors coigrising
the simulated DD are then used as inputs to the Sonnerup-Cahill wminimum
variance (MV) analysis, which then returns the eigenvalues and eigen-
vectors associated with the MV solution, The eigenvector associated with
the minimum eigenvalue is a unit vector whose direction is an estimate of
the true z-coordinate dirsction, and the minimum eigenvalue (13) itself
is the varianece,of the field associated with the estimated direction.
Likewlse, the maximum and intermediate eigenvalues (A1 and 32, respec-
tively) are variances of the field along the maximum and intermediate
eigenvector directions, which form an orthogonal set with respect to the

minimum eigenvector.

For each input value of the standard deviation of the noise

distribution (for fixed values of #, B_, and Bn) the process of

generating a simulated discontinuity agd performing the minimum variance
analysis is repeated 100 times. This gives distributions of the relevant
solution quantities, whecse statistics are then computed. For a given set
of idesl DD properties, the program loops through an adjustable number of
noise levels, creating a full suite of gets from “guiet™ bto Ynoisy",

usually 10 to 20 sets in all. ‘Yhe process is repeated for another set of



ideal DU properties, and so on until a reasonable spectrum of DD's is
ereatea. In summary, the three adjustable ideal properties are:

bp, the magnitude of the field in the discontinuity plane which

rémains constant as the field rotates through the angle w;

w, the angle in the uiscontinuity plane spanned by the first and
last discontinuity plane field vectors;

and bn’ the magnitude of the normal componznt which has a fixed
value throughout the event. (Thus each Ez.a <Ezi> plays the role of an
Vestimate" of bn that has heen perturoed by the "noise" added to the

system,)

ihe remzining acjustable property is:

[¢]
B!
n, the noise ractor, enters in the formof n x B8

the standard deviation of a "noise" distribution whose sample,
' ni this term is gdded to.
all components isotropically.

Typical values for these quasntities have been: 2.5 ani 5.6 nT (ni =
nanotesla = 10'5 Gauss) for bp; 0 and 5 nT for En; 200, 300, 450, 600,
900, 120° for w, ana .004 x bb x J {vhere J = 1 to 14 or so) for Ope lhe
other input guantities which control the orientation of the DD's are not
reélevant in this discussion, since tne results zre independent of this

transformation.

When each individuzlly generated Lu is processea by the Sonnerup-
Cahill MV program to determine the direction of minimum variation of the
difference flela vectors across the structure, the following ("noised-

up") quantities are calculatea:

B, wnich is J;;d +'by2 + Eé‘ (= JB < EPEJ, the total field

maZnituae o (1)

R =_BZ/E_ ;2)



8k = [88,] /B, vhere 4B, = B, ~ B (3)
B = cos™) (IBZI/B), the discontinuity cone angle, ()
and

Also an average and rms deviation of these quantities are ecalculated over
each 100 member setb. ARmax is the quantity which ultimately must be
estimated in order to separate TD's from RD's as discussed above. We now
thrn to some theoretical and speculative aspects of estimating 4R and
later shall relate them to the simulation results.

The average normal component of the field throughout the zone of the

discontinuity can be expressed as
B, =B & (5)

where 0 is the unit vector normal to the discontinuity surface, and B is

the average total field. The uncertainty in average B, then is

db, = - B sinB df, (6)
where E'ﬁ = B cosB by tihe above definition of 8, and where the average B
is by prescription known exactly (to the accuracy of the measurements, a
very small source of error). In the linear approximation we see that
(where "T" pefers to theoretical):

sky = 12Ba o ysing) fas) (7)
E
We define o as the error in B, e = |AB|, and note that |sint| is sinB

since 0 < B < 90° by choice of convenient coordinate system. Thean
AHT = a zinb. (8)

we speculate that e, although independent of 8, will depend on w



€Xplicitly ana on w and oL implicicly throuzn tné eigenvalue ratios A1/33
ana AZ/A? whencver Ahy is calecuutcd v'z toe recults of the MV method,

lhe TG simslation studies (where 8 = 90°) show that o (or AhT) ecan be
reasonably represcented empirically by thc product of twe factors:

a = s/ (Eme) AP)

- (9)

where A = 15/11‘+ AS/AE’ P = 3.60 + 2,44 lom &, any f(w) =
[(120%w)/120°1°%, for the ranzes 30° < w ¢ 120° and 0.16 < A < 1 (the
latter ranze translates to 1 < 32/13 < 5.6 for practical purposes),
tigure 2 shows a plot of a (= Any for B = 900) for a restrietea ronge of

A ot practicel interegt, Ffor tne sbove ranges AH,1 is then

.nQ . . .
sh, = (3/1") [exp(1‘0 -f.:))_j} sinB A(J.GO + 2.44 lOa:.A) (10)
i ey < Rt
je0
for all Lp's on average, since e #nd 8 are ppresumsbly independent. As we

will show in the nexbt section, when Aalag < 1.8, the Db normal is too
poorly dJdetermined to be wseful. Therefore, we will be concerned only
with the range 1.8 < A2/A3 < 5,6 for the bHT expression. For A2/A3 > 5.6
(or strictly A < 0.18) &Ry may be set equal to the left-most value of one
of the curves in rizure 2, ccpenaing on the estimatea w.

STeulAlly IXS R

In this =section we present the results of the uiscontiouity
simulation procedure, uemenstrate why cxpression (10) for AHT is a
reasonable one for estimating Aﬁﬂalc (= lﬁbzi/b): and discuss veriocus

features of AHT.

-

rigure 3 snows how the resulting eigenvalue pratic lgfx: varies as &

e

" function of the unperturbed discontinuily angle W (i.e., true w) =and the

dimensionless noise factor aH/bp; each actermined point is an average of
100 (=k) discontinuity simulations. Unly the accentuated points are

calculated values, and they are vonnected with strzight line interpola-

Lions (Fizures -~-Y contain this szme simple interpolation soheme). &g



might be expectea, this s0 colled "mid-vo-min" eigenvalue ratio incresses
aramatically as wy increases for z fixed noise factor. Also, for a given
Wy Azlls drops markedly as the noise factor is lipearly increased, It
should be stressed that each point in the figure holds for either a TD or
an KD. For PN < 300 RE/A is less than 1.8 for 21l but the lowest noise
levels,

3

The AE/AB ratio is an important statistical indicator of how well
determined are the various physical properties of the discontinuity in
question, e.g., w, B, B, and Bp. Obviously the lower the ratio A2/A3 i
the more poorly determined are these quantities on average, as we shall
show. The eigenvalue ratio A1/33 (Ymax~-to-min") is usually considerably
lapger than A2/A3, sometimes by orders of magnitude. Therefore, Aalxj
the ratio of greatest concern in an error analysis. (However, both A1/A3
and 32/23 are importaunt in pre-editing the everits; more will be said on
this in a later section.) Since the error associated with any quantity
should depend on both Aé/AB and A1/33, the empirical quantity & was &ed
equal to (A,/A1 + kﬁ/l ); hence A v A,/Az. In the following figures the
importance of 12/A. ln estimating the uncertainty asscciated with a

quantity will become evident by a comparison with Figure 3.

In Figure 4§ the calculated results for simulated average normal
components as a function of o and cslﬁp are given separately for RD's
and TDh's. The unperturbed Bp and Bn for these simulations are shown in
the table in the figure. TD's and RD's throughout this study will be
defined by this table. Since most of the quantities to be displayed are
dimersionless, other values for Bp and Bn for the TD's are unnecessary,
and of course for RD's an infinite set of Bn/Bp could be used; the
cnaractehistics chosen for the single unperturbed RD in the table were
nonsideréd sufrieient for our purpcses, The circled points in the figure
represent those for which the associated A2/A3 is < 1.7 (compare with
Figure 3) and are usually assoclated with larger errors, as the figure
shows. That is, they are markedly different from thelr unperturbed value

(0 or 5 nT) due to elther 2 small mT or high noise factor o /B
Not;ce that for a given w, and aE/Bp, B, is, on avezrage, more poorly
estimated for TD's than for RD's. This is easily understood in terms of



the simplc geometirical factor sinB ocing pré;orticnal to the error in
thiz cuse as indicated ny equation (8) [strictly, the factor is B sing)].
Eimulations show that inueed the dilfec*ncc between the errar on E for
fu's ana KD's i= proportional to k =ing, euwpecially for 40 < @ < 90 .
Other sinulations using En and bp different from the values shown in the
table in Figure & for KD's were performed with similar results, Table 1
gives rms deviations on B, associrtea with tiue averages of;]F?[ of Figure
b, ﬁotiee the marked depengcnce of bz-ﬁhs on uy for smell w,.

Virectly relateca fo Bz is the "oone anmlie" (i.e., the angle, B, that
the normal makes with b; =s¢e equetion (4)}. 1his depends on a dimension-
less quentity, the ratio Iﬂzl/u. The results of the B simulations are
shown in bigqugs. vur general comments on Figurc 4 hola as well for
this figure. Since cos™] (5.0/5.54) = 26.60, the point on the abfhp = 0
axis for hb's is at this value. Agaln the circled points, where AZIAB <

1.7, are those fu which large acvietions in f from the ldeal values of
® (1L's) or 20.6° (Ru's) are expeoted,

Figure 6 shows how the ras-deviations on 8, associated with the
averazes displzyed in rFigure 4, vary with respeet to Wyr Op/By, AN
.aiscontinuity type. MNotice the strong dependence of B-fims on cb/bp for
small Wy s similar to the bz—ﬁﬂs behavior as shown in Izble 1,

Figure 7 demonstrates how the simulated discontinuity znzle w, on
average, varies as a function of wq and UE)EP for Rb's (solid curves) and
T0's (aashed curves) scparately. As expected, for large e little
variation cccurs for all a.lﬁ . N5 w dcoreases org /Bp increaeea,
aeviations of w increase signirlo;ntly, espcciglly for ”q < u5° Cirecled
points are ag.-.in thosc for which AL <. tdaly, tne curve for RD's

iy
though the associatea ris on cach on thes® velues is 3 207,

{9

rigure & presents the rms devistion of w as ¢ function of oE/Ep for

the mq's denotea for YG's and sdb's separately corresponding to the

withw,, = ;0 QCVlrth little tor most of the hizher UE/E values even

averages shown in rigure 7. ‘lhe parts «f the curves raprecenting useful

simulztions (i.e., AE/J\3 > 1.6} obviously Jepena eritieslly on oy for

11



their rave of increase with inereasing oB/bp. A peguliar charpcteristic

aof tnese curves is their apparent independence of o, /E for the poor

p
quzlity cases (A /R < 1.7) for all wpy @8 if 2 "noise saturation" has
been rcachned. Only for the largest ©.'s (3 90 %) docs w-RHS remain

relatively low (g 11 ) for the UB/bp cf interest.

rigure y shows ARoate
for TL's wherce h2/13 > 1.8y all values of Ahcalc
were too high to be acceptable. The quantity AR

[= Iﬁz - Bnl/B] as a function of w; and oB/Bp
for which 12/13 < 1.8
cale is important because

it represents a measure of the estimated error on the normalized (by B)
b component, and therefore is & proper parameter to use in judging
whuthcr 2 dishntinuity is8 ap RL or a 10, within the limitations dicussed
in the lntrodpetion. For a given noise factor ab/Hp (= 0.08 xJ; J =
1,...14), Ahualc’ on average, increases drampatically ss W, decrcases; the
upper cut-offs, of course, arc due to allowing only those cases for which
A, /A 2 1.8, Aouicc that there is little variztion in the 0B, a10'S

oc»ween Wy = 90 and 140 for a jgiven noise fgeotor,

Eigureaﬁb ig similar to Figure Y, except nos we consider RD's, and
thie orainztg scale is more sensitive ﬁy a factor of twoy othorwisz the
szme general comments hold. 1n comparing Figures 9 and 10, it is

apparent ﬁﬁat for a given =et of w, and UB/BD, AR is;, on average,

1 ¢ale
consiscent with our carlier comments concerning eqbation (8) and the sinf

- . . . . C A
factor, ‘lable 2 gives the retio of the rms deviation of Hcalc to chalc

itself associsted with tre averages of Figures 9 and 10. 1his ratio is

not very sensitive to uy

for iarge w'.[' for the Tu cases.

or 0, /b, excépl that it becomcs somewhat small

i represcntative set of simulatea hD's.and TL's was uvsed to
calzsulate Aﬁ zle in P&laLlOn to Ah1 (Ak=-"Theoretical") as given by
equation (10) with 10° Sup g 120°, A /A. > 1.85 and A 2 0. 18 [the last
restriction holdes for s przotical recson, ‘it represents a lower bound on
the applicability of equation (10)]. The results are shown in Figure 11.
‘ine 1L's zna Ru's 1in g;nsral fall on the higher or lower portions of the
curve, rcspectively., The dstez for ths Wy = ;qzo° cases would égsentially

cluster st the origin, 1his reasonably zood-agreement belween ART and



Ahcalc for rather broad ranges of Ui and Ub/Bp provides confidence that
equation (10) is a useful and fairly reliable expression for estimating
the error in Bz/b {i.e., Aﬂcalc

proper eigenvulue sereening. For those TD's with A < 0,18, a

) for any discontinuity, RD or Tb, after

conservative value for AHT could simply be one taken from the left most
limit of one of the curves in Figure 2 according to the estimated wo; for
iD's, this value shoula be multiplied by sinB, where 8 is an estimated
angle,

Equation {10) for TD's was empirically generated by a trial-and-
error examination of various functions of A alone. Af'ter a reasonably
satisfactory one was derlved, it was noted that a correction factor f(w)
wes necessary to account for disproporticnately large errors at small w.
The factor sinf was then ipccorporated to account for a finite normal
componént in the case of Rb's, as discussed above, and simulations showed
that to be an appropriate tack. Figure 12 demonstrates the steep rise in
the w-correction factor that was necessary for small w. Equation (10)
coaprises only five fixed constants and depends on only three input
quantities, one (A) known exactly by prescription and two (w and B)
estimated by the MV technique. How well w and B are estimated will also
depend on AEIAB. Hegardlsss of this interdependence of input quantities,
Figure 11 shows that, on average, AHT is a good approximation to ARcalc‘

Using actual discontinuity data {'rom the Mariner 10 magnetic field
experiment (Lepping and Behannon, 1979), we generated AHT percent.
distributions by employing the MV technique and equation (10). This was
carried out for three different locations of the spacecraft from the sun:
1.00 A.U, (163 DD's), 0.72 A.U. (206 DD's), and 0.46 A.U. {275 DD's).

The results &dre shown in Figure 13. Notiee that the distributions
sharply peak at QJQﬁﬁ. Also note that about 86% of the Mariner 10 ART
distributicns individually lie in the range 0.0 < &R, 0.06; strietly
speaking, 86% is a weighted (by N) average of the percentages 88.7, 84.8,
and- §3.0 for the 0.46, 0.72, and 1.0 AU positions, respectively. So

ARy = 0.06 could be chosen as & useful maximum relative error on IBZI for
the entire Mariner 10 data set by definition, realizing that it helds
quite well for each logaftion individually. To be conﬂervative,'we choose

13



to aufine a “oul-olf" shown in Lhe figure, which is twine that value.

henot, Ak z 0,12, which incidentally Y= ncarly a true upper

bound oh iéggboﬁlihe entire three distributions, Choosing a cut-eff to
Dg twiog the Ahrl of Loa Is motivatca by the fact that the errors
assoclatcu with the most prozolc Ibzl errors arc thomselves sometimes
comparable in magnivude as ingleated in Table 2, which displays the
related relative haS {aK 0], For purpese of error interpretation we
now convert the cul-olf estimation, whloh is a meon deviation, to on

ecuivalene stonderd ueviavlon.

dpoodlicully, It is ueeful Lo cstimnate whot this cub-off is when
expreosed as twice o stondard deviation (for ¢ reletive erpor ot 95%

certainty). Reeomnizing Lhab < &R > ls & aean deviaklon and assuning

aulo
that the Ancala—disnriuuhion ie= probably well approximated as normal, and

wus in fact mouelco that way, we imneciavely see that

A
[
Cabigiie ® = 9gaye = 0TI 00 (11)
anr
2 < AHT ?
¢oy g ' (12)
0.791Y

where the “ecaloulated" quantitics ere replaced by "theorebicnl" oncs,
justifitu sgain Ly the results shown in Figure 10, Using bthe dut-ofl
value of < Ah‘.I b - of 0,12 w¢ ootain the moximum 2-0, value of

¢ oy 0.501. (13)
ainge an lacal 'TD has a b? gomponent of =zmero, then, Lo o ecrlainty
greator than N 95w, the identiriod Thi'a may appear to have orrors as
larga as 0.30 in Iﬁzlfb aceording to this srror analysis, where in this
case 4k, = Lk . Lonversely, all bb's whosc [AEzllb excecay 0.30 are, with
$95p certalinty, Hib's.

This max-ak can be translated into » max-8 [sec equation (W)}, i.c.,

14



the largest reasonable cone angle below which the DD iz wE% likely to be
an KU and above which it is probably a TD (but with much less certainty
without further analysis}. 7This cut-off cone angle is

-1 e oD
Brax ° 925 (0.301) = 72.5". (14)

lhis criterion was used as a first discriminator betweem TD's and RD's in
the analysis of Mariner 10 data at 1 A.U.

Figure 14 shows the relationship between OF/F and the cone angle 8
for the 163 DD's identified in the Mariner 10 interplanstary magnetic
field aata at 1 A.U. for the period 4-17 November 1973, where F is the
average maghetic field megnitude across a DD and Op is the associated
standsrd oeviationj o /F uhen is @ relative magnitude noise factor,
Obviously oF/F is unrestricted for TD's but must be small (chosen here
arbitrarily to be < 0.09) for kD¥s. The vertical line at g = 72.50 marks
the upper l1imit nn RD's as discussed above. 'The RD's falling in the
top-i:ft box (n 5_30) are interpreted to be low quality RD's and are
therefore dismissed from further consideration, The bottom-left box (n =
62) contains good quality KD's. The top-right box (n = 29) includes TD's
that are probsbly of good quality in that such large UF/F values would
not permit their identification as Rp's for large B's., The bottom-right
box {n = 62) is, strictly spsasinz, 2 mixed RD-TD eat, but study
(turlaga, 1971) shows that it probably is comprised mainly of TD's, It

is not unreasonable to estimate the ratio of TD's to RD's to be

29 + &2
katio (TD/RD) ~ ____ = 1.5
o

at 1 A.0, in early Ndvember 19753, This ratio is 6bviously a very
variable quantity in general as other studies have shown (Burléga et al.,
1977; Solodyna et al., 1977). Various characteristics of the RD's and
Ti's in Figure 14 are described elsewhere (Lepping and Behannon, 1979),

15



Thg use of 8 as a aiscriminator of DD type requires that B be
reliablﬂxestimated in all cases ultimately ineluded in the statisties.
In orderwho ascertain the confidence one can place on g from Equation (Y4)
for an indfvidual ph, the error in g can be esﬂ}mated by use of equations
(10) and (12). where < 8Ky, >+ ak,.

! i

EURTHES, GO . MATIONS: FIELD WAGNITUDE CHANGE AITHIN DD'S

ﬁs was stated in the introduetion, no attempt was made in this
simulation study to model "exotic" types of directional discontinuities,
such as magnetic holes, in which there is a very large dip in field
magnitude associated with the bD, Recently, however, Fitzenreiter {1979)
has suggested that even cases with relatively modest dips in B can
produce serious errors in the Sonnerup-Cahill minimum variance analysis
and possibly even lead to a misidentification of a DD as an RD when it is
in fact a TD. These conclusions are based on results of analysis of
interplanetary DD's using boﬁh minimum variance analysis and a
two-spacecraft technigue to identify the DD type.

This suggestion prompted the modification of the simulation program
to include a smooth, conbtinuous dip in the field magnitude from a given
maximum at the end points of the generated time series to a minimum at an

angle mFIE, where w,, is the full rotation angle azcross the LD in the

discontinuity planef The problem 2lluded to by Fitzenreiter is one in
which the field magnitude dips in such a way that it results in a
hcdbgraph, or ftrace preoduced by the tip of the rotating vector in the
plane of the discontinuity, that is nearly a straight 1ine. If it is a
straight line then there is a degencracy in the MV calgulation; in the
absence of asymmetric noise contributions the intermediate and minimum
eigenvalues, 12 and 33, are both zero. Obviously when thie condition is
approachea, errors asscciated with the minimum varianze solution

incérease,
The size of the magnitude dip which leads to degeneracy in 2 given

case is a function of the anzle e For a straight-line hodograph it is

easily shown that the field magnhitude varies across the DD according to
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cos (u /2)
hi z k

: (1o,
eos(u /d - uwy)

o!

where by is the unperturbea {ieid magnituac outside the diccontinuity
(ena at tne bounderies), and vy #na wy (where 0 Cw, < wy) correspond Lo
the magnitude ond angle associszted with the ith ficld vector within the
Du. &t the ccnter tien {where wy = ”F/E)' the minimun flcld is simply
bmin = (cos mEIE) Lo In this new simtlation stuay & renge of W vilues
is considered, where for cich Wy 3 scrics of dipe in mozritude are
simuleted cobresponding to verying iractions of the rip emplituue whieh
woula give aezcnepacy. Jin sdaition, the verious cases arc repeated for a
sepies of "neise fuctors!" within ¢ range that Includes the values
previously used in the constant vector moznitude study.

In the abeence of noise, equaticn (1%) tells us that for w. angles

F!
of 3G°, 90° snd 900, aezensracy in the Sonnerup=Cobhill MV 2nalysis rc-

. " - Yo d o * wwenenti S e . -
sultg for ALmax/bo = 0.0s4, 0.134 ¢na 0,29%, respecbively, where ALmnx

bo"'min' The first two valuvce are relatively modest deercoses in field
maznitude which are not uncommon zmong interplanetary disecontinuities,

vhere a rizorously constant field magnitude is scldom obsearved,

ine preliminnry results of the stuuy inaicite that tne problem is
maae mdre seute by the sddition of noise, as would be ¢xpecteda., A= a
worst csse situatlion, we nave consldered what conuitlons arc requirsd to
produce an crror in the iuentitiasstion of vb type, i.e., for a simulated
1 with 2 dip in & to be misintsrpvctcd_as ait RD as a result of |Abzifh
estimatea from the minimum varisznce analysis exceeding 0.30. 1t was
found that at w = 60° for a moderate noise fector of €.017, corres-
ponaing to an rms noise amplitude of CG.1 ni, the eritical error would
nex/Bo (7 0.107) end at uy = 30°
/ho (>_0.010)._ 1n thesa cases a velue

oceur for s dip grester thin 8Cp of ar

for a aip greater Lhan 304 of aby o

of By = £ nl was used,

ihe encourazing aspcet of these¢ preliminary siudies, however, is
that in almost ecvery case of an inzorrect interprctation of & TD as an

kb, the eipenvalue ratio Az/Ak was less than 2.0. Thus, use of that
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value gs a minimum allowed value of Azfls appears to be a sufficient
criterion in the majority of cases to at least prevent incorrect
interpretation, although varying degrees of error will sbillrbéﬁur in the
estimation of the magnitude and direction of the normal. Those cases in .
which the eriterion did not work (less than 10% of the ﬁetal cages
stvdied) were cases with e < 40°. Hence elimination of such small angle
cases in adqition to the A2/k3 eriterion would prevent this most critiecal
error from;dé@urring.

It is probable that an additional indicator of "nearness-to-
degeneracy® is provided by the ratio 31/32. How large it can be is a
furction of the level of noise present. For a noise amplitude of 0.1 nT
a reasonablcigriterion may be 31/A2 < 100, This is currently the subject
of continuing investigation., The establishment of tighter error limits
on the éstimation of the normal will undoubtedly reduce that vpper limit.
Un the other hand, a limiting value of 100 may be unnecessarily low for
very clean cases in which the zmbient noise level is exceedingly low,
Future simulation study should shed more light on such considerations and
more genecrally on the qdestion df tﬁw-errors associated with the.use of
the Sonnerup-Cahill MV analysis for studying DD's that include magnitude
dips. An additional aspect being studied is the effect of dips whose
amplitude exgecds that which gives degeneracy. The results of this
simulation study, together with examples drawn from DD's observed in the
interplanetary magnetic field, will be discussed in a future report.

SUMMARY AND DISCUSSION

ke have statistically investigated the errors asseciated with a
minimum variance analysis (Sonnerup and Cahill, 1967) of Db's by use of
an idealized model of these discontinuities and various simulations, and
also by an examinztion of actual Mariner 10 IMF data. Ap empirical
expression for the magnituﬂe of the error in an estimated discontinuity
normal component, relative to the total ficld across the DD (or
alternately the error in 8, the cone angle),was derived, as well as other
relevant statistical properties, Application of this formula to i total
of OHY hariﬁeb 10 discontinuities has provided a more preecise but
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probdbly conservetively cstimzted upper bound of 72.50 oh the cone 2ngle
B (mguation (4)) for rotational disecontinuities in sep2rating kb's from

O's in stuaies ucing only magnetic {ield data from 2 single spacecraft,

in earrying out the simulations in this stuuy, the ranze 0.0 < OE/Ep
< 0.050 wze consiuered & rcesonzble extent for the “noise" ractor. 7This
choicc was made decausze the resulting simuliated i characteristics, the
l-ratioé in particuiar, corrcspond on averege to those found in Eypisel
int&rplentbary bu znzlyses (Lepping znu kchennon, 1979).

The simulztion scudy is believed to be an important first step in
understanding the figure ol meriv one shoula place on suzh mininum
variance anzlyses of the magnetic tielg, but it should be pointed out
that the simulavions were implemented by use of an isotropie {random)
noise generator. in actuality a systematic, thouzh usguslly small, three
dimensional perturbation may oc supcrimposed upon what may be viewed #s5 &
randomly "noised-up" aiscontinuity. Such perturbations are coeasionally
wive-like fluctuvations and arc markedly nonlinear. Als=o, some TL'z cen
have rather large oF/F velucs, us Figure 14 shows, which is mainly due to
“bp" changing consiaerably through the discontinuity zone. (in most
instances, nowever, as figure 14 also shows, most DD's irn zeneral have
values of Gr/F which fall below 0.0%.) These cdaitionsl perturbations
which nave not been modeled here will contribute to the error on the
estimate normzl airection (AR} znd on the E, component (and on the
resulting estimated w)., Sinee this study has ottempted Lo develop
conservative estimzves, 1.¢., reasonzblc upper limits, it is believed
Lhat some of these nonlinecar cnd znisotropic effeets are coverco, bul
further stuay aadressing tnese issues is proosably warrsnted, especially a

stuay (briefly cov:red here) on mzaanitude dips within the DD,

It should also bé pointed out that even in those ecssec whiere the DD
cen be well approximuted as an ideczlized DD plus superimposed isotropic
noeiss, the reshlting error "cone" znzle Ap is not usuzlly azimuthally

symmetric sbout fi. ‘Ihat is, the directional error is larzer in the m.-m
: =T

b

‘plane than in the in,-m. plane, since A /A, is usurlly aveh lerger than

1
Azlla, where m,, m.. , and m, are the eigenveector directions associated
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with the true maximum, intermediate, and minimum eigenvalucs,
respedtively. This i3 a simple geometrical fact which is dependent on
the eigenvialue ratios and the size of @ (Sonnerup, 1971). By our choice
of 8 = cos'1(|5z|/E), we have in effect isotropized the cone angle for
simplicity, as well.

This analysis was performed principally to aid in differentiating
bebueen'the interplanetary TD's and RD's observed by Mariner 10 as part
of a study to appear as a future paper. However, the analgsis developed
for this DD error study should have fairly broad applicatioh in other
gimilar studies, including the analysis of magnetopause normal errors.

We are'very grateful to L. F. Burlaza for helpful suggestions
through the course of this work and for reading the manuscript. We thank
K. W, Ogilvie for initially encouraging us to examine the issues
addressed by this work and D. Howell and P, Harrison for the Mariner 10

data processing effort,
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EIGURE CAPTIONS

Figure 1. Schematic representation of an ideal DD, For a TD Bn is zero;cj
all other DD's are RD's. The subscript T refers here to the true or
unperturbed coordinate system. All other symbols are defined in the

text.

Figure 2, Derived theoretical (T) relationship between the relative
normal error AR, (= |aB,[/B) and a composite eigenvalue "ratio" 4 for
1D's (i.e., B :900) at various discontinuity angles u.

Figure 3. Eigenvalue ratio 12/13 &5 a function of relative noise factor

aB/Ep for various input ”1'5'

Figure 4, Average of normal magnitude |Bn] as a function of relative
noize f{actor for various input “T's for RD's and TD's., Table shows
the *true" input characteristies for the RD's and TD's used in the
simulation for this and the next 7 figures. The averages are taken
over N = 100 simulations for each point in this figure. Unacceptable

averages, where A2/A3 was { 1.7, are shown for completeness.

tigure 5. Average of normal (or cone) angle B as a function of relative

noise factor f'or various mT's for RD's and TD's.

Figure 6. The rms values of g associated with the average B's of Figure

5 for the same conditions.

Figure 7. Average discontinuity angle w as a Function of relative noise

factor for various wT's for RD's and TD's.

Figure 8. ‘The rms values of w associated with the average w's of Figure
7 for the same conditions., Notice that all those with'A2/A3 < 1.7,
shown by open circles, are unacceptable DD's and are given only far '

completeness.,

Figure 9. The. (caleulated) average relative normal magnitude error as =2



function of W for various relative noise levels d = 1, .,., 14 for
T0's, et

Figure 10, Similar to Figure 9 but nhow for RD's.

rigure 11, A comparison of theoretical and caleulated reféﬁkve normal
magnitude errog;)for various w's, HNotice that as @ increases both
ART and Aﬂcalc tend to decrease, as expected.

Figure 12. Empirical relationship f{w) showing how relative normal
magnitude eryraors vary as a function of @ for all other
characteristics held constant. See text.

Figure 13, AHT distributions based on Mariner 10 ma%E?bic field data
from the three locations listed and using the defining egquation (10).
Lepping and Bbehannon (14979) diseusseﬁﬁg data sets., Nearly 100% of
the distributions lie between 0 and the cut-off at 0.12.

Figure 14, 'Scattér diasgram of Mariner 10 discontinuity data at 1.0 AU
showing relative magnitude rms deviation oF/F (from measurements
across the DD zone) as a function of g, See text. The arrtws and
numbers at the top-right, just outside the box, represent in all
cases but one (,2H60) legitimate TD's whose oF/F was too large to
plot,
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