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FOREWORD

The 49th Shock and Vibration Symposium was, from
all reports, well received by those in attendance. The opening
session was inspirational in a number of ways. Unfortunately,
some invited papers for the opening session are not included
in this pro¢ c2dings. For the benefit of the reader, a review

of that session, written by Dr. R.L. Eshleman, is offered
below.

The Opening Session

The opening session was chaired by W Brian Keegan
Symposium participants were welcomed on behalf
ot the NASA, Goddard Space Flight Center by
Dr Robert S Cooper, Director of the Center Dr
Cooper stressed the importance of the Symposium
to Goddard and NASA in 1ts role of heiping to solve
shock and wvibration problems n space systems
Andrew J Stofan, Deputy Associate Admimistrator
tor Space Sciences, NASA, presented the kevnote
address Mr Stofan noted the fact that he never
receved good news from shock and vibration engi-
neers 1n his fifteen years of experience with launch
vehicles Shock and vibration problems were always
present but were solved He reviewed some past
problems and NASA's future program plans Mr
Stofan described some of the pogo problems en-
countered in the early Titan-Centour vehiclus In the
process of solving these problems he observed the fact
that analytical tools lag hardware in development and
shock and vibration people are typically brought in
too ate Analytical tools have to be imoroved for
large structures in space Among the programs de-
scribed by Mr Stotan were

o GALILEQ SPACECRAFT - fly by Mars and
Juniper in 1985 {dynamics and control prob-
lems)

o SPACE TELESCOPE -
solute pointing accuracy)

e LARGE AREA MODULAR Al.RAY - look for
x-ray sources

e UV OPTICAL INTERFEROMETER - measure
sources near edge of solar system

o GEOSTATIONARY PLATFORM - remote area
communications

e X-RAY PINHOLE TELESCOPE
x-ray sources in Sun

o GRAVITY WAVE INTERFEROMETER

1983 (problems n ab-

determine

Mr. Stotan observed that the technology does not
exist for some of the projects and that analysts will
have to work closely with designers
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The first invited paper was ~“The Role of Dynamics
in DoD Science and Technology Programs” by
Dr George P Millburn of the Otfice of the Deputy
Director of Research ard Engineering Dr Miliburn
noted that the SVIC services form a central role in
DoD RT&DE programs He observed that we must
use the latest technology to combat the lack of
people and numbers of hardware in our defense He
reviewed the DoD research and development and
noted the ditficult problem of distributing the R&D
effort to government laboratories, contract research
tirms, and Unwversiues The key thrusts in DoD
research include artificial intelligence, smart wespons,
directed beams, microelectronics, and composite
matenals DOr Millburn observed the need for tech-
nology transfer groups such as SVIC in an effont
to eliminate costly duplication

Dr Michael Card of NASA, Langley Research Center
presented the second invited paper on "“Dynamic
Problems in Large Space Structures’’ Dr Card
showed previous large vehicles (EXPLORER ('49),
ECHO 11 ('64), SKYLAB ('73}) launched by NASA
All had reliability problems New large space struc-
tures have a lot of open truss work Dr. Card de-
scribed the three main areas with dynamics problems
- structural analysis, dynamic loads, and controls
Problems have begun to arise with saturated com-
puter programs and with scaling Dr. Card reviewed
the common dynamic modeling and computation
techruques and discussed his progress 1n continuum
analyses for repetitive structures He also reviewed
load sources for large space structures including
ground handiing, boosting, deployment, assembly,
control, thrusting, docking, operations, and environ-
ments Low frequencies (to .1 Hz) of large space
structures are a problem -- for instance low earth
orbit forcing frequency is .002 Hz Dr. Card talked
about means for control of large space structures
including counter rotating rings and adaptive contrg!.
He summarized with a discussion on methods for
structural analysis, dynamic loads, and controls.

Dr. John F. Wilby of Bott Beranek and Newman
gave the third invited paper, "'Analytical Model for
Predictions of Noise Levels in Space Shutile Payload
Bay.” Ther work on acoustic noise environment
includes efforts on mathematical analysis and experi-
mental validation, The problems involve structural
response and acoustic radiation. He showed program
development, anaiytical models, and scale test mod-
els. Statistica! energy analysis was used for high fre-
quency vibration and modal analysis for low fre-



quency The analysis was conducted in one-third
octave bandwidths Testing of the OV 101 mode! will
be conducted at the Paimdale, California test facility
followed by 8 secorc test at Edwards Aw Force
Base using F104 awcraft as the noiss source Dr
Wilby showed the microphone and acceleromuter
test locations The payioad modeling was particularly
interesting for this test program. Current and future
work on this program was discussed by Dr Wilby

iv

We regret in this case that full text of all invited papers
is not included. We pledge, for all future symposia, to make
every effort to include these timely £nd useful presentations.

Henry C. Pusey
Director, SVIC
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INVITED PAPERS

THE DYNAMICS OF THE DOD SCIENCE AND TECHNOLOGY PROGRAM

Dr Georse P. Millburn
Office of the Deputy Under Secretary of Defense for Research and Engineenng
Research and Advanced Technology
Washington, D.C.

I am delighted to be here to have the opportunity to
address the 49th Shock and Vibration Symposium on the
Science and Technology Program of the Department of De-
fense. It is especially pleasant to acknowledge our host, the
NASA Goddard Space Flight Center.

My congratulations go to the program committee for
the excellent program it hos developed for the symposium. !
have read through the agenda with better understanding of
the depth and breadth of the subjects that have been chosen
and the quality of the speakers who will illuminate them. The
three days of the symposium should be a splendid experience
for all of you. Let me also express appreciation to Henry
Pusey and his staff for their unsung contributions over the
years in operating the Shock and Vibration Information Cen-
ter. It is unforti:nate that activities such as information analy-
sis centers uo not get Lthe attention that they merit, but we
will try to do better in the future.

When I was approached to give this talk, ] must confess
that my first reaction was: “I don’t know anything about
shock or vibration that could be of interest to experts in the
field.” Then I remempered all the scars — the reworks, the
slipped schedules, the cost overruns — which shock and vibra-
tion have given me and my doubts increased. However, Mr.
Pusey assured me that the audience wou'd like to hear more
details of the DOD Science and Technology Program, particu-
larly the major thrusts that impact the dynamics area.

The subject of this symposium — shock and vibration —
is a technical area involving loads and stresses which, poten-
tially, can alter reliability or a’fect survivability of any of our
major defense systems. It is thorefore a technology that is an
essential part of all RDT&E Programs aimed at maintaining a
strong national defense capabili’y.

By their nature, military organizations everywhere strive
10 use the latest technology availa’'» to them in order to
maximize their effectiveness. History is full of examples
where the use of high technology has made a significant and
occasionally a dramatic difference in the outcome of a battle
or a war. There are, of course, occasional examples, toc,
where the attempts to use high technolcgy have not only
failed to be productive but have even been disastrous —
witness the defeat of their enemies by Israel when 1ain and
mud mired the advanced, highly mobile enemy chariots and
permitted the inferior forces of Israel to prevail. Perhaps if

the char'~ performance in mud had been adequately tested
prior to battle, the whole outcome might have been changed.
Ceriainly the scars | alluded to from shock and vibration
testing are minor compared with those that would have re-
sulted from equipment malfunction in the action arena.

It is important for all of us but particularly those of us
who promote high technology with the greatest zeal to be
aware of such lessons and to insist that proper precautions be
taken to avoid premature use of technological advances. But
where would the United States be today without the wide-
spread use of high technology in its military forces? Certainly
we cannot match our potential adversaries in manpower, and
we have chosen not to attempt to match them in equipment
numbers. Thus, our tanks, aircraft, carriers, command and
control, and missiles must use the latest technology if we are
to be strong enough to deter any possible aggression either
against us or against areas vital to our national concern. It is
the intent of the DOD Science and Technology Program to
provide the proper foundation for military use of the high
technology we have developed.

I have heard that there has been, on occasion, some
quarrel with the severe design requirements for military sys-
tems. Let us take a lesson from history and understand that
such systems are designed to operate in environments which,
it is hoped, they will never have to face. The greater assur-
ance we have that our systems will operate reliably in com-
bat, the greater are our chances we will never have to use
them. In terms used today, this is called deterrent capakility.

It is the science and technology ponion of the Defense
R&D Program that gives us the optiois and opportunities to
provide technological solutions to complex and difficult
national security problems. It is the Science and Technology
Program that provides new ideas, components, materials and
techniques upon which technological advances in strategic,
tactical, intelligence and support systems -merge. And not
forgetting the human element, the Science and Technology
Program seeks to improve our capsbility in recruiting, train-
ing and protecting ouy soldiers, sailors and airmen in both a
peacetime and wartime environment. And now some details
on the science and technology aspects of DOD R&D.

The science and technology budget for 1979 is $2.7
billion, about 20 percent of the total DOD R&D budget. It
is divided into four major categories: Research, Exploratory



Development or Applied Research, Advanced Technology
Demonstrations and Manufacturing Technology. The Air
Force spends ubout 23 percent. the Navy, 29 perc-nt; ihe
Army, 29 percent; and the Deferme Agencies, 19 percent.
The program content is heavily weighted towards the physi-
cal sciences but there & a significant effort in terms of the
lite sciences and training. Our office is also hesvily involved
in technology export, an area whose importance is growing
rapidly.

The Secretary of Defense and the Under Secretary of
Deferse (ar Research and Engineering recognize the impor-
tance of the Science and Technology Program in the achieve-
ment of our goals. We have had the support of the Adminis-
tration and Congress in emphasizing the Science and Tech-
nclogy Program. This is refected in our current budget and
planned programs. There is abcut a 7 percent increase be-
tween FY 77 and FY 78. In FY 79, the (ortkcoming budget
period, an increase of 13 percent over FY 78 is anticipated.
Our longer range goals are to increas2 the research category
by 10 percent per year in real terms and 5 percent, again in
real terms, in Exploratory Development Programs.

The advanced tect..ology demorstrations, the ATD's in
scronym langiiage, have also increased over the past two
years. However, the ATD demonstrations have a “supply and
demand” characteristic. The ATD program typically picks up
the “winners” from the exploratory development and carries
them throu.h real life demonstrations to prove their military
worth o¢ general utility. It is the output of the ATDs that
usually provide us with options for system prototype devel-
opments. [t is my view that the need for ATDs will increase
as we increase our output from the Exploratory Developmer t
Program. | will say more about ATDa later.

Dr. Davis, the Deputy Under Secretary of Defense for
Research and Advanced Technology, has set up a number of
management goals which are essential to successful formula-
tion and execution of the Science and Technology Prgram.
Among these goals are:

1. To interact with the scientific community so that it
adequately undersiands DOD's scientifically-based problems
and can respond to them.

2. To provide the strictured mechanisms between R&D
groups and operational military organizations that will allow
the needed two-way ficw of infcrmation and results on
mission needs and R& D cupabilities.

8. To prevent any crippling dependency by DOD on a
specific segment of the scientific community that could harm
DOD's ability to be propetly respongive to its mission needs

4. To keep to a minimum the time period between
relevant invention or creative idea, and its first developmental
application in an operational environment.

5. To smoothly transition the sulstance of our R&D
Programs so that it always mirrors the best of the old and the
best of the new from our rapidly changing scientific environ-
ment.

One of our most difficult problems is the distribution of
the R&D workload between the various performers - the

vy

DOD 1n-house laboratories, industry and universities. There
are some 78 DOD in-hnuse R&D installations in the Depart-
ment but they by no means perform all of the R&D program
About three out of every four DOD R&D dollars go to the
private sector. However, the scisnce and echnology portion
of the DGD R&D program has been more in-house oriented.
In 1974 it was : stimated that about 43 percent of the science
and technology program was performed in-house. In 1975 »
concerted effort was made to reduce this percentage in order
to broaden the sourve of innovative ideas and capabilities.
The result has been a redurtion in the percentage of the
science and technology program performed in-house fron.
about 43 percent in FY 1974 to about 37 percent at thy .
of FY 77. The change results primarily from a larger po. .;on
of the science and technology program increases going to
universities and industry.

In FY 77, in the DOD Research Program (about 18 per-
cent of the Science and Technology Program) some 40 per-
cent of the work was czrried out by DOD in-house labors-
tories, 40 percent by univemnsities and 20 percent by industry
and non-profit organizations. As would be expected, this
program halance shifts increasingly from universities through
the DC  aboratories to industry during the progression from
research through exploratory development to the advanced
technology demons.ration component of the Science and
Technology Program. In the latter program, the effort is
about 70 percent in industry and 30 percent in DOD labors-
tories. We do not see any major perturbations in these ratios
for FY 78 or the out-years.

There are differing views within the Executive Branch,
Congress and Induatry as to the proper balance between the
perfurmers of Science and Technology work for DOD. The
House Armed Services Committee placed temporary limits
on the amount of the FY 78 Research and Exploratory
Development that could be performed by private contractors.
The Senate's view as was expressed in the Armed Services
Committee report was that “‘the strength of this country will
continue to be the initiative and motivation provided by our
free enterpriss system. Current trends preventing more partic-
ipation by non-Department of Deferwe laburatcries must be
reversed and done so quickly and dramatically.”

The second management initiative I would like to dis-
cuas is our effort in the area of advanced technology demon-
strations — our 6.3A Program. The role of ATDs is not
generally understood. One way to describe ATDs would be
as ‘‘Technology Push” Projects maturing successfully from
ideas and components in exploratory development which
need to be demonstrated prior to gaining the confidence and
acceptance ol designers as potentially viable options for
application to systems. ATD projects are generally tunctional
bread-board it cms built as inexpensively as posaible in very
small quantities so that an engineering principle can be aem.
onstrated as feasible. ATD projects generally are more expen-
sive than exploratory development projects because they
involve working models and testing. Ar; example of a success-
tul ATD is the Advanced Low Volume Ram Jet Technology
Project which reached fruition through flight demonstrations
in 1878 and 1977. Thia technology is being applied toward
high speed air-to-air and air-to-ground tactical missues. It
promises significant advantages in time required to destroy
houtile targets and in decreased vulnerability while attacking
defended targets. Other ATD programs include efforts in



Fighter Aircraft Aerodynamics, Jet Engines and High Energy
Lasers.

ATDs are an important component of Hur Science and
Technology Program They provide the finishing touchss in
demonstrating feasibilitv of the products of the Science and
Technology Program. Successful ATD programs provide op-
tions and, ementially, the bridge to application to mission
element needs across the spectrum of strategic, tactical and
support systems.

Candidate ATD Projects compete for resources on their
merits. Factors considered in selecting projects include the
vitgineering need to do the demonstration, the probability of
application to an existing or perceived need, and the proba-
bility of success in completing the demonstration. The ATD
Program has not been as successful over the past two years in
competing for resources with other portions of the RDT&E
Program as some of their proponents had hoped. The growth
within the ATD Program has exceeded inflation, however,
the “supply and demand” of candidate ATD projects indi-
cates that we need to put more resources into this area.

Key thrusts can be described as those technical areas or
projects which are receiving increased resources, sometimes
at the expense of “not-so-key" areas or projects. Key thrusts
are usually found in areas where the technology is changirg
rapidly and technological breakthroughs might be expected.
Consequently, technological surprises could be anticipated
by the Soviets, others or ourselves. Some of the technologies
in which scientific breakthroughs or surprises may well occur
include those of:

controlled thermonuclear reaction
directed energy

highly energetic munitions

quiet underwater vehicies

“smart”’ weapons

adaptive optics

composite maierials

very high speed microelectronics, and
artificial inteliigence.

1 should point out that this same list has been separately
generated almost in toto by several different groups on
different occasions over the last year. It must, therefore,
possess considerable credibility both wichin the military and
intelligence communities.

Cenerally, the U.S. holds an assertable technological
lead in these and other areas of high interest to national de-
fense. However, based on recent assessments and group judg-
ments, some important areas in which the U.S. does not
necessarily lead appear to be in the technologies of:

® nuclear and chemical warfare
@ land vehicle mobility, and
€ composite materials.

We must watch clorsly in the expectation of seeing new
advances in the level of such technologies incorporated in
future Soviet weapons systems. We hould also pursue with
vigor in our defense program the areas we have just identified
as rapidly changing technologies.

r & . . -

As | view the technologies which are hichly pervasive
and which seem to form the (ramework for soc many o’ our
current and predictable advances, | am compelled to conjec-
ture a technological infrastructure, i.e., the technical basis for

our military future The kingpins in this infrastructure are

® computer and software technology

® microelectronics

o distributed systems technology (for information,
sensor, control, etc. networks)

©® materials technology

@ automated or unmanned operation technology

® sensor technology using both the electromagnetic
and acoustic spectra

¢ human engineering, and

® manufacturing technology.

A good example of how some of these technologies fit
together to form a new advance occurs in precision guided
weapons application — cited by Dr. Perry, the Under Secre-
tary of Defense for Research and Engineerirz, as our technol-
ogy with the single greatest potential for force multiplica-
tion He has predicted that precision guided weapons have
the potential of revolutionizing warfare.

With the advent of microelectronics and advanced com-
puter technology. we are now on the verge of developing
unique terminal guidance signal processing techniques which
will permit a munition delivered into the target area to scan
the ciuttered battlefield background. Using new imaging and,
in some cases, non-imaging infrared seekers the target can be
acquired and hit day or night. What remains, howevez, to
provide a fully effective capability is the development of
seekers that can see through bad weather, smoke and dust.
We have therefore highlighted precision guidance technology
programs directed toward the demonstration of an effective
fair weather capability and development of all-weather zen-
sors. Specific demonstration programs involving terminally
guided submiasiles are directed toward destruction of enemy
armor which has not yet reached the range of our direct fire
weapons. Longer term technology deve’opment in the area
of millimeter wave (mmw) sensors is directed toward the
destruction of enemy armor in adverse weather.

QOur FY 79 Science and Technology budget contains
specific thrusts in precision guided munitions. directerd
energy weapons, chemical warfare defense, materials and
electronic warfare.

I have described the Science and Technology Program
and discussed some of our management technical initiatives.
I would like to now describe some of our activities in tech-
nology export.

The DOD role in technology export stems from the
Export Administration Act of 1969, as amended. It states
that “It is the policy of the U.S.. .. to restrict the export of
gouds and technology which would make a significant con-
tribution to the military potential of ariy other nation or
nations which would prove detrimentl to the national
security of the United States.”

The same act authorizes the ‘‘Secretary of Defense to
review any proposed oxport nf poods or technology to any



country to which exports are re.tricted for national sec’rity
purpoees and whenever he determines that the export of such
goods or technology will make a significant cuntribution,
which would prove detrimental 0 the national security of
the United S:ates, to the military potential of any such coun-
try, to recommend to the Prcsident that such export be
disapproved.”™

Interim DOD policy regarding technology export was
published by the Secretary of Defense on 26 August 1977.
Jubsequently, the respensidility within DOD for the techni-
val aspects of technology export matters was assigned to the
Under Secretary of Defense fo: Research and Engineering.
Our objectives are to control only those critical technologies
which, if exported, would prove detrimental to our nationa!
sezurity and to do this with minimal interruption to inter-
naticnal commerce.

Several inter.elated activities are underwzy to meet
these objectives. We have participated sxtensively in U.S.
pi~parations for the COCOM List Review ~hich is now
underway. DOD provided the Chairman of 7 of 13 Techr ~}.
ogy Transter Groups (TTGs) and senior representatizcs to
the remaining 6. These TTGs prepared the U.S. proposed
technical positions on the various items and have prepared
U.S. counterproposals to the other COCOM nations’ pro-
posals.

Finally, with the rapid advancement: in technology and
the ever expanding technical literature that follows, we need
more than ever to concentrate on metheds and resources for
managing and disscminating this information, if only for the
purpose of eliminating costly duplication of research and
development efforts. Symposia such as this one are a means
to that enid. Specialized informaiinn analysis centers, such as

the Shock and Vibration Information Center, fill a special
need in this area Their task is analyzing, reviewing and filter-
ing 1Information to get to the hear: of a problem. Part of the
probler: as to why this capability is not more widely recog-
nized may be that the broad research and development
spectrum is not covered by such centers. We may wish to
take a new look, to estsblish an information management
system that includes document archives and information
analysis centers to cover our wide technological base. The
mechanics of such an effort may be diffi_ult, but the results
could be rewarding.

In conclusior., we are faced with requir~ments for
higher performance systems under more adverse require-
ments. We ave offered less money to do a greater job. The
challenge is yours and mine. I think we can meet that chal-
lenge. History tends to support this prediction.

1 hope this short overviev: give; you a better apprecia-
tion of the DOD Science and Techr.ology Program and its
dynamics — it is incleed a changing program which we strive
to make responsive to future needs of our military strength.

To this poiat, | have successfully avoided saying any-
thing shout shock snd vibration, and it probably would be
wise for me to quit nov. But I must repeat and reinforce
the comment | made earlier. The United States depends nn
and utiiizes high technology military hardware to a greater
extent than any of our possible major adversaries. This is a
deliberate decision but one which carries some hidden re-
sponsibilities. Not the least of these is making certain these
new gadgets perform as advertised and as needed. The work
of groups such as yours is an essential element in providing
that assurance.
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THE DEVELOPMENT OF A METHOD FOR PREDICTING THE
NOISE EXPOSURE OF PAYLOADS IN THE SPACE SHUTTLE
ORBITER VEHICLE

John F. Wilby, Larry D. Pope
Bolt Beranek and Newman Inc.
Canoga Park, California 91303

1.0 INTRODUCTION

The advent of the space chuttle as a means of piacing
payloads into orbit introduced a series of new problem
areas in vehicle and payload design. One such problem was
the exposure of the payload to high acoustic levels at lift-
off. When it was recognized, from studies such as that by
On [1], that the sound levels surrounding a payload could
be higher than those to which the payload has been designed,
a program was initiated by NASA Headquarters with the
objectives of obtaining rehable estimates of the sound levels
and designing noise control approaches. NASA Goddard
Space Flight Center ser/«d as contracting center and
technical monitor for the program. The purpose of this
paper is to review the tasks undertaken by Bolt Beranek
and Newman Inc. (BBN) during the program and to out-
line future efforts required to complete the construction
of an analytical model for the prediction of sound levels
in the payload bay of the space shuttle orbiter vehicle at
lift-oft. The program is of interest because it provides an
excellent examrple of the development of an analytical
acoustic inodel, through the various stages of formulation
and validation.

Results of the work accomplished to date have been
presented in a series of BBN reports and technical papers.
These are listed, at the end of this paper [2-11] so that an
interested reader can obtain further details. The reports
document the development of the analytical model, includ-
ing modifications made as a result of comparisons with data
obtained from a series of four tests on model and full-scale
orbiter vehicles, with and without payload. These tests were
conducted in conjunction with NASA Goddard Space Flight,
Dryden Flight Reszarch and Johnson Space Centers, and
Rockwell International Space Division. In making the com-
parison between anaiytical and experimental results, three
factors have to be kept in mind. First, although every effort
is made to reproduce the acoustic environment of lift-off,
the experimental external pressure fields are not necessarily
good represantations of the lift-off condition. Secondly, in
no case has the payload bay been completely representative
of the lift-off condition. There have been differences, for
example, in the bay door, thermal control system material,
and door radiators. Finally, at the present time, the analytical
model has certain limitations which are currently being
removed, These three factors have introduced some un-
certainty into the interpretation of the comparisons of
experimental ana analytical results.

The development of the analytical model is shown in
chronological order in Fig. 1. The initial formulation of the
model was performed in 1976 with subsequent validation
tests from 1976 to 2978, In addition, tasks to extend the
low frequency range of the model are also identified.

2.0 SPACE SHUTTLE ORBITER VEHICLE

At lift-off the space shuttle system consists of the
orbiter vehicle, a large fuel tank and two solid rocket
boosters (SRB) in the familiar configuration shown in Fig. 2.
The propulsive thrust, prior to the separation of the boosters
later in the ascent, is provided by the Space Shuttle main
engines (SSME) on the orbiter vehicle and the two SRB’s.
The configuration is different from preceding launch vehicles
in that the rocket engine nozzles are separated by relatively
large distances, and the engines provide an asymmetric thrust
force which causes the space shuttle to drift sideways
auring launch,

A further difference between the space shutt'e and
earlier launch vehicles is the location of the payload bay
relative to the rocket exhaust nozzles. In previous vehicles
the payload was on the upper portion of the vehicle, well
away from the rocket exhaust. The space shuttle, in contrast,
has the payload bay located relatively close to the exhaust
nozzles.

At lift-off the exhausts from the rocket engines pass
through holes in the launch pad and are deflected by the
turning ramps (Fig. 3). The high noise levels generated by
the exhaust are reduced to some extent by the introduction
of large quantities of water into the gas streams. This noise
suppression system is the result of extensive tests undertaken
by personnel at NASA Marshall Space Flight Center [13].

As the lift-off distance increas:s, the rocket exhausts
impinge on the launch platform structure. This impingement
increases the noise generation of the exhaust flow and also
reduces the effectiveness of the water injection noise
suppression system, Consequently, the maximum noise levels
on the orbiter vehicle occur several seconds after lift-off.

The structu: sl repion of interest to the present discus-
sion is the mid-fuselage region which is defined longitudinally
by the fore and aft bulkheads of the payload bay at stations
582 and 1307 respectively (Fig. 4). The other bounding
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structures are the fuselage sidewall and bottom panels and
the payload by doors. The sidewall panels are flat, the lower
part being covered by the wing structure. The bottom panels
and payload bay doors are curved, although the radius of
curvature for the bottom 1s large. The pavload bav defined
by the mid-fuselage structure is approximately 18.4 m long,
5.3 m wide and 6.1 m high.

Door Panels

Aft Butkheod

Bottom Panels Sidewall Panels

Fig. 4 — Space Shuttle Orbiter Vehicle showing
mid-fuselage structure

Most of the mid-fuselage structure is of the aluminum
skin-stringer-frame construction. The main exceptions are
the payload bay doors which are honeycomb structures
with a Nomex core and graphite epoxy face sheets and ring
stiffeners. The exterior surfaces of the mid-fuselage structure
are protected from heat loads during reentry by a Ther:nal
Protection System (TPS) which varies in composition from
the bottom of the fuselage to the top, according t» the
variation in predicted temperatures. A description of the
TPS can be found, for example, in [ 12]. Additional thermal
protection is provided for the payload by placing Thermal
Control System (TCS) material on the inside of the payload
bay.

3.0 ANALYTICAL ACOUSTIC MODEL FOR
PAYLOAD BAY

The analytical model has been developed to allow the
prediction of space-averaged sound pressure ievels in the pay-
load bay of the Space Shuttle Orbiter Vehicle. The model
provides a physical basis for estimating the interior sound
field when the payload bay is empty and when a pavload is
present. In the latter case, the region around the payload is
divided into a series of subvolumes.

Structural characteristics of the shuttle mid-fuselage
are described in a relatively simple manner as is described
in the following section, so that acoustic power flow through
the structure can be estimated. Acoustic absorption prop-
erties of the interior walls of the bay and the exterior sur-
faces of the payload are included in the determination of the
payload bay sound levels.

In the present stage of development, the output of the
analytical model consists of space-averaged, one-third octave
band sound pressure levels r the frequency range 31.5 Hz
to 4,000 Hz. One spectrum is assoctated with the empty bay,
and one spectrum with each of the subvolumes surrounding
a given payload.

The basic concept of the analytical model is that of
accustic power balance. This concept is formulated as a series
of power balance equations which relate acoustic power
transmitted into and out of a volume with power dissipated
within that volume. The analysis considers first the case of a
single rectangular cavity which accepts acoustic power from
the exterior space, The cavity can be allowed some modifica-
tion to the boundaries to represent curvature of the structure
or payload. Furthermore, the single cavity can be broken
down into a series of interconnecting subvolumes which
surround a given payload.

The various steps which constitute the analytical model
are shown in the flow diagram in Fig. 5. The first steps
involve the response of the structure to the external pressure
field. These are followed by several steps which calculate the
acoustic power radiating into the cavities.

At this stage, the frequency range is divided into low
and high frequency segments, which are determined hy the
acoustic modal content of the cavity. Finally, net power flow
is equated to the dissipation provided by the acoustic absorp-
tion in the cavity.

The development of the acuustic power flow relation-
ships for the emptv bay and the bay with payload, formed
the central core of the analytical modeling effort for the
Space Shuttle. This application of the power {low concept
to noise transmission into an aerospace vehicle constitutes a
rew approach to the problem of predicting vehicle interior
noise levels, and the results show that the concept provides
a very useful tool.

Various assumptions and approximations are incorpo-
rated in the development and application of the analytical
model. These simplifications are introduced in order to make
the model into an engineering tool which can be uved with
an available digital computer. Some of the mo.2 important
assumptions are identified in the following discussion.

3.1 Structural Response

In order to calculate structural response to the external
acoustic field, the mid-fuselage is first divided into six struc-
tural regions which are determined on the basis of structural
similarity and acoustic pressure level, The payload bay door,
sidewall, bottom panels and aft bulkhead are each considered
separately, The forward bulkhead is omitted since there is
negligible acoustic power inflow through this structure, the
noise levels in the crew compartment being relatively low.,
The doors and aft bulkhead are each considered as single
units, whereas the sidewall and bulkhead are each divided
into fore and aft regions on the basis of different structural
make-up. The regions are shown in Fig. 6, which also shows
the region on the sidewall which is “masked" by the wing
structure, The acoustic power transmission through this
masked area is assumed, in the analytical model, to be negli-
gible,

The analvtical model contains two alternative ap-
proaches to the calculation of the dynamic characteristics
(resonance frequency, mode shape and modsl density) of the
payload bay structure. For most modes it is assumed that the
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structure, including ring frames and other stifferers, can be
represented by equivalent single orthotropic pla‘es, with
simply-supported boundary conditions. Resonance fre-
quencies are then calculated using the usual closed-form
equations. Unfortunately the accuracy of this approach
decreases as mode order decreases, since the boundary condi-
tions become more critical. Thus, where possible, an alterna-
tive approach is followed at low frequencies whereby the
analytical model utilizes resonance frequencies and mode
shapes which were calculated using finite element analysis
of the ortiter mid-fuselage structure. Data from the finite
element analyses were supplied by Rockwell International,
and are based on calculations associated with ground vibra-
tion tests. The upper frequency limits of the finite element
analyses are restricted by the large computational require-
ments required for higher order modes.

The mode shapes from the finite element analyses are
simplified in shape into sinusoidal forms for use in the pay-
load bay acoustic model, the sine wave being assumed to
exist over only that part of the structure for which the mode
is active. Examples of two modes calculated by finite element
analysis for the bottom structure are shown in Fiy. 7. The
same approach was used for the aft bulkhead and a similar
method is proposed for the sidewall. At the present time,
there is no low frequency representation of the sidewall in
the analytical model — the model assumes that there is no
acoustic power flow through that s*ructure at low fre-
quencies.

Structural responses to the exterior acoustic pressures is
expressed in terms of panel joint acceptance functions which
quantify the coupling between the predicted structural mode
shapes and the spatial correlation Lharacteristics of the
random excitation field [ 3]. In calculating the structural
joint acceptances, it is assumed that the correlation proper-
ties of the exterior acoustic field can be represented analyt-
ically as exponentially — decaying cosines. This representa-
tion is discussed in more detail in Section 4.1,

3.2 Structure Cavity Coupling

Having calculated the structural response. it is necessary
to couple it to the cavity in order to calculate the acoustic
power flow. Thus, some analytical representation of the
cavity is required. Since the cross-section of the payload
bay is essentially rectangular in shape, with some curvature
of the bottom and doors, the basic representation for a
receiving cavity is taken as a rectangular parallelepiped. Then,
the mode! has the capability of allowing each surface of the
cavity to be displaced to represent concave or convex curva-
ture, such as is illustrated in Fig. 8. The resonance freq-
quencies and mode shapes for the ‘‘deformed” cavity are
then calculated using a perturbation-type analysis. The finai
step is the coupling of these modes to the structural modes
of the surrounding structure. A diagrammatic representation
for the case of a subvolume exposed to a structural mode
which exists over a distance greater than the length of the
cavity is shown in Fig. 9. Other combinations of structural
and cavity modal coupling are discussed in [3].

The present analytical model calculates acoustic power
flow in one-third octave bandwidths, and, within such a
bandwidth, caleulations are performed for resonant and non-
resonant response of the structure and resonant response of
the subvolume, The resonant response refers to conditions
where the modes have their resonance frequencies in the
bandwidth of interest. Monresonant structural response is
linked to the case where the structural mode has its reso-
nance frequency below the band of interest, i.e. the response
is mass-controlled. These limitations are adequate for the
frequency range above 31.5 Hz, but additional nonresonant
response (for structure and cavity) will have to be considered
for any low frequenry extension to the analytical model.

The analytical model assumes that the structural and
cavity modes are weakly coupled. Under this assumption the
coupling can be calculated using the in vacuo panel
resonance frequencies and the rigid wall resonant response of
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the cavity. Mathematically, this means that the acoustic
power flow between a structural mode and a cavity mode
can be calculated without including the interaction with any
other mode. It should be emphasized, however, that the
assumption of weak coupling in r> way excludes “well-
coupled” modes i.e., structural and cavity modes with
resonance frequencies closely-spaced relative to the modal
bandwidth.

It is incicated in Fig. 5 that the coupling of the struc-
tural and cz vity modes is performed in either low or high
frequency .egimes, In the low f. .quency regime, which
contains frequency bands with few cavity modes, the
coupling calculations are performed mode-by-mode. At
higher frequencies where there are a large number of cavity
modes in a given bay, the coupling is performed using
methods similar to those of statistical energy analysis.

3.3 Acoustical Absorption

The final step in the calculation of the space-average
sound levels is the equating of the net inflowing acoustic
power to the dissipation within the cavity. This dissipation
occurs because of absorption of the sound by the thermal
control material, the payload, and the mid-fuselage struc-
ture.

The absorbing surfaces are assumed to be locally —
reacting, so that the acoustic impedance at any point on a
surfac: is not affected by the response at any other point
on the surface.

3.4 Payload Effects

When a payload is placed in the bay, the single volume
of the empty bay becomes a series of small subvolt mes
interconnected by openings of various shapes. Thus, the
analyst is faced with the task of constructing a set of sub-
volumes which represent the regions around the payload and
which have fairly well defined boundaries that can be
assumed to be capable of supporting standing wave systems.
The analytical model then considers each subvolume in the
same manner as for the empty bay. This means that the
subvolume is assumed to be basically rectangular in shape,
with curvature of one or more bounding surfaces. In addi-
tion it is assumed that from an acoustical standpoint, the
interconnecting openings can be represented to sufficient
accuracy, by impedance functions for rectangular or cir-
cular pistons, when these functions are weighted to account
for average mode excitation. In its present form the analyti-
cal model assumes that acoustic energy from subvolume
modes resonant in 4 given frequency band is accepted in a
connected subvolume only by modes resonant in the same
frequency band.

An cxample of the breakdown of the payload bay into
subvolumes is shown in Figure 10 where the payload is an
approximation to the Spacelab Configuration 2. Other
examples can be found in [3] and [ 7]. Several types of
subvolume can be identified in Fig. 10. Subvolume 1 extends
the full heizht of the bay from door to bottom, and contains

a relatively small volume of payload. Subvolumes 4 and 5
have no payload except for the empty pallets which form the
lower surfaces of the subvolumes and shield the subvolumes
from the bottom panels of the mid-fuselage. In contrast,
subvolume 3 is shiel Jed from the door by the pallets. Sub-
volume 2 is also shielded from the door, but, this time the
intervening body is the large-diameter section of the pay-
load. Subvolume 6 is a region above a payload on a pallet
and, finally, subvolume 7 is an annular-type region around
the upper part of the Spacelab. All the subvolumes are
connected by openings around the payloads and pallets.

EXPERIMENT
PACKAGE

TUNNEL

Fig. 10 — Spacelab Cor.figuration 2 payload showing
idealization of subr olumes for analytical model

Subvolumes 1, 4 and 5 have well-defined modal
characteristics as they have reflecting surfaces at all bound-
aries. Subvolumes 2 and 3 are less well-defined because of the
absence of reflecting surfaces at some of the fore and aft
boundaries. Finally, subvolun. »s 6 and 7 are the most diffi-
cult to model acoustically because there are no reflective
surfaces at some of the boundaries and also, the cavities have
sma!l dimensions in one or more directions. As a result of the
latter property, subvolumes 6 and 7 have very few modes at
low frequencies. In an attempt to overcome this problem the
analytical model allows subvolumes such as 6 and 7 to be
represented as “coupling nodes” which do not accept acous-
tic power from the exterior of the payload bay. These
“nodes” act solely as transmitters of acoustic power from
one subvolume to another.

P



4.0 EMPIRICAL INPUTS

The analytical model requires certain information which
has to be acquired from experimental investigation since the
data cannot be determined from purely analytical reasoning.
This information includes spectral and correlation data for
the external acoustic field, damping coeificients or loss
factors for the mid-fuselage structure, and acoustic absorp-
tion coefficients for the paylcad and payload bay surfaces.
These data were obtained from various sources, as is
described in the following sections.

4.1 External Pressure Field

In order to calculate the response of the mid-fuselage
structure to the external acoustic pressure field it is necessary
to know the pressure spectrum level and the associate correla-
tion characteristics. Calculation of these parameters from
tirst principles is not a feasible task, and use has to be made
of the limited amount of applicable experimental data. One
important source of such information for the space shuttle
vehicle is the test series performed at NASA Marshull Space
Flight Center to explore exhaust noise control methods { 13].

The NASA tests were performed on a 6.4% scale
mode] during simulated lift-off conditions. Measurements
of the surface pressure fluctuations were made at a number
of microphone locations on the payload bay door, and

sidewall and bottom panels. Measursmenis were made
for several noise control approaches and the data taken
for use in the analytical model are associated with the
water — injection noise control method selected for full-
scale lift-off cperations.

One-third octave band spectra from the model scale
tests were scaled to full-scale conditions, and the levels
were space-averaged for each of the six structural regions
used in the analytical model. The resulting spectra, and
their associated structural regions, are given in Fig. 11.

It is seen that the spectra are similar in shape and level
for the doors, sidewall (fore and aft) and forward bottom
regions. The aft bottom region presents an acoustic ‘‘hot-
spot” region, while the sound field on the aft bulkhead
has a signficiantly different spectrum shape.

Correlation properties of the acoustic field could be
obtaiued from the 6.4% tests onlt for the longitudinal
direction, since microphone pairings did not provide
circumferential correlation data. For use in the analytical
model, the correlation characteristics were determined in
terms of coherence and phase velocity. The coherence
function was represented as an inverse exponential function
in order to simplify the formulation of the model. This
requirement was rather difficult to satisfy in the test data,
as can be seen in Fig. 12, which shows a typical measured
coherence spectrum, with an inverse exponential curve
superimposed.
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Fig. 12 — Comparison of measured and analytical representation of
external pressure coherence function, based on 6.4% model tests

The phase velocity was obtained from the phase angle
spectrum of the pressure cross-power spectral density func-
tion. It was found that, to a first approximation, the phase
velocity was indenenident of frequency and was supersonic
(indicative of acoustic waves at some non-zero angle of
incidence). Data were averaged for door, sidewall and bottom
microphone locations and the resulting average phase, or
trace, velocity in the longitudinal direction was calculated
to be U, = 1.12¢ where ¢ is the speed of sound. Then the
coherence function can be written in the form

ko _2kxm]
7°(§,w) = exp [T

where ¢ is the separation distance in the longitudinal direc-
tion and wavenumber k, = w/U,.

The corresponding relationship for the circumferen-
tial direction was more difficult to determine because of the
very small amount of appropriaie data. After a review of the
available information, the circumferential coherence func-
tion was cons‘ructed from data presented by Cockburn and
Jolly {14], such that

2k, 1¢1
-2 = B
v4($,w) = exp [ 33 ]

with k, = w/U, and U, = 2.62c.

As these representations for the corvelation characteris-
tics of the excitation field are based on a limited amount of
data, a more comprehensive set of data would be desirable
to remove some of the uncertainties, particularly for the
circumferential direction,

4.2 Structural Damping
Structural damping, expressed in terms of the loss
factor, i, by means of the complex Young’s modulus

E(1+in), has an important role in the analytical model in
determining the acoustic power transmitted by structural

e
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modes which are resonant in the frequency band of interest.
Unfortunately, as is often the case in the prediction of
structural response, values of the loss factor are either

not known, or, if they are known, the values are not known
very accurately.

The damping of different types of aerospace structures
has been measured by several investigators and some of the
results are summarized in { 15-17). In many cases the dat.,
were obtained from test specimen rather than complete
vehicles. Thus care has to be taken in interpretiny vae
results. Measurements by Hay [ 15] on riveted structures
with machined skins and viscoelastic sealants show loss
factors in the range 0.004 to 0.029, with a mean value of
0.012. Data from measurements on complete airplane fuse-
lage structures give loss factors in the range of 0.008 to 0.110
with a mean of 0,038, Measurements on spacecraft structures
[17] show loss factors of 0.040 to 0.130 with a mean of
0.083. However these latter data probably refer to low-
order overall modes of the spacecraft so that the damping
provided by various attachments becomes significant.

In the case of the Space Shuttle mid-fuselage, the
struzture has TPS tiles attached to the external surfaces,
and the door is graphite-epoxy construction rather than
aluminum. The influence of the TPS files has been measured
on small structural samples Rucker and Mixon { 18] and by
Rockwell International. The data nre summarized in Fig. 13.
Rucker and Mixson bonded 5.8 em-thick selica tiles to a
0.4 cm-thick Nomex felt < rain-isolator pad, which in turn
was bonded to an alum’:;um panel with stitfeners. The tiles
increased the damping from an average of 0.00€ to 0.015.
Unpublished data from Rockwell International tests show
higher loss factors for the structure and tiles, with values in
the range of 0.03 to 0.18. The average value is 0.06.

Turning to the case of graphite-epoxy honeycomb door
panels, there is a much smaller amount of data. Measure-
ments for fiber-reinforced plates show a wide scatter of
results, as shown in (3] with an average value of about 0.012.
The trend with frequency is by no means clear. Loss factors
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for honeycomb panels with fiber reinforcement have been
measured by Soovere { 19} and Bert et al [ 20] and the
results are plotted in Fig. 14. The mean loss factor is 0.031
but the value is heavily weighted by the high loss factors at
low mode ordsrs.

These wide ranges of values make it very difficult to pick
representative values for the analytical model. Furthermore,
it is even more difficult to determine a suitable frequency
dependency. Initial forms for the analytical model assumed
that the damping was independent of frequency but later
validation tests on OV 101 suggested that a more appropriate
damping representation would be a loss factor which was
inversely proportional to frequency. This representation was
anchored to loss factors at 100 Hz of 0.04 for . he aluminum
sidewall and bottom panels and 0.02 for the payload bay
door. These frequency — dependent representations are
shown in Figs. 13 and 14. Although the current representa-
tion does appear to be adequate for the frequency range of
31.5 to 4000 Hz associated with the present analytical
model, it has the disadvantage that it implies that the loss
factors are high at lower frequenciec. As this is unlikely
to occur, some modification will be necessary when the
analytical modol is extended to lower frequencies.

4.3 Acoustic Absorption Coefficients

All the surfaces in the payload bay provide some
absorption of the acoustic field, even if the values of the
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absorption coefficient are small Jor surfaces such as the bare
aluminum panels. Several different types of surface are
present in the payload bay and estimates of the appropriate
acoustic absorption coefficients were obtained from the small
amount of available experimental data.

Unpublished measurements by the Lockheed Missiles
and Space Company on various shrouded and unshrouded
spacecraft give absorption coefficients of 0.05 to 0.30 with
a mean of 0.175, As the data appeared to be essentially
independent of frequency, it was assumed in the anaiytical
model that the valuc of 0.175 was valid for all frequencies.

The door itself is not exposed directly to the payload
bay, because of the presence of the radiator panels, which
are somewhat similar in construction to a spacecraft. Thus
an absorption coefficient of 0.1, which is at the low end of
the range of the Lockheed test data, was assigned to the
radiator/door combination. An absorption coefficient of
0.05 was assumed for the bare aluminum structure of the
aft bulkhead, but higher values were assigned to the sidewall
and bottom panels to account for the TCS material. On the
basis of tests on TCS somples, absorption coefficient spectra
were determined with values ranging from a minimum of
0.05 at low frequencies to a maximum of 0.62 at frequencies
in the neichborhood of 500 Hz. Due allowsnce was made for
cases where the TCS material was placed directly adjacent
to the structural panels, and where there was a gap between
the material and the structure, Detailed values of the absorp-
tion coefficient are listed in [3).
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5.0 VALIDATION TESTS: EMTPY BAY

Two test series have been performed in order to obtain
empty bay acoustic data which could be used to validate the
analytical model, or to provide empirical data which could be
used in the model data input. Both tests involved the use
of Orbiter Vehicle, OV 101, the first test being performed
while the vehicle was still in the assembly area at the
Rockwell International facility in Palmdale, California
[8,11], and the second at NASA Dryden Flight Research
Center at Edwards Air Force Base, California [8,9,11].
Loudspeakers were used as noise sources in the first test
and the jet exaust from two F-104 aircraft formed the
noise sources in the second test.

The OV 101 vehicle used in the tests was similar to
Orbiter OV 102 which will be used in the first launches,
except that there was no TCS material in the payload bay,
and the TPS material on the exterior was only a simulation,
Furthermore, there were no radiator panels attached to the
payload bay door.

5.1 Speaker Experiments

The test set-up for the speaker tests is shownr in Fig, 156
Four microphones mounted on mcvable booms were used
to survey the sound levels in the bay. Other microphones
measured the external sound levels. Two types of excita-
tion field were used. A propagating field, generated by
placing tive speakers aft of the orbiter and located symmet-
rically around its circumference, was used as a simulation of

the launch condition. Then a diffuse field, achieved by
mounting speakers in the corners of the assembly room, was
used for diagnostic purposes. Speakers were also placed
ingide the payload bay for supplementary tests on noise
transmission through the structure, and absorption in the
bay.

5.2 Jet Noise Experiments

During the jet noise tests the OV 101 was mounted on
the transporter used to carry it by road from the Rockwell
International facility in Palmdale, California to Edwards
Air Force Base. Two F-104 aircraft used as noise sources
were positioned to the rear of the OV 101 as shown diagcam-
matically in Fig. 16 and in the photograph of Fig. 17. Tests
were performed with the engine nozzles of the F-104 air-
craft at either 30.5 m or 76 m aft of the orbiter vehicle,
and all the tests were performed during the night of 31
January - 1 February 1977,

Microphones were located on the exterior of the OV
101 (Fig. 18) to measure the sound level and correlaton
characteristics of the acoustic field from the jet exhausts.
Other microphones were located in the payload bay, and
six accelerometers were attached to the midfuselage struc-
ture. Speakers were placed in the bay for acoustics absorp-
tion measurements.

Noise levels were measured outside the paylcad bay,
and the values used as data input for the analytical model.
The interior noise levels predicted by the model were then
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compared with measured values. Sound pressure spectra
measured inside and outside the OV 101 test vehicle are
presented in Fig, 19.

5.3 Analytical Model Modifications

As a result of che OV 101 tests, two significant
modifications were made to the analytical model to make
it more representative of the orbiter vehicle. One modifica-
tion was associated with the modeling of the payload bay
doors for the calculation of the joint acceptances, and the
other modification concerned the representation of
structural damping. The two changes influenced the accuracy
of the model in the mid to high frequency ranges.

In the initial representation of the payload bay doors,
a low frequency model had been used for frequencies below
the fundamental frequency of a door panel and a high
frequency i odel had been used above this fundumental
frequency . The door was represented as an equivalent
orthotropic panel in both frequency regimes but the
circumferential frames were included in the model only
at the low frequency. The frames were excluded from the
high frequency modcl on the assumption that they did
not influence the response of the individual panels on the
door. In the iight of the OV 101 results this assumption was
modified to include the representation of the frames for
higher frequency ranges.

As indicateq in Section 4.2, the structural damping
terms had been represented in the early analytical model
under the assumption that the loss factor was independent
of frequency. This assumption was used because the avail-
able data did not show any well defined trend with fre-
quency. The data from the OV 101 tests iudicated that a
frequency — dependent loss factor was probably a more
appropriate relationship, and the damping model wa:
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modified to include loss factors inversely proportional to
frequency.

As a result of the two modifications identified above,
the sound levels predicted by the analytical model were
increased at frequencies above 200 Hz., as is shown in
Fig. 20. The analytical model had previously underpredicted
in this frequency range.

Statistical evaluation of the analytical model was
performed in terms of the differences between predicted and
measured space-averaged payload bay sound levels for the
OV 101 jet noise tests. The results were presented as mean
values and 99% confidence intervals (or 1% level of signifi-
cance band) for the differences. These confidence intervals
were introduced because the measurements were made at
only a limited number of discrete locations.

The bounds associated with the 99% confidence
intervals can be interpreted in the following way: there is
a 1% chance that the actual difference between the measured
and predicted space average levels will lie outside the bounds.
If a discrepancy between t'ie predicted and measured levels
falls outside the bounds, tie discrepancy should be
considered statistically significant (at the 1% level of
significance). However, if the discrepancy falls inside the
bounds, there is not adequate evidence to state that the
measured and predicted results are not in good agreement.
It is seen in Fig. 21 that the results from the OV 101 test
lie within the 1% level of significance band, except for the
one-third octave bands centered at 80 and 100 Hz.

6.0 VALIDATION TESTS: PAYLOAD EFFECTS
The analytical model preaicts not only the sound levels

in the empty bay, but also the sound levels in subvolumes
surrounding a given payload. As the prediction of sound levels

. .o
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around payloads is probably the most important aspect of
the analytical model, it is highly desirable to have some
verification that the model is achieving this goal. Thus, two
experimental investigations were conducted to validate the
mode! for the case when & payload is present. The first
investigation was performed at the beginning of 1976,

early in the developmental stage of the analytical model,

to provide initial guidelir.es for the model. Because a dynamic
model was not available at that time, the payload bay was
simulated by means of a one-fifth scale rigid model, and the
acoustic power was introduced into the bay through a series
of holes. Subsequently, a one-quarter scale flexible model
became available and a series of tests was performed with

a convected field on the exterior of the model orbiter
vehicle.

By the time the one-quarter scale flexible model
tests were performed the accuracy of the analytical model
in predicting space-zveraged sound levels for an empty pay-
load bay had been established. Consequently it was adequate,
when validating the analytical model for the case when a
payload is present, to consider only the change in payload
bay sound level when a payload is introduced. This simplifi-
cation enables the constraints on the modeling of the
exterior noise field and the orbiter vehicle dynamical
characteristics to be relaxed to some extent. The approach
01 comparing payioad bay sound levels with and without a
payload present was followed also in the one-filth scale
rigid model tests.

6.1 One-Fifth Scale Model

The one-fifth scale rigid model simulated the interior
contour of the payload bay of the Space Shuttle Orbiter
Vehicle. The interior surface was constructed from 1.9 m
thick plywood, stiffened on the exterior by 5.1 cm by 15.2
cm members. Scaled reproductions of the interior frames,
wirc trays, and pressurized bottles were included in the bay.
In addition the sound absorption characteristics of the
TCS material were simulated by te use of 0.6 cm thick
foam with partially-open cells, The acoustic transmission
characteristics (from inside to outside) of the full scale
payload bay door were also represented by use of absorptive
material { 2].

Acoustic power was introduced into the payload bay
by means of a series of hoses driven acoustically by eight
loudspeakers. The hoses terminated in 1.3 em diameter
brass fittings which penetrated the plywood walls of the
model. These fittings were plugged with steel wood to
dampen the acoustic resonances in the tubes. Three payload
configurations were represented by means of wooden models.
The payloads were the Large Scale Telescope (LST) with
Orbital Maneuvering System (OMS) kit, Spacelab Configura.
tion No 2 (Fig. 10); and the USAF Defense Support Pro-
gram Satellite with Interim Upper Stage (DSP/IUS). The
Spacelab Configuration 2 model is shown in the one-fifth
scale payload bay in Fig. 22,
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6.2 One-Quarter Scale Model

The lack of dynamic similarity between the one-fifth
scale mode] and the mid-fuselage of the orbiter vehicle left
some uncertainty in the comparison between scale model
and analytical results. However, an opportunity to reduce
the unceriainty was provided by the availability in 1978 of
the one-quarter-scale flexible model of the Space Shuttle
vehicle. This model was constructed by Rockwell Interna-
tional for low frequency dynamic experiments related to
problems such as flutter and “pogo"”’, and was designed to
give an accurately-scaled replica of the appropriate full-
scale dynamic characteristics. Although this does not
necessarily mean that the dynamic characteristics associatad
with noise transmission are scaled with the same high degree
of accuracy, it is believed that tt.e accuracy is sufficient for
the measurement of changes in payload bay sound levels
when a payload is introduced.

The one-quarter scale model is constructed mainly
from riveted aluminum panels and stiffeners, as is the case
for the full scale vehicle. However the model payload bay
door is constructed from alur-inum face sheets with a foam
core, whereas the full scale door has graphite-epoxy face
sheets and Nomex honeycomb core. Radiator panels were
not installed on the door of the model, but weights were
attached at appropriate locations on the door to represent
the radiator weight distribution. The one-quarter scale model
did not co:itain. TCS imaterial, =0 0.64 cm fo =n was inst2lled
to simulate the acoustic absorption o1 ilic [T materisl.

For test purposes, the model orbiter vehicle was mounted on
jacks and was located at a height of about 1.2 m above the
floor in a high bay building. Figure 23 shows the model in
position, with the payload bay doors open to show one of
the test payloads.

Three payloads were selected for the study. One
payload was the Spacelab Configuration No. 2 (Fig. 10)
which had been used in one-fifth scale tests and in the
analytical work, The other two model payloads, identified
as Delta-D ar Delta-L, were diagnostic payloads designed
tostudy\ effects of payload diameter and length,
respectively. Side view sketches of the Spacelab and
Deita-D payloads are shown in Fig. 24. The latter payload
consisted of five circular cylinders with diameters equal to
10, 30, 60, 80 and 95% of the diameter of the available
vayload envelope.

The exterior sound field for these tests was generated
by five loudspe: 'ters located aft of the orbiter vehicle. The
speakers were driven by independent random noise
generators to produce grazing incidence acoustic wave
excitation propagating forward along the orbiter vehicle,
in a manner similar to that of the acoustic field anticipated
from the five Space Shuttle engines during lift-off.

Noise levels were measured outside and inside the
paylaod bay. The exterior sound field was measured in terms
of level and correlation so that the actua! excitation field
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Fig. 23 — One-quarter scale model with Delta-D payload
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could be represented in the analytical medel. Interior noise
levels for the empty bay were measured at 42 locations and
space-averaged values determined. These values were then
compared with average levels measured in the subvolumes
around the test payloads, in order to determine the influence
of the payloads on the payload bay noise levels.

6.3 Experimental Trends

The payloads were chosen so that different approaches
cc uid be taken in defining the subvolume spaces in the pay-
lo.d bay. These different approaches allow some form of
diagnostic evaluation to be made of the analytical model,
thereby validating the most suitable approach. For example,
when the payload diameter is small, a subvolume is defined
as extending all around the payload section, fror the bottom
of the bay to the door. As the payload diameter is ir .reased,
a stage is reached at which the subvolume can no longer
be considered as a single unit, but has to be divided into two
subvolumes, one above and the other below the payload.
Ultimately, as the diameter increases still further, the region
above the payload becomes an annulus and it is difficult to
envisage it as a subvolume with a well-defined modal struc-
ture, The analytical model has the capability of representing
these annular subvolumes simply as “‘nodes which transfer
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acoustic power between connecting subvolumes but which
do not accept acoustic power from outside the bay. The
choice of representation for a subvolume can have a signifi-
cant influence on the sound levels predicted for that sub-
volume.

As the goal of the model scale tests was the valida-
tion of the analytical model, measurements of sound levels
around a giver n: vioad were made in such a manner that
the data could be readily compared witn p-edictions. With
this in mind, the following observations can be made
regarding the data from the one-quarter and one-fifth scale
tests,

a) The changes in sound level when a payload is
introduced show large vari- .ions from band to band at
frequencies below 31.5 Hz (full scale).

b) Sound levels above large diameter payload sections
are consistently higher than t! 2se below.

¢) Sound levels above large diameter payloads are
congistently higher than those in the empty bay.

d) Sound levels around small diameter payloads tend to
be slightly lower than those in the empty bay.



Typical spectra for changes in measured average sound
levels are shown in Fig. 25. These spectra show the charac-
teristics identified above.

6.4 Comparison with Analytical Model

Results of the analytical model were compared with
measured data from both the ove-fifth and one-quarter
scale model tests. However, as the one-fifth scale tests
provided mainly an interim approach in th2 model davelop-
ment, only the results from the one-quarter scale test will
be discussed here.

In order to validate the analytical model by means of
the one-quarter scale model tests, it was necessary to apply
the analytical model to the sper.ific test situation, rather than
to the full-scale orbiter vehicle. Sevural test parameters
required for the analysis were measured for data input, but
others had to be assumed. Measured inputs included the
exterior field and the acoustic absorption provided by the

simulated TCS material and the payload. One of the more
troublesome assumptions was that of the structural damping
of the model orbiter vehicle. Determination of structural
damping is a problem often encountered in dynamics investi-
gations. It was assumed eventually that the structural loss
factor for all structural regions was given by n=2/f. This
compares with assumed value< of 2/f for the full sczie pay-
load door anc 4/f for the sidewall, bottom and aft bulkhead
[3]). In other words, the damping for a given mode was
assumed to be similar for full scale and model configurations.

Predicted and measured changes in payload bay noise
levels were obtained from space-averaged levels in the empty
bay and in the subvolume of interest when a payload is
present. For the comparison between measurement and
analysis the measured data were presented in sound level and
the 99% confidence intervals for the change, in a manner
similar to that discussed in Section 5.3 for the OV 101 tests.

Initial comparisons between measured and predicted
changes in sound level associated with the introduction of a
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payload indicated that the modeling of a subvolume as a
connecting node was unsatisfactory. The agreement was
much improved if the subvolume was modeled as other sub-
volumes, even though the analytical model in its present
form was not strictly applicable to subvolumes such as
nodes which have ill-defined boundaries with neighboring
subvolumes.

The comparisons also showed that when the payload
diameters was equal to, or greater than, 80% of the avail-
able payload diameter, the surrounding region in the
payload bay should be considered as two subvolumes, one
above and the other below the payload.

Figure 26 presents comparisons of experimental and
analytical results for the change in sound level when a
payload is inserted into the bay. The data are associated
with the Delta-D payload and represent cases where there
are no subvolumes modeled as nod -s. The experimental
data are presented in terms of the range of values bounded

by the 99% confidence limits, as discussed earlier. The
results show that the analyiical model is reasonably
accurate in predicting the average sound levels in a sub-
volume surrounding a payload. The accuracy is best for
those subvolumes which are well-defined from the
analytical modehing viewpoint and which have the payload
bay door as one bounding surface. Poorest accuracy is
associated with subvolumes which are formed below pay-
loads and are difficult to model analytically.

One factor which seems to have a signficiant effect
on the ability of the analytical model to predict noise
levels in subvolumes below a payload is the absence of a
representation for the response of the payload bay sidewall
at frequencies below 200 Hz, This deficiency arose because
of the unavailability of modal information for the sidewall
at low frequencies. In its present form the analytical model
assumes that there is no acoustic power flow through the
sidewall in the low frequency range.
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This comparison bet ween experimental and analytical
results covers the frequency range from 31.5 to 2000 H:
(full scale). Test data, however, were recorded for frequencies
down to 12.5 Hz and the measurements will be available
for future validation of a low frequency extension to the
analytical model.

7.0 NOISE CONTROL APPROACHES

Consideration of noise control approaches formed
a very small part of the overall program, but mention of this
aspect of the work effort can be made as a brief aside to the
general theme of this paper. The noise control study was
conducted only as a part of the experimenta! investigation
on the one-fifth scale rigid model, The study was not very
successful in identifying highly effective noise control ap-
proaches, but the results did indicate that noise reductions
could be achieved, particularly where control was required
in a narrow frequency band.

Three concepts were evaluated. These were tuned
absorbers, broadband absorbers, and mode disruptors.
Tuned absorbers were introduced by installing material
with a high flow resistance at modal pressure nodes, and
broadband absortpion was achieved by the installation
of large amounts of glass fiber blankets in the bottom of the
payload bay. Finally, mode disruption was tested by the
use of horizontal baffles along the centerline of the Large
Scale Telescope and Spacelab payloads. Noise reductions
of 1 to 5 dB were achieved in limited frequency ranges, the
greatest reductions being associated with the horizontal
baffles where strong vertical modes were disrupted.

8.0 COMPUTATI()N METHODS
8.1 General Approach

Two computation procedures have been developed from
the analytical model. One method requires the use of . digital
computer with fairly large storage capacity [ 5], whereas the
other is a simple graphical approach {4 ] which makes use of
results from the digital computer program.

The objective of each method is to determine the space-
averaged sound levels in the subvolumes which surround a
given payload at lift-off. The structural characteristics of the
orbiter mid-fuselage and the correlation characteristics of the
external acoustic pressure field are regarded as fixed inputs
which are not available to the operator as variables. The
excitation sound pressure levels can, however, be varied if
need be, The main task to be accomplished by the user is the
idealization of the payload of interest into several elements,
each of which is surrounded by one or more well-defined
subvolumes. The adjective “well-defined” is used here in
the acoustical sense in that the subvolume shouid have
surfaces which act as reflecting boundaries for acoustic waves
in the subvolume, thereby generating fairly strong modal
characteristics. The two procedures differ markedly in the
computational effort involved but, by the same token, they
also have large differences in the flexibility allowed to the
user and the detail allowed in describing the payload.
Consequently the resulting estimates for space-average

sound levels will be more accurate when obtained by
means of the computer program than by the simplified
method.

At the present time the two methods represent the
development stage of the analytical model as it existed
in mid-1977. That is to say, the methods do not include
refinements in payload effect made as a result of the one-
quarter scale model tests which have been analyzed only
recently. Nor do they take into account nonrcsonant
response of the cavites. This nonresonant response will be
incorporated when the extension of the analytical model
to lower frequencies has been completed. Finally, neither
procedure includes low frequency transmission through
the fuselage sidewall, since this item is not yet a part of the
analytical model.

8.2 Computer Program

The analytical model has been developed into a
computer program which can be used to calculate space-
averaged sound levels in an empty payload bay, or in the
bay with payload present. The objective of the computer
program is to calculate the sound levels to which a givern
payload will be exposed to lift-off, and the main effort
required of a user is the definition of the subvolumes which
surround the payload when it is in the payload bay.

A very simplified flow diagram for the procedure is
showt in Fig, 27, The computer program consists of a
main program and a series of 13 subroutines which, amonyg
other things, calculate structural and volume resonance
frequencies, structural joint acceptance functions, and
coupling factors for the structure and subvolume. When a
CDC-6600 computer is used, the total number of cards,
excluding control cards is 2655, and computer storage
required for the program and data is 257330 octal words.
For IBM 360/370 series computers the storage required is
400,000 bytes. A microfiche listing of the program and
subroutines is included as part of the software package
provided for prospective users.

Two sets of input data are required for the program. One
set describes most of the basic structural parameters required
for the program, and the second set is associated mainly
with the payload under consideration. The structural param-
eters for the mid-fuselage are fixed and are not available to
the user for variation. Oaly the payload data cards can be
selected by the user. The set of structural data parameters
includes the response and acoustic radiation characteristics
of the mid-fuselage structure including sidewall, bottom,
payload bay doors and aft-bulkhead. The response charac-
teristics include joint acceptances associated with the selected
convective acoustic field and a diffuse acoustic field, mass-
law transmission losses, and modal densities for each struc-
tural region.

A description of the data input required for the second
set of -iata card. is given in the Computer User’s Manual [5].
The cxcitation field is defined in terms of one-third octave
bard spectrum levels for the six structural regions of the mid-
fuselage. Correlation characteristics are also input at this
<tage but they are used in a very limited manner in the main
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prcgram. In any case the correlation characteristics have to
be identical to those used in preparing the structural data
input. Conse~*~ntly choice of correlation characteristics
is not open (o the user except that diffuse field excitation
can be selected as opposed to a convected acoustic field.

The main effort required of the user is the idealiza-
tion of the payload into a series of elements, each of
which is surrounded by a well-defined subvolume. An
example of the breakdown of the interior space into a
series of subvolumes is given in Fig. 10. Each subvolume is
given a basic parallelepiped shape, and then any surface of
the parrallelepiped can be given single or double curvature
by specifying the displacement at the center of the surface.

In the present format of the computer program, each
gubvolume has to be designated as being active or inactive.
Active subvolumes are those which are large enough to have
several resonance frequencies within a given frequency band
and thus can accept acoustic power from the exterior of the
bay. Inactive subvolumes have a paucity of resonanr . fre-
quencies, at least in the lower frequency bands, and, since
the present computer program is restricted to resonant
response of a subvolume for a given frequency band, the
subvolume cannot accept acoustic power from the exterior
field. Consequently inactive subvolumes act only to transfer
acoustic power between neighboring active subvolumes.

Calculation of the transfer of acoustic power between
subvolumes requires the specification of the location, shape
and dimensions of the connecting areas. These have to be
specified by the user for the particular idealization formed
to represent the payload. Alsc to be specified are the
absorbing areas and associated absorptticn coefficients for
the surfaces of each subvolume.
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The output of the computer program gives the space-
averaged one-third octave band sound level spectrum for each
subvolume, in the frequency range from 31.5 Hz to 4000 Hz.
Calculations for lower frequency bands will be available when
the low frequency extension is complete. The calculated
sound levels result from resonant and nonresonant trans-
mission through the fuselage structure and the contributions
from each regime are identified separately in the computer
outnut.

8.3 Simplified Procedure

The simplified procedure was developed by converting
results obtained from the full computer program into a
graphical format which consists of three items — an exterior
sound pressure spectrum, an interior space-averaged sound
pressure spectrum for the empty bay, and the incremental
changes in spectrum level to account for the effects of a
payload.

The procedure allowed designers to make a first
estimate of the sound levels around a payload but, as
indicated earlier, the meth d suffered from certain disadvan-
tages whick are not presented in the full computer program.
The simplified procedure was provided mainly as an interim
measure until the full computer program becane generally
available. As the computer program is now in use by several
investigators, the simplified procedure has declined in use-
fulness, and further discussion is not warranted here.
Interested readers can refer to [4] for a detailed description
of the method.

9.0 MODEL IMPROVEMENTS

There are two obvious improvements which can be
made to the analytical model. One is the extension of the
model to lower frequencies which are still of importance in
determining payload response. The other improvement is the
inclusion of a dynamic model for the sidewall structure of
the payload bay at frequencies below 200 Hz.

The low frequency extension is currently under develop-
ment. In making the extension, consideration has to be given
to the possibility that a given frequency band may not
contain a resonant acoustic or structural mode. Thus the
model has to have provision for non-resonant acoustic
response of a subvolume and nonresonant v.hrational re-
sponse of the structure, In the latter case the sddition to the
analytical model consists only of stiffness-controlled re-
sponsc, as mass-controlled response is already included in the
model. With the inclusion of non-resonant response of the
subvolume it should be possible to provide a more realistic
representation of the annular subvoltmes which, under
some circumstances, have been considered as insctive sub-
voluiiies or connecting nodes, in the past.

It has been observed in earlier discussion that the
absence of a low frequen-~y dynamic model for the side-
wall of the payload bay is probably responsible for the poor
agieement between measured and predicted sound levels
for subvolumes beneath payloaas. Inclusion of a sidewall
representation is dependent on obtaining an adequate
description of th. structural mode shapes and resonance
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frequencies. These data were obtained for the bottom panels
from finite element analyses performed by Rockwcll Inter-
national. A similar approach is proposed for the »idewall. For

exa:nple, the mode shapes predicted by the finite element
analysis will be approximated by sinusoidal forms so that
existing joint acceptance formulations ;» the analytical
model can be used to predict the sidewall response, It is
anticipated that the low frequency sidewall model will be

added to the analytical model for the payload bay acoustic

environment during 1979.

10.0 CONCLUDING REMARKS

The discussion presented in the preceding sections has

outlined the development of an analytical model for the
prediction of sound levels in the payioad bay of the Space

Shuttle Orbiter Vehicle. The development has included both
the formulatica of the analytical model and its validaticn by

meens of model scale and tull scale tests. Althongh the

analytical model is not yet in its final and complete version,
it is apparent that the systems — type approach used in the

development etiort has resulted in a prediction procedure

which can bz expected to give reliable estimates of payload

bay sounu levels, even when a payload is present. Further-

more the analytical model has the capability of being readily

modified to include other excitations such as turbulent
boundary layers and propeller near-field pressures, and to
other aerospace vehicles, The analytical model is a signifi-
cant step forward in the analysis of vehicle interior noise
levels.
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VIBRATION AND ACOUSTICS

PROBABILITY OF FAILURE PREDICTION FOP STEP-STRESS
FATIGUE UNDER SINE OR RANDOM STRESS

Ronald G.
General Electric Company
Aircraft Equipment Division
Utica, New York 13503

Lambert

A previously proposed cumulative fatigue damage law is
extended to predict the probability of failure or fatigue
life for structural materials with S-N fatigue curves repre-

sented as ~ scatterband of failure points.

The proposed law

applies tc structures subjected to sinusoidal or random
stresses and includes the effect of initial crack (i.e.,

law) sizes.

The corrected cycle ratio damage function is

shown to have physical significance.

INTRODUCTION

A cumulative fatigue damage law was
previously derived by applying Fracture
Mechanics theory to structures subjected
to several levels of sequentially applied
sinusoidal or random stress. The pro-
posed damage law was similar to Miner's
linear cycle ratio law but‘*contained a
correction term which accounted for the
dependency upon the values of stress
range, initial crack (flaw) length, a
geometrical parameter and the material's
fracture toughness. The significance of
the proposed damage law was that it made
corrections for known deficiencies in
existing damage laws.

The only corlition imposed at the
discontinuity of the two levels of step-
stress was that the crack length not
change, which .s an accurate representa-
tion of the physics involved. However,
the value of cycle ratio damage was
shown to change at the stress level dis-
continuity by a calculable amount.

The proposed damage law treated the
cycle ratin damage expressons as deter-
ministic quantities. This paper consid-
ers the material's fatigue curve as a
scatterband of f~ilure points, not as a
single line, by treating the fatigue
curve constant as a random variable.

This paper shows that the cycle ra-
tio damage function is related to the
probability of failure (or fatigue life)
and, therefore, has physical signifi-
cance as well as being a convenient and
practical mathematical expression

r o P
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APPROACH SUMMARY

The analytical approach to be used
in deriving probability of failure ex-
pressions in the two levels of step-
stress is summarized as follows: The
material being stressed has its fatigue
curve represented as a scatterband of
failure points. The corresponding sin-
gle stress level failure probability F(N)
is derived as a function of stress cy-
cles N. It is shown that F(N) can also
be expressed in terms of che cycle ratio
damage function D. The cycle ratio dam-
age functions in the two step-stress
levels are computed utilizing previously
derived expressions described in the Ap-
pendices. These damage functions include
Fracture Mechanics' effects; the most
significant from a practical viewpoint
is the initial crack (flaw) length. The
damage functions are used to compute the
desired failure probability expressions,
Eqs. (14) and (15). Examples are worked
out to establish the reasonableness of
the derived F(N) expressions.

FATIGUE CURVES

Fig. 1 shows the single level sinus-
oidal and random fatigue curves for
7075-T6 Aluminum Alloy. These curves are
of the following form:

A8

= = A -1/8
] A Ns

(L

g=7C ﬁT'l/B

(2)

where A and € are material fatigue curve
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constants and & is a slope parameter [1].
AS is the cyclic sine stress range. Re-
fer to the Symbols section for Metric -

Conventional Units conversion factors as
well as definitions for all symbols. o

is the random rms stress. Ng is the sine
cyclies to iallure. Nt is the median num-
ber of random stress cycles to failure.

The above [atigue curves are zero-width

(i.e., nonscatterband) lines of failure

points.
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Fig. 1 - Sinusoidal and random fatigue
curves for 7075-T6 Aluminum Alloy

Table 1 shows typical parameter val-
ues for several materials that will be
used for subsequent examples.

TABLE 1
Typical Fatigue Curve Constants
A 8 [§
(ksi)|(MPa) (ksi) | (MPa)
Copper Wire 81 9 565 |9.28 36.9 254
7075-T6 180 1240 |9.65 80 552
Aluminum Alloy

DETERMINISTIC FAILURE

The fatigue curves of Fig. 1 can be
used in a deterministic fashion to pre-
dict failure. Define the cycle ratio
damage function as follows:

N
D= == (3)
Np

where N applied cycles

NT = ¢ycles to failure

Define F(N) = probability of fail-re
at N cycles

The value of N corresponds to a
particular value of stress ¢ in Fig. 1.
Curves of D .ad F(N) versus applied
stress cycles N are shown in Figs. 2 and
3. Failure is shown to occur when N=Nr
(i.e,, when D = 1,0). These figures are
presented to contrast the probabilistic
treatment which follows.
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Fig. 2 - Cycle ratio damage function
versus applied stress cycles
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Fig. 3 - Deterministic probability of
fajlure versus applied stress cycles

SCATTERBAND FATIGUE CURVE

A material's S-N fatigue curve is
typically not a single line as shown in
Fig. 1 but a widexr scatterband of fail-
ure points. The single lines ~f Fig. 1
can be thought of as the median of the
scatterband. This scatterband can be
represented by letting the constant A in
Eq. (1) become a random variable. For A
having a Gaussian probability density
function with average value A and_stand-
ard deviation 4, it can be shown [1] that
the probability density function of cy-
cles to failure p(Np) for a random ap-
plied stress of rms value ¢ is expressed
as

- N 1/8
T <
NT‘B A V2m NT
2
1/8
xz%("_’r’) -1}
ﬁ ]
T
exp |- (4
[ 242
where
- (E 8
NT = (a‘) (5)

NT = median cycles to failure

Refer to Table 1 for typical values of
A, C, and 8.

The corresponding probability of
failure is defined as follows:

F(N) = probability of failing at N
cvcles

F(N) = probability that N > N
(i.e., that the number of
applied cycles exceeds the
cycles to failure of the
material)
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N
F(N) =of P(Np) dN, (6)

1/8

F(N) = 0.5+erfp[§{(§—i-) - 1”

(M

where erf(a) Papoulis' [2] Error

Function

a 2
ey /2 dy

1
3/
0

erfp(a)

erfp(O) 0; erfp(W) = 0.5

erfp(-a) = —erfp(u)

Both the average number of applied
stress cycles N and cycles to failure Np
in Eq. (3) are random variables for the
random stress case. However, for relia-
ble equipment design where N is usually
greater than, say, 100 cycles, the value
of N can be considered as a constant.
The cycles to failure Nt cap be expressed
in terms of a median value Nr. The cor-
responding cycle ratio damage function
of Eq. (3) can be_expressed in terms of
its median value D.

The relationships between the param-
eters of Eqs. (4), (5), (6), (7), and
(8) are shown in Fig. 4. The values of
the curve p(Nt) are independent of the
value of N. *he shaded area F(N) in-
creases as N increases. F(N) = 0.5 for
N = Np (i.e., for D = 1.0). This was not
the case for deterministic failure as

L]
Fin -/ D'N[MN,
-0
* SHADED AREA
2

NS
Fig. 4 - Relationchips between p(Np),
F(N), N, Ny, D
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shown in Figs. 2 and 3, tecause the
scatterband representaticn of the fatigue
curve places failure both before and af-
ter the median cycles to failure Np.
Fig. 3 represents the case for A = 0.

DAMAGE FUNCTION

The damage function of Eq. (3) can
be treated mathematically by using Egs.
(3), (4), and (8) along with the appro-
priate transformation. The derived
probability density function of D is as
follows:

) 1/8

(=[]

A
p(D) = ———
DB8A /??(

[ #i) " F
exp| -

5 (9)

L 25

Copper wire is subjecteq to a ran-
dom stress of rms value o = 48.3 MPa
(7 ksi). Calculate p(D) versus D for
N = 106, 5 x 106, and 5 x 107 average
applied stress cycles.

EXAMPLE 1

Given:

A = 565 MPa (81.9 ksi)
C = 254 MPa (36.9 ksi)
g = 9.28
A = 56.5 MPa (8.19 ksij)
A/a =10

= 48.3 MPa (7 ksi)
ﬁT = 5 x 106 cycles from Eq. (5)

N D

108 0.2

5 x 10° 1.0

5 x 107 10.0

Plots of p(D) versus D using Eq. (9)
are shown in Figs. 5, 6, aud 7 for the
above three cases. The median value D
falls above the mode of the nonsymmetri-
cal p(D) curve.

PROBABILITY OF FAILURE -

Eq. (7) can also be expressed as:

. 21,5178 .1
F(N) 0.5 + erfp I:A l(D) IJ(IO)
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Eq. (10) could equally te defined as
F{D).

N 100 cYCus
5-0.2

Fig. 5 - Plot_of p(D) versus D for
D=20.2

te No S 1 109 CYCLES
B-10

05

Fig. 6 - Plot_of p(D) versus D for
D=1.0

cse !
o) Neszilovaus
510

Fig. 7 - Piot_of p(D) versus D for
D =10

It should be noted that the slope
of the curve in the vicinity of F(N) =
0.5 is inversely related to 4, the stand-
ard deviation of the scatterband fatigue
curve., F(N) = 0.5 for D = 1.0.

EXAMPLE 2

Same as Example 1 except calculate
F(N) for values nf D from 0.1 to 10.
Fig. 8 is a plot of F(V) versus D using
Eq. (10) for A/A = 10 and A/A = 30.
Note that these curves are not straight
lines on Weibull probability paper.

Eq. (9) was numerically integrated
for values of D above 1.0. These values
of area are equal to the values of F(N)
using Eq. (7) or (10). Three such val-
ues are shown by the shaded areas of
Figs. 5, 6, and 7,

Therefore, the following is true:

w©

N
F(N) = [ p(D)dD = [ p(Np)dNy (11)
1.0 0

(&

.1 L
o1 0305 Lo 2 5
]
Fig. 8 - Plot con Weibull graph paper of
F(N) versus D for A/A = 10,20 and
B =9.28

This is shown pictorially in Figs. 4 and
9.

-
N 'ID1DIGD « SHADED AREA
1

Fig. 9 - Relationships between p(D),
F(N), N, Np, D

The cycle ratio damage tunction is
related to the probability of failure (or
fatigue life) and, therefore, has physi-
cal significance as well as being a con-
venient and practical mathematical ex-
pression. If was shown in Ref. 1 that
the expression of F(N) as a function of
p(NT) as shown in Egs. (6) and (11)
agreed well with experimental data.

Fig. 10 illustrates the same rela-
tionships between parameters as Fig, 9

IMPULSE
FUNCTiON
IO} N

Fig. 10 - Relationships between parameters
for A = 0
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except for A = 0, th~ deterministic case.
Here p(D) becomes an impulse function of
infinite height, zero width, and unity
area. The area of p(D) above D = 1.0 is
zero for N < Ny and is unity for N > Np.
Thus, there is a discontinuity at N =
NT. Fig. 10 is a different way of rep-
resenting Figs. 2 and 3.

STEP-STRESS FAILURE PROBABILITIES

Appendix A describes step-stress
cycle ratio damage functions. Appendix
C describes the previously proposed cum-
ulative fatigue damage law used for com-
puting fatigue life in a deterministic
fashion. Appendix D describes the rela-
tionship between random and sinusoidal
stress tc produce the same crack growth.
Ref. 3 describes the constants of these
Appendices in more detail.

Ali of these relationships will be
used to compute the probability of fail-
ure in the two applied stress levels for
random or sinusoidal step-scress with a
scatterband fatigue curve.

Define:

Level I: A4S = 8,; 0 < Ny < Ngy

Level II: AS = S 0 <N<w

27
F(Nl)I = probability of failure at
Nj cycles in Level 1

F(N)r;y = probability of not failing
in Level I and failing in
Level I1I.

Eqs. (10) and (11) show that the
probability of failure can be calculated
if the median value of the random varia-
ble damage frnction is known.

BI = median value of Level I Jamage
function

D = median value of Level Il dam-
II
age function

(K . 1/8
F(Nl)I = 0.5 + erfp A (D,) - I}J

F(N)II = 0.5

-4
-
>

L E ]

I

SRS

+
erfp[ 5

=
-5

(15)
INITIAL CRACK LENGTH

Including initial cracks (flaws) in
design guidelines, standards, and codes
as well as manufacturing pocess inspec-
tion criteria is becoming more prevalent,
because such cracks reduce fatigue life.
The larger the crack, the shorter the
fatigue life. Initial cracks either ex-
ist in the structural material as dislo-
cations or metallurgical inclusions or
are introduced during manufacturing fab-
rication or assembly operations. Their
sizes can range from microscopic to mac-
roscopic.

In some cases, relatively large in-
itial cracks go undetected for a variety
of reasons. In other cases, it is im-
practical to repair the crack or replace
the part even if the crack is detected.
These situations occur frequently enough
to be of practical importance.

In complex welded structures nonde-
structive testing proccdures cannot de-
tect cracks less than 1.27 mm (0.050 in.)
in depth with a high degree of confid-
ence, even under optimum conditions [4].
For hard-to-inspect areas like blind
welds, cracks as deep as 2.54 mm (0.100
in.) can be expected to escape detec-
tion on a regular basis [4

EXAMPLE 3

For the configuration shown in Fig.
11, calculate the probabilities of fail--
ure for random step-stress of rms val-
ues 15.3 MPa (2.22 ksi) and 30.6 MPa
(4.44 ksi) respectively with initial
crack lengths of 1.27 mm (0.05 in.) and
2.54 mm (0.10 in.) The material is
7075-T6 Aluminum Alloy. Consider the
specimen width to be 5§ inches. The av-
erage number of applied stress cycles
in Level I is N1 = 6 x 103 cycles. Let
A/4 = 10,

(12) $
(% (= (L/8 ] »
F(N)qp = 0.5 +erf |7 {(Dy;) -1
i (13) T
Equivalently,
) s ) - ( Ny )1/8 . .
F( 1)1 : er pla Nfl ‘ Fig. 11 - Center cracked strip loaded in
(14) tension

35



e

AS, = 4.5 o, = 68.9 MPa (10 ksi)

1 1

AS2 = 4.5 0y = 137.8 MPa (20 ksi)

Y =1.77

acy = 32.5 mm (1.28 in.)

¢, = 8.1 mm (0.319 in.)

Define:

NI = applied stress cycles In
Level I

NII = applied stress cycles in
Level II

NTOTAL = NI + NII = total stress

cycles

. lhe value for the damage function
Dy in Table 2 shows that 18.4 percent of
the fatigue life "on the average" was
consumed after 6000 cycles at stress
level o1 for ai = 1.27 mm (0.50 in.).

TABLE

Thus, 82.6 percent of the fatigue life
"on the average'" remains at stress level
01. The stress level referred to must
not change in order for the fatigue life
consumed and remaining to add up to 100
percent. The 18.4 percent of life con-
sumed at level o7 is equivalent to 21
percent (refer to the Dje value) at
stress level o3. Thus 79 percent of the
fatigue life "on the average" remains at
stress level o2. '"On the average' in
actuality refers to median values, not
average values.

Similarly for aj = 2.54 mm (0.100
in.) 51.4 percent of the fatigue life was
consumed in Level I with 48.C percent re-
maining in Level II at stress level oj.

The damage function values of Table
2 correspond to the deterministic median
line of the material's fatigue curve.
Table 3 indicates failure probabilities
for the scatterband of the fatigue curve.

The results of Table 3 are plotted
in Fig. 12. The discontinuity in fail-
ure probability can be seen at the inter-

2

Calculated Parameters

Nfl

(mm) | (in.) | (cycl

Nfz

es) | (cycles)

Dl le

1.27 | 0.050 | 32.6x103 | 1.8x103 | 0.184 | 1.14 | 0.210] 0.790
2.54( 0.100 | 15.7x103 729 0.383] 1.34 | 0.514 | 0.486
TABLE 3
Failure Probabilities

N N1, aj = aj =

TOTAL NI 1.27 mm (0.050 in.)| 2.54 mm (0.10 in.)
11 F(N) F(N)

0 0 0 0
1000 1000 0.001 0.007
2000 2000 0.006 0.027
3000 3000 0.014 0.057
4000 4000 0.025 0.093
5000 5000 0.038 0.132
6000 6000 0.053 0.171
8000 0 0.067 0.252
6100 100 0.099 0.331
6200 200 0.133 0.403
6350 350 0.186 0.500
6500 500 0.237 0.576
7000 1000 0.394 0,752
7400 1400 0.500 0.836
8000 2000 0.617 0.904
9000 3000 0.752 0.958
10,000 4000 0.835 0.980
11,000 5000 0.887 0.990
12,000 6000 0.921 0.994
13,000 7000 0.943 0.997
14,000 8000 0.959 0.998
15,000 9000 0.970 0.999
36



face between Level I and II. Level II
F(N) values are markedly greater than
Level I values due to the increase in
applied stress level. The larger ini-
tial flaw or crack size significantly in.
creases F(N) at a given value of cycles
or decreases fatigue life for a given
failure probability.

1.0
r 4
' I}
L aj* 2.54mm
L ©0.10in.}
F N}
a,-l.m)m
0.1 {0.05 in.)
I
b /
- !
/
- /
/
o /
/
r ,’ gy o3
/ LEVEL | | LEVEL 1)
4
0.01L£ -/..11“11 1 N
1 2 345 20 X

10
Nyorar X 1000(CYCLES)
Fig. 12 - Failure probabilities for

01 = 15.3 MPa (2.22 ksi) rms and
0g = 30.6 MPa (4.44 ksi) rns

EXAMPLE 4

The same as Example 3 except that
the stress level sequence is reversed

with Ny = 500 cycles.
o1 = 30.6 MPa (4.44 ksi) rms
0g = 15.3 MPa (2.22 ksi) rms

Table 4 shows the calculated param-
eters. Note that the values for x are

less than unity for this stress level se-
quence. The corresponding failure prob-
abilities are shown in Fig. 13. The di-
rection of the discontinuities at the
stress region boundary and the slopes of
the curves in crossing the boundary are
different from those in Fig. 12.

1.0,
[ a;+ 2.54mm -
- 0.0in)
_ y / s
/ot
L ’
’ a; = 1.27mm
FIN / 0.05 1n.)
O.IE— ,
ro
[/
/
7/
ks
v
- LACR
LEVEL 1§ LEVEL (I
0.01 n Cosoadaagl 1 i A . i 1 P
0.1 0.2 0.3 05 1 2 3 5 10 20 30 4

Fig. 13 - Failure probabilities for
01 = 30.6 MPa (4.44 ksi) rms and
o9 = 15.3 MPa (2.22 ksi) rms

CONCLUDING REMARKS

It is believed that the derived
failure probability expressions, Egs.
(14) and (15), are simple, practical and
accurate. These expressions indicate
that a large value of initial crack
(flaw) size has a significant effect on
probability of failure and fatigue life
which is consistent with experimental
observations.

TABLE 4
Calculated Parameters
3 | &4 Ney Neg D, X | De Dy
(mm) | (in.) | (cycles) | (cycles)
1.27 | 0.050 | 1.8x103 32.6x103 0.278 { 0.878 ] 0.244 | 0,756
2.54 | 0.100 729 15.7x103 | 0.686 | 0.745| 0.511 0.489
37



SYMBOLS

®
[

k-

ol o >

o

II

F(N)

in,
AK

AK

crack half-length

critical value of crack half-
length at stress level AS or ¢

critical value of crack half-
length at stress levelAslor oy

critical value of crack half-
length at stress level A52 or o,

initial crack half-length
material constant

average value of A
specimen half-width

constant of random fatigue
curve

constant of crack growth rate
curve

cycle ratio damage function

cycle ratio damage function at
stress level A81 or o4

cycle ratio damage function at
stress level A82 or o,

median values of the above cy-
cle ratio damage functions

median value of the cycle ratio
damage function during the
first of two sequentially ap-
plied step-stress levels

median value of the cycle ra-
tio damage function during the
second of two sequentially ap-
plied step-stress levels
median value of the equivalent

damage done at stress level
AS2 or 02

crack growth rate

error function defined by
Papoulis [2]

probability of failure in N
cycles

inches

range of stress intensity
factor

fracture toughness

38

ksi

p(a)

11

NroraL

AS
sec

rms

MPa

thousands of pounds per square
inch

probability density function
of a

number of stress cycles

number of stress cycles at
stress level AS1 or oy

total number of applied stress
cycles in the first of two se-
quentially applied step-stress
levels
total number of applied stress
cycles in the second of two se-
quentially applied step-stress
levels
sum of NI and NII above
number of stress cycles to
failure at stress level AS1
or o

1
number of stress cycles to
failure at stress level A82
or o,

number of sine cycles to fail-
ure at stress level A4S

number of cycles to failure at
random stress level ¢

median value of NT
sinusoidal stress amplitude
sinusoidal stress range
trigonometric secant
root-mean-square

damage law correction factor
dummy variable

geometrical parameter

dummy variable

fatigue curve slope parameter
standard deviation of A
random rms stress value

constant of crack growth rate
curve

metre
millimeter

mega Pascals



MPa v/metre

1.0988

ksi vYin.

MPa
6.895 a2
25.4 mm

in.
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APPENDIX A
FRACTURE MECHANICS EXPRESSIONS

A detailed discussion of the appli-
cation ol fracture mechanics is given in
Ref. 3. A brief summary will be de-
scribed herein. Fig. 11 shows a partic-
ular lcading and crack configuration.
The crack half-length, a, will be re-
ferred to as the crack length to simpli-
fy the wording. The actual crack length
is 2a. The stress away from the vicini-
ty of the crack is S. AS is the stress
range; that is, it is the double ampli-
tude of the sinuoidal stress variation
with time. Static stresses are not in-
cluded. Y is a dimensionless parameter
that depends upon the specimen and crack
shape and dimensions, the type of crack
and its location within the specimen,
and the type of loading [5,6]. For the
case shown in Fig. 11, the expression
for Y is:

e 1a 1/2
Y= Vn (sec DTy ) (16)
The stress intensity range AK is a fune-
tion of Y, AS, and crack length,

AK = Y ASYa MPav/metre (ksiv/In.)(17)
In the stable crack propagation region,
the rate of crack growth is

%% = CO(AK)e metre/cycle (in./cycle)

(18)

where N is the number of applied stress
cycles, and co and 6 are material con-
stants. Enq. (18) can be integrated and
expressed as:

39

Fracture Mechanics, Vol. 1, p 3,
1968.
N = g 5
c A8°Y (6 -2)
o
8-2 9-2
2 / z
(El—) - \% ) cycles
* (19)
where
a; = initial crack length
a = crack length at N cycles

The crack will grow in a stable fash-
ion until the crack length "a" reaches a
critical value "ac" and AK reaches the
material's critical value AK. (fracture
toughness) at which time the crack growth
tecomes unstable and the part fails
catastrophically.

0k | 2
a, = ?K% metre (inches) (20)
a, = critical crack half-length
For 7075-T6 Aluminum Alloy,
e, = 1.5x 10"10 m/cycle
(6.0x 1079 in./cycle)
6 = 4
AK = 2.2 MPa vm (20 ksi vin.)

C

If two values of stress range ( AS3
and AS3) were independently applied, the
corresponding cycles to failure (Nf1 and
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Nfz) would be calculated for 7075-T6 us-
ing Eqs. (19) and (20),

sk, P

acl* mlJ (21)
sk, P

Bcg Yzs, (22)

.1 1 1
Nfl"——4’4[_‘—“ (23)

a a
coA81 Y i c1
1 1.1
Nf, = ———a— | = -~ 2 (24)
2 e a8,y [ 8y acy

The above expressions are liwvited in ap-
plication to those cases where the crack
growth is in_the stable crack propaga-
tion region [3] and where Y remains at a
relatively constant value.

APPENDIX B
STEP-STRESS DAMAGE FUNCTIONS

Consider the situation where a sinus-
oidal stress of range AS; is applied for
N, cycles at a stress of range A4S, [3].
Téese two sequential stress levels will
be defined as Levels I and II respective-
ly. Define N2 as the value of N at which
failure occurs in Level II.

Level I: AS = ASI; 0 < Nl < Nfl
Level II: AS = ASz; 0

Ia

N<w

0

A

Ny < Ngp

Nf, and Nf, are described in Appendix A.
Thé corresﬁonding median cycle ratio
damage functions are:

N
T T |
Level I: BI = Bl = Nf

1
Level 11: By, =B, +1, (25)
ﬁz = N (26)
Iz
Ble = equivalent damage at ASp that
is done by Nj actual cycles as
484
N.X
= = 1
B, = iﬁlx N (27)

where X = correction factor to account
for the crack propagation and fatigue
failure dependency upon the values of Y,
Ko, ay, AS;, and 485.

p-2 ]
-
-3
1 -{ L
a
C
X = 1
)
a
1 -1
ac
2
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[ 8-2]
p)
a,Y2As, 2
. 1t 85
- 2
6K,
= (28)
8-2
3
a YZAS 2
t: 252
- D)
BK
L. 4
Thus
N.X
N N
P TN N (29)
1 2

Stress Level Interface:

At the discontinuity of sequential
stress Levels I and II (N = 0):

N
. 1
i31 ?51 = iy

1
N, X
1
B11 = Ble N,
1
By # By,

The only condition imposed at the inter-
face was that the crack length not
change. ¥ Dy1 because the value of
critical f{aw size changes (i.e.,

8¢y ¥ 8gy).
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APPENDIX C
PROPOSED CUMULATIVE FATIGUE DAMAGE LAW

The previously proposed damage law X <1 for A52 < ASl; D1 + D2 > 1
[3]for the step-stress case of Appendix
B is: X =1 if a, << a_ and a, << a
i ¢y i ¢y
Dlx + D2 =1 (30)

The above law is useful for comput-
ing the fatigue life No of Appendix B in
a deterministic fashion for a single
line fatigue curve., It accurately ap-
plies for cases where 487 and 4S5 are
both 1n either the elastic or plastic

Given that a;, Y, and K, are constants
for a particular configuration, it can
be noted that

X > 1 for AS2 > Asl' Dl + D? <1 stress-strain region but not for cases
where they are in different regions [3
APPEDIX D
RANDOM-SINTIS DIDAL S1TRESS CRACK GROWTH
RELATIONSHIP
Fig. 1 and Egqs. (1) and (2) show the In this case, a sinusoidal stress
relationship between a material's sinus- range that is equal in magnitude to 4.50
oidal "S-N" and random "u-N'" fatigue will propagate a crack the same length
curves. At a given number of cycles, as a random stress of rms value for the
Eqs. (1) and (2) show same number of cycles [3]. Thus the
fracture mechanics equations may be used
A8 _ 24 (31) for random stress_cases by the substitu-
ki o tion of AS = (2A/C)~ from Eq. (31),

For 7075-T6, A = 1240 MPa (180 ksi);
C = 552 MPa (80 ksi).

AS = 4.50
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ON THE USE OF COHERENCE FUNCTIONS
TO EVALUATE SOURCFS OF DYNAMIC EXCITATION*

Stanley Barreit
Martin Marietta Corporation
Denver, Colorado

The objoctive of the study described in Lnis paper was to investigate
the use of coherence functiens for identifying the relative contribu-
tions of multiple dynamic inputs to the measured vibration response
of spacecraft components on a practical, complex structure. Data for
the study were generated by applying simultaneous vibratory and acou-
stic excitation to a test model (a modified Titan instrumentation
trass). Up to tkree inputs were used. In some cases mutually co-
herent inputs were generated.

A digical computer program was written to anaiy:e the test data, us-

ing an approach based on iterative computational algorithms developed
by Bendat. This approach is simpler than earlier matrix methods and

is believed to be more economical in terms of computer time.

The results showed that the coherence function technique was effective
in identifying and evaluating sources of excitation, for both indepen-
dent and coherent inputs. The effect of varying the number of data
samples used in the necessary averaging process was briefly investi-
gated and is discussed in the paper.

INTRODUCTION

In the field of environmental dynamics
it is frequently desirable to be able to
identify and rank the dynamic sources contri-
buting to the measured output of a system.
For instance, a noise control ergineer may be
required to estimate the relative severity of
various noise sources making un the acoustics
environment in a factory so he can decide how
to assign his available noise-reduction re-
sources. Another example in the aerospace
industry might be the problem of protecting a
sensitive electronic assembly being excited
by simultaneous acoustic and vibration in-
puts; this can be solved more easily if the
dynamicist knows how the various inputs con-
tribute to the overall response.

A number of techniques are available for
performing this source identification. If
the sources have narrowband frequency char-
acteristics, frequency spectrum analysis is
satisfactory and is often used. The result-
ing spectra can be ambiguous, howaver, when
the inputs and the outputs exhibit peaks at
coincident frequencies. In this situation a

time-domain approach can be applied using
auto- and cross-correlation functions. Un-
fortunately, there are some serious practical
limitations inherent in correlation techni-
ques, as discussed by Broch [ref 11; conse-
quently, attention has recently been directed
to using various forms of the coherence func-
tion to solve the problem. This is a fre-
quency-domain fynction that provides the same
basic information as the correlation function
approach, bui presents it in a form generally
more useful for practical purposes.

The coherence function has applications
in other areas. For example, it can be used
to evaluate the fidelity of measured transfer
functions. However this paper concentrates
on solving the source identification problem.
. milar work in this area was reported re-
cently {ref 2] in which several sources of
vibration that were causing an airborne an-
tenna to wmaifuncticn were investigated. Co-
herence functions (CFs) based on a matrix
treatment were used. OQur study was somewhat
more general and used a nonmatrix method

*Thi's paper reports a part of the work performed by Martin Marietta Corporation for the National
Aeronautics and Space Administration under contract NAS1-14370,
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originated by Bendat [ref 3], which is judged
to be more economical than the matrix ap-
proach.

DISCUSSION OF COHERENCE FUNCTIONS

Three forms of the coherence function
are used in this paper--the ordinary coher-
ence function (OCF), the muitiple coherence
function (MCF) and the partial coherence
function (PCF). The PCF is sometimos refer-
red to as the conditional coherance function
in the literature. Other kinds o1 coherence
functions have been defined [ref 4] but will
not be discussed nere. The OCF, MCF and ECF
are ull measures of the linear dependence be-

tween spectral components of random processes,

and are real valued funetions of frequency
v.rying in magnitude between zero and one.
The standard symbol for CF is y2(f), with ap-
propriate subscripts used to indicate the
form and the parameters involved.

Consider a set of ;tationary random in-
puts xi(t) (i =1,2,3,...p) ind one output

y(t), acting on the constant parameter linear
system shown in Fig. 1.

%t

%y (t) ———gpd . (x)

xp(t) ——— (1)

xp(Z)-——-—-]pﬂ hpl) |

Fig. 1 -
Multiple-input/single-output system

The "noise" term n(t) shown in Fig. 1 is
intended to account for any deviations from
the ideal model; it would include measurement
noise at the output, time delays in the meas-
ured data, nonlinear effects, statistical er-
rors, etc. We assume n(t) to be statisti-
cally independent of the total neasured out-
put y(t).

The system could equally well be de-
scribed in frequency domain terms by taking
Fourier transforms so that x,(t), y;(t),

y(t) and ni{t) would become Xi(f), Yi(f).

Y(f) and N(f) respectively. The impulse re-
sponse functions hi(r) would transform to

frequency response functions Hi(f). Shift-

ing to the frequency domain introduces use-
ful simplifications in the input/output re-
lationships. For example, in the time do-

main a local output y1(t) is related to the

input xi(t) in terms of the impulse response
hi(r) by the convolution integral

y4(t) =fo:1(r) x(t - 1) dr, (1;

whereas, in the frequency domain, the corres-
ponding relationship is a simple preduct of
Fourier transforms

V(F) = H(F) X, (). (2)

The spectral density functions associated
with the time functicns are

Gy;(f) = auto-spectrum of x.(t),

Gvy(r) = suto-spectrum of y(t),

Gnn(f) = auto-spectrum of n(t),

Gij(f) = cross-spectrum of xi(t) with xj(t),
Giy(f) = cross-spectrum of xi(t) with y(t).

We could also define Gny(f) as the cross-

spectrur of n(t) with y(t), tut this would
vanish since n(t) and y(t) were assumed to be
statistically independent. Hote that e are
using one-sided spectra involving only posi-
tive frequencies. Althcugh theoretical stud-
jes cften work with twc-sided spectra, since
the -orrection is a factor of two, which vould
alv.ys cancel out in the equation, because of
the way the spectra are used, we can safely
use the more physically meaningful one-sided
spactra immediately.

The ordinary coherence function between
any two inputs xi(t) and xj(t) is given by

2
Yzi'(f) = -—'-—Giﬂl—- ' (3)

J Gii(f' ij(f)
In what follows, the (1) dependency will gen-
erally be omitted for brevity. If the inputs

are completely independent, the OCF wili van-
ish for all combinations of 1 and j since Gij
will be zero. Thus any variation from zero

indicates some degree of mutual coheren:: be-

tween the inputs. Note that yig = 1 wou.d
mean that xi(t) and x_(t) contain redundant
information and one of the inputs should be
eliminated from the model.

The OCF between ary i put xi(f) and the
total output yit) is

G
Ya1y - Gl'lﬁl" (4)

In this case 712 = 1 implies that the other
inputs are not contributing to the output and



the model should h« riewed as a single-input/
single-cutput sys.em.

If the inputs are completely independent,
the sum >f the input/output OCFs should br un-
ity for all frequencies. When this result is
not obtaincd, it means that noise is present
in the input or output daca, other 1nputs ex-
ist that have not been included, or the sys-
tem is nonlinear. The OCF yi% shows the pro-

portion of the total output resulting from
xi(t); t-o actual output power contributed by

; 2
xi(t) .. _ ven directly by \H Gy

The multiple coherence function shows
the CF relationship between the complete set
ot inputs xi(t), xz(t), s xp(t) and the

total output y(t). It can be used as a diag-
nostic tool to examine how closely an assumed
model matches the actual system by evaluating
the noise in the system as follows

Let x(t) = xi(t), xz(t), ves xp(t) be

the set oF inputs to the model in Fig. 1, ex-
¢luding noise, and

}(t) = the predicted output in the absence
of noise,
y(t) = the actual measured output,
n(t) = effects causing deviations from the
predicted output
= y(t) - y(t).
Corresponding auto-spectra are Gxx’ G&;,
ny, Gnn'

since y(t) = y(t) - n(t)

s Gg;(f) = ny(f) - G, (F).
The MCF is defined as
G -G

YZ - gxx - nn (5)
XY Py Yy
=1-6,,/6,
. i 2
o Bon T Gy %1 -y X:y‘. (6)

If all the inputs are independent, the
MCF will equal the sum of the individual in-
put/output OCFs

2 _ .2 2 2
Yooy T 1y TYay oo T Ypye

oy (7)

The system noise can thus be evaluated from
(6) and (7).
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Equation (7) does not apply if the in-
puts are not completely independent; however,
a similar relationship can be developed for
this case between the MCF and various partial
coherence functions. Before the PCFs can be
calculated, the inputs must be modified or
"conditioned" to remove the coupling effects
caused by the lack of independence between
the inputs. Each PCF will then show the pro-
portion of the output caused by a specific
input, with the effects of all other inputs
eliminated.

Special subscript notation is used to
indicate a PCF and to show how the data re-
cords have been conditioned. For example,
x3.12(t) indicates that input x3(t) has been

conditioned on xl(t) and xz(t) to eliminate

their effects. The corresponding conditioned
auto-spectrum would be 633 12 The PCF be-

tween x3(t) and y(t), conditioned on xl(t)
and xz(t) is given by

2
2 [%3y.12

Y = (8)
3.12 Ga3 45 Gy 12

Thus, the PCF L2tween the preconditioned quan-
ities is equivalent to the OCF between the
postconditioned quantities.

The numerical conditioning process is
quite complicated for a mutliple-input sys-
tem. Matrix methods for performing this op-
eration have been developed [4, 5, 6] and an
application ic desciribed in reference 2.
These methods are very effective in keeping
the computational process organized but can
be expensive in computer time because they in-
volve a considerable number of complex matrix
inversions. An alternative approach was de-
veloped recently by Bendat [3, 7] in which
jterative algorithms are used to calculate
conditioned spectral density functions and
partial coherence functions. The technique
uses Fourier transforms of the data records
and performs the conditioning by removing an
optimum least-squares prediction of the "con-
taminating" inputs from each input in turn.

A unique feature of Bendat's method is the use
of "ordered" inputs. In this process, the
original set of input records is rearranged
in a particular order and then each record is
conditioned on the preceding records. Thus
xl(t) is unchanged, xz(t) is conditioned on

xl(t) to become x, 1(t), x3(t) is conditioned
on xl(t) and x,(t) to become X3 12(t), and so
on. The noise term n(t) is equivalent to the
output conditioned on all of the inputs.

A revised model invelving ordered, condi-
tionea, frequency~domain inputs is shown in
Fig. 2.
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Fig. 2 -
Multiple-input/single-output system with
ordered conditioned inputs

The following procedure is used to estab-
lish the new order for the inputs:

1) Calculate the OCF between each input
xi(t) and the output y(t);

2) For the frequency range of primary in-
terest, arrange the calculated OCFs in
order of magnitude;

3) The new xl(t) is the input that gives the
highest OCF, xz(t) is the input giving
the next highest OCF, and so on for the
remaining inputs.

This gives a set of ordered inputs that now
must be conditivned by the process developed
in reference 3 and summarized here.

The box labeled Lij(f) in Fig. 2 repre-

sents frequency response functions connecting
the conditionea inputs X1 123 (i-l)(f) with

each other and with the output Y(f). The Lij

terms are used to estimate the effects of the
preceding (i-1) inputs, which are to be elim-
inated from the ith input in the iterative

conditioning process. The Lij must be optim-

ized on the basis of minimizing the error in
these estimates.

From the model, we can write

p
Ve by Kaes e Y- (9)

tet  Noy =Y -Liy X 123...(4-1)°

(10)
which is the difference between the total out-
put Y and the output due to the ith condi-
tioned input passing through Liy'

2 2
Then [ 1% = 1Y = Ly X5 123, .(4-1)!
~ 2 * ox
V1™ - Ly D23, .- W)
* *
“Liy Y X503, -0 Hliy Ny
2
Xy 123, .(1-1) (11)
-4("
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where the asterishks indicate complex con-
Jugates.

Taking expected vafues of both sides give an
expression for the mean square system error
for any Liv in tems of auto- and cross-spec-

tra of the conditioned input and the output

| 2l _ 2
E .‘ N ijfl ‘ : €
= Gy~ Ly Biy.123. . (3-1)
*
- Liybiy.a23.. (i-1)
+ L. L. * (12)

ly iy ii.123...(i-1).
To minimize ¢2, differentiate (12) par-
tially wi*h respect to Liy and 2quate to
zero

2,2y . gt
iy.123...(1-1)

*
*Liy%49.123. .. (4-1) = 0.

Taking complex conjugates and solving
for the optimum Liy gives

G, . .
- iy.123...{(i-1
Liylont) = 61‘:’_123'—23_1;' (13)

The optimum input/ovtput frequency re-
sponse functions for the model will thus be

G1
L. = _'1
1y Gl1

G

2y ng;l

22.1

L

G
Ly §§¥ng~...etc.
Y 33,12

1

In a similar manner we zan find the op-
timum frequency response functions connecting
the coherent inputs by settirg y=j

G, . .
Lyylopt) = e183:eeliol) (14)
J 19.123...(i-1)
where i =1,2,...ps J > i
leading to
Ly, = gli L= 3
275, ‘s,
B U T
23 Gy y W Gy,



Ly s pe)p23..(p-1)
(p-1)p G(p-l)(P-l).123...(p-l)

At this point we have developed expres-
sions for the optimum frequency response
functions in terms of conditioned auto- and
Cross-spectra; now we need to be able to ob-
tain these spectra from the original noncon-
ditioned spectra. An iterative algorithm is
used to do this; the derivation is rather
lengthy and so will be omitted.

r=p: G =G

yy.123...(p-1)

" Loy Gyp-123---(p-1)

To obtain the general

auto-spectrum form,
set i=j in (15)

Details may G, = G,.
be found in reference 3. The general ex- Jj.123...r Jji.123...(r-1) (16)
ession to b d i -
pressio ¢ used 1s Lerjr.123...(r-l)'
G, . =Qq,.

13.123...r © 7ij.123...(r-1) (15) Now rewrite equation (14) with i replaced by r
“rfirazs (e Lo S (e (17)

ri § :

where i =1,2,3,...p,y; j<i; r<j. rr.123...(r-1)

) Take complex conjugates and solve for
Spec 1s€s are Gjr 123...(r-1)° then substitute into (16) to
rel: 6i5.1 = 635 - L1364 obtain

"2 S15.02 = G431 - L2j842.1 855.123...r = 835,103, (r-1) (15
18
=T = - . 2
"3 G523 7 Gz - L -yt Gz (e
where .
Again, we could evaluate special cases by set-
1,J =2.3,...p,y ting r-1,2...p and then varying j so that
J=r+l, r+2,...p,y. The iterative process of
i,J = 3,4,...p,y obtaining the ordered conditioned auto-spectra
. from the original auto-spectra is illustrated
1,3 = 4,5,6,...p.y respectively. in Fig. 3.
61 — G,
2
| L1l
G *_i.néL:;
22 —» G5 )
2
—* |413] [t23]2
*.i’ *Ligf
b33 — >0— % 633 12
33.1
‘ 2 2 2
*— |l |24 ™
t¥- + 8- + X -
G 3> —»( —0 >0 P G 123
44 Cas.1 C4s.12 44
l'_____“., 2 2 ‘ 2 ‘ 2
|16l |“2s] L5l |Las]
Gss +-'* - + g - *;"i - + -
1] G G
55.1 55.12 55,123 655.1234

Fig. 3 -

Diagram showing how ordered conditioned auto-spectra are

obtained from original auto-spectra [3)
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The PCFs between the conditioned inputs and
outputs are now defined as

2
Yiy.123...(i-1) (19)
19

. 1%iy.123...(i-1) |2 _
611.123...(-1) Syy.123...(i-1)

A general formula connecting multiple
coherence functions with associated ordinary
and partial coherence functions is derived
in reference 7. For a system with p inputs,
this formula is

AR R ER (CR D N Rt
(20)

2 2 :
(1= v5y12) (1 = oy 123 1)}

Sote that ys_x = 1 if, and only if, the

OCF or one of the'PCFs 2quals unity, and
ys,x = 0 if, and only if, all of these func-

tions equal zero. For the case where the in-
puts are independent, equation (20) reduces
to the simpler result of equation (7).

APPLICATION TO A THPSE-INPUT/SINGLE-QUTPUT
SYSTEM

The general theory discussed in the pre-
vious section was applied to the special case
of a system with three inputs, which may be
either independent or mutually coherent, and
a single output. This system corresponds to
the test setups used to obtain data from
which the computational technique was devel-
oped. The test results provide inputs
xl(t). xz(t), x3(t) and an output y{t); both

independent and coherent inputs were applied
as separate cases. These time histories were
then processed to yield average estimates of
auto-spectra Gll(f)‘ Gza(f), G33(f) and

Gv {f) and {for the coherent case) cross-
spectra Gyp(f)s Gya(f)s Gly(f)’ Gy5( ),
Gzy(f) and G3y(f). For the independent input

case, the OCFs were computed using equations
(3) and (4) and then the MCF was calculated
from equation (7).

In the coherent input case, the OCFs were
computed for use in reordering the inputs.
The ordered, conditioned auto- and cross-spec-
tra were next calculated from equations (15)
and (16). To start the iteration process it
was necessary to calculate the first set of
optimized frequency response functions from

(14)

G G G
12 13 ly
L = == L [ A L = . (21)
12 G11 13 G11 ly Gll

Note that these are ratios of nonconditioned
spectra only.

The relationships in (21) were used with
equations (15) and (18) to calculate the first
set of conditioned auto- and cross-spectra

) 2
6yp.1 = G = Itppl® 6y
) 2 .
G33.1 = B33 - ILy3l" 6y (22)
= - 2"
ny-l ny IL1yl 11
w*
Gy3.1 % G623 - L4368y )
*
Gpy.q = Gpy - LyySi (23)
G, , =6 L, G
3y.1 ~ Y3y T “ly"13°

The next set of frequency response functions
was then obtained

G 6
_ 831 By 1
- L, = 2yl (24)
23 81 Y By,

Knowing these, we computed the next set of
conditioned spectra

_ 2
G33.12 = G331 = 'tasl” Gy
) 2
ny.lZ =Gy - IL2yI G22.1 {25)
*
Gay.12 = B3y.1 = Loy Gp3ur

Using (22), (23) and (25), the two partial co-
herence functions were calculated

2
G
2 ["2y.1] ¢
Y = (26)
2y.1 22.1 “yy.l
2

G
2 173y,
Yiy.12 ° gl (27)
33.12 “yy.12
Finally, the multiple coherence function was
computed

2 =
Yy:ix 1

2 2 2 (26)
- (] - Yly)“ - 'Yzy_l)“ = Y3y'12)-

;?e data analysis process is summarized in
g. 4.

EXPERIMENTAL PROGRAM

A typical complex aerospace structure (a
modified Titan instrumentation truss) was
tested to provide data for use in demonstra-
ting the computational technique. A panel



carrying a simulated companent was mounted on on a 2-Hz suspension system and was connected

the top of the tuss. It was designed so its via two pushrods to two shakers. The shakers

first three resonances would occur in the were mounted on rubber isolation pads to min-

range from 50 to 300 Hz. The assembly was imize feedback of mechanical vibration through
hung inside Martin Marietta's acoustic chamber the floor.

Record Analog Time Histories, xi(t) &y(t) °

Y

Low-Pass Anti-Aliasing Filter

!

Digitize Data, Subdivide Each Channel into n Records

Y

Compute Auto-Spectra Gii & ny Averaged Over n Records

Independent | Coherent
i Inputs Inputs ¢

Compute Cross-Spectra G Compute Cross-Spectra G
Averaged Over n Records ty Avesgged Over npRecordsiy

v Y

2 Compute OCFs _2
Compute OCFs Yiy Reorder Inputs Yiy & Use to

2 Compute Optimum lransfer
Compute MCF Yy:x Functions Liy & Lij

& Gij

Compute Ordered Conditioned
Auto-Spectra 74i.123...

Compute Ordered Conditioned
Cross-Spectra Gi_y. 123..% G” .123..

~ Y

. -7
Compute PCFs v§y 1p3 & MCF y}i,’:x

Fig. 4 - Data analysis flow chart
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The test setup was designed to be capable
of applying two separate random mechanical vi-
bration inputs through the truss to the panel,
combined with direct acoustically induced vi-
bration. Thus as many as three inputs could
be applied simultaneously. For the coherent
input case, the two shakers were driven
through a single power amplifier/random noise
generator system. For the case of three in-
dependent inputs, separate power amplifiers
and random noise generators were used. The
output was defined as the response accelera-
tion measured at the simulated component on
the panel.

A sketch of the test setup is shown in
Fig. 5 in which the transducers used to meas-
ure the inputs and the output are ‘dentified
in the notation used for data analy;is.

Acoustic hormn

ESRRANERANNANANY ASIRINANNINNSKS.
ticrophone. .. .x3(t)
/—Accelemmeter 3..oy(t)
1: o Panel ;&
Titan truss
Pushrod

\Acceleroneter Lo..xy(t) /

Accelerometer 2....x2(t)

Shaker 2 t

i Shaker 1

f«w«“

Fig. 5 - Sketch of test setup

DISCUSSION OF RESULTS

The technique used un the test rata con-
sisted of first calculating the averaged
auto- and cross-spectra for the inputs and
output signals, then computing the OCF be-
tween each pair of inputs (y%j) and between

each input/output combination (Y%y). The
y%j were then reviewed to determine whether
the two inputs X3 and x, should be treated

as being independent or correlated (i.e., mu-
tually ccherent). According to Bendat in
private discussions, a value of yﬁj of 0.1 is

low enough for an assumption of indepen-
dance; a higher value indicates significant
coherence between the inputs. At the other
end of the scale, v, > 0.9 neans that the

two inputs are effectively fully coherent and
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shouid therefore be treated as a single input
to the system.

Six different combinations of inputs
were used in the test program, but for the
purposes of this paper it will suffice to
discuss the results obtained from analyzing
three cases.

Case 1 used two vibration inputs that
were intended to be correlated with an inde-
pendent acoustic input, while case 2 used two
nominally independent vibration inputs. Case
3 was a single-input/single-output test set-
up.

Case 1 Data

Acceleration and pressure spectral den-
sity plots for the three inputs and the re-
sponse are given in Fig. 6. The two shaker
inputs were very similar in spectrum shape.
The panel response exhibited prominent peaks
at approximately 68, 160, 230, 290 and 420
Hz.

The OCF between the two shaker inputs
is plotted in Fig. 7. This shows that the
coherence between the inputs was quite low
in the frequency range below 100 Hz, and re-
latively high at some higher frequencies.
However the OCF was in the desired range of
0.10 to 0.90 over most of the frequency band.
The QCFs between each individual shaker in-
put and the acoustics input were examined
next; these are precented in Fig. 8 and 9.
Although the shaker inputs and the acoustic
input were theoretically independent, a sig-
nificant degree of mutual coherence is indi-
cated. This is thought to be caused by the
acoustically induced panel response being
transmitted through the truss structure and
coupled into the vibration environment as re-
corded by the shaker input accelerometers.
It was therefore decided that case 1 data
should be regarded as representing a system
with three correlated inputs and a single
output.

The resulting coherence functions are
shown in Fig. 10 through 13. When these are
examined in conjunction with the panel re-
sponse plot [Fig. 6(d)], several feati.es
become apparent:

1)  Figure 10 indicates y%y = 0,73 at 68 Hz,

showing that the high response at this
frequency resulted mainly from the
shaker 1 input. Figures 1! and 12 are
plots of the partial coherence functions
between shaker 2 and panel response with
the effects of shaker 1 removed, and be-
tween the acoustic input and panel re-
sponse with the effects of Loth shakers
removed. Both of the PCFs have quite
Tow values at 68 Hz;
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Fig. 6 -~ Input and response data for case 1

The next response peak is at approxima-
tely 160 Hz. Figures 10, 11 and 12 show
that the two shakers were primarily re-
sponsible vor this peak, having OCF and
PCF values of 0.44 and 0.47 respectively.
The PCF associated with the acoustic in-
put at this frequency is less than 0.10.
It is interesting to note that (Fig. 7)
the mutual coherence between the two
shakers was very high ( 0.98) in the

150 to 180-Hz range, whereas the mutual
coherences between the individual
shakers and the acoustic input (Fig. 8
and 9) were close to zero ( 0.02). Thus
in this frequency band the system should
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actually be analyzed as a niodel having
two independent inputs and a single out-
put;

The third response peak, occurring at
about 230 Hz, was evidently due mainly
to the input from shaker 2 since y% ]
= 2 = N 2 -
0.53, whereas i 0.15 «nd Yiy.12

0.26 at this frequency;
Another narrow response peak is seen at

approximately 290 Hz. The CF values
at 290 Hz are yfy = (.02, y%y 1" 0.01



. n

and ygy 12 = 0.85; thus this peak was
clearly caused by the acoustic input;

5) A rather broad response peak is centered
at about 420 Hz. This also was obvi-
ously caused by the acoustic input,
which has ygy 12 = 0.6 at 420 Hz. The

OCF and PCF for the shakers are approxi-
mately Yiy = (.05 and y%y 1° 0.06 at

this frequency.
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Ordinary coherence function between shaker 1
and shaker 2 inputs (case 1)

Table 1 summarizes the ordinary and par-
tial coherence functions associatea with the
first five response peaks on the panel. The
multiple coherence function values from Fig.
13 at these frequencies are also tabulated.

TABLE 1
Values of Coherence Functions at
Panel Resonance (Case 1)

Frequency, | .2 2 2
Hz "y Y%y.l Y3y.12 | Yy:x
68 0.7810.09 | 0.04 0.81
161 0.44 [ 0.47 | 0.08 0.73
230 0.15]0.56 |0.26 0.72
290 0.02 |0.01 |0.85 0.86
420 0.050.06 |0.60 0.64

The amount by which the MCF is less than
one represents the effects of noise and non-
linearities in the system. Since these ef-
fects may be assumed to be statistically in-
dependent of the inputs, they do not contam-
inate the individual coherence functions as-
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sociated with the inputs. They contaminate
only the multiple coherence function, which
represents the coherence between the full
set of inputs and the measured output.
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Case 2 Data

Two nominally unco.-related inputs were
used for this test run. Fig. 14 shows the
input and responise data. As usual, the co-
nerence between the inputs was first calcu-
lated to verify that th: assumption of inde-
pendence was correct. Fig. 15 shows that
this was the case excent at the 4.8-Hz point
and at some frequencies above 500 Hz when the
value of the OCF excended the Bendat crite-
rion of 0.10 hy a small margin. It was con-
cluded that it would be reasonable to ignore
this degree of mutuai coherence and treat the
system inputs as uncorrelated.

The OCF plots between each input and the
output appear in Fig. 16 and 17. When these
are reviewed in coniunction with the panel
response plot in Fig. 14(c). it is clear that
the rcsponse peaks at 70 and 160 Hz are due
primarily to the shaker input, while the re-
sonance at 410 Hz appears to be driven most
efficiently by the acoustics. The MCF plot
in Fig. 18 again shows that a high degree of
“noise" is present in the data. The CF
values of the first three resonances are
given in Table 2.
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TABLE 2
Values of Coherence Functions
at Panel Resonance (Case 2)

Frequency 2 2 2
Hz ’ Ty |3y.1 [Ty:x
70 0.55[0.05 |0.61
160 0.47 10.05 |0.52
410 0.08 |0.58 |0.66

Case 3 Data

The data taken from this case were used
to investigate the effect of varying the
number of data segments used in the averaging
process prior to calculating the OCF. Fig.
19 shows four versions of the OCF, in which
10, 50, 100 and 200 averages were used. With
only four different ~ases, the results were
not conclusive; however, as illustrated in
Table 3, the variation at some frequencies
was large enough to suggest that a number of
averages in the region of 200 are necessary
to ensure reasonable accuracy. On the other
hand, if a fixed record length of data is
available for analysis, the accuracy of the
resuits will be degraded if the length of
each segment is reduced. A detailed error
analysis is necessary to ensure that the best
tradeoff is made (see reference 9).

CONCLUSIONS

From the study results it was concluded
that the coherence function technique is ef-
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TABLE 3
Effect of Averaging on OCF
Values
Frequency, | No. of Value
Hz Averages | of OCF
44 10 0.69
50 0.52
100 0.52
200 0.55
110 10 0.41
50 0.43
100 0.48
200 0.58
400 10 0.60
50 0.50
100 0.46
200 0.40
660 10 0.91
50 0.85
100 0.77
200 0.74

fective in identiiying the relative contri-
butions of multiple sources of dynamic ex-
citation to the response of a practical me-
chanical system. However, this was found to
be true for the system tested only in the
region of resonint response frequencies. The
technique did rot give good results at fre-
quencies between resonance when errors in-
duced by noisez and/or system nonlinecarities
were apparently similar in magnitude to the
quantities being used in the calculation.
This is not a serious handicap when using the
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technique strictly for source identification
since such information is generally of great-
est interest at resonant frequencies. The
"noise level" was high in all of the test
cases, as indicated by the fact that the mul-
tiple coherence function approached unity
only at a relatively few frequency points.
For an ideally linear and noise-free system,
the MCF should have a value of 1.0 across

the full frequency band if all the appro-
priate inputs have been properly included.

The iterative approach developed by
Bendat [3 and 7] was used to calculate the
partial coherence functions for the case in-
volving correlated inputs. A comparison of
this approach with the oi1er matrix-based for-
mulation [4, 5 and 6] showed the iterative
method to be conceptually simpler and probably
more economical in computer time, especially
as the number of ~orrelated inputs increases.
To verify this conclusion it would be neces-
sary to analyze an appropriate model by both
methods and make a direct cost comparison.

To determine whether the inputs to the
system were correlated it was necessary to
calculate the OCFs between the various inputs;
if the value of the OCF vds no greater than
0.1, it was assumed that the two inputs in-
volved were uncorrelated so the source identi-
fication could be carried out in terms of
OCFs. If the OCF > 0.1, the inputs were as-
sumed to be correlated and the more complex
PCFs had to be calculated. This test must be
performed as a routine part of the analysis.
It was found that in some cases inputs de-
signed to be independent were actually quite
well correlated at certain frequencies due to
structural feedback between the measurement
points. When the test indicates that the in-
puts are well-correlated at some (but not al)
frequencies, the problem can be broken down
into two parts on a frequency basis, and the
appropriate coherence functions (ordinary or
partial) can be calculated for each part. If
the two frequency ranges are not well separ-
ated, a practical approach would be to assume
that the inputs are correlated at all frequen-
cies and analyze accordingly. At frequencies
where this is not true, the appropriate terms
will drop out and the correct solution will be
obtained at the expense u¥ some increase in
computer time.

The effect of increasing the number of
data segments used for averaging was demon-
strated. The input/output OCF was plotted
for 10, 50, 100 and 200 averages. It was ~on-
cluded from variations in the plots that it
is desirable w use 150 to 200 averages to
ensure that the CF estimate is reasonably ac-
curate without incurring excessive computer
costs. Since the duration of the data seg-
ments affects the accuracy of the results, as
well as the number of segments, a tradeoff
between the two is necessary. A thorough in-
vestigation of this problem would be desir-
able but was beyond the scope of this study.
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STATUS OF CAVITY NOISE
PHENCOMENA MEASUREMENT
.AND SUPPRESSION ON
THE B-1 AIRCRAFT

A. G. Tipton and C. H. Hodson
Los Angeles Division, Rockwell International
El Segundo, California

During the B-1 aircraft development, an extensive program of
weapons bay cavity noise measurement and suppression studies was
performed using wind tunnel models, flight test measurements, and
aircraft design modifications. Substantial cavity noise reduction
was demonstrated during flight test operations. The unsuppressed
cavity noise level of 170 dB was reduced to values less than

150 dB with external retractable spoilers upstream of the cavity
opening. This paper presents an overview of the cavity noise
investigation and the development of the B-1 weapons bay noise
suppressor. Flight test data obtained with and without the noise

suppressor are shown.

SUMMARY

High-speed flow over open cavities generates
intense discrete and broadband pressure fluctua-
tions that adversely affect aircraft systems.
During the B-1 aircraft development, an exten-
sive program of weapon bay cavity noise measure-
ment and suppression studies was performed using
wind tunnel models, instrumented aircraft, and
design modifications.

Initial noise-level mezsurements for
unsuppressed cavities at low dynamic pressures
and mach numbers indicated the presence cf four
discrete cavity oscillation modes superimposed
on broadband turbulence pressure. Extrapolation
of the low-q ¢ ‘0 high-q flight conditions
showed good ¢ son with calculated values
based on empir: .l predicticon techniques for the
maximum cavity discrete and broadband pressures.
The maximun ertrapolated overall level for the
unsuppressed cavity was 170 dB.

The high noise levels caused unacceptable
weapons bay door vibration, high crew station
vibration, and concern for internal stores and
aircraft subsystems in the vicinity of the
weapons bays.

Initial wind tunnel investigation of several
cavity noise reduction concepts indicated sub-
stantial attenuation was possible using external
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spoilers. The concepts evaluated consisted of
simple 45 and 90 degree ramps on the forward
bulkhead, and on both the forvard and aft bulk-
heads of an open cavity, as well as a more
sophisticated deflector-diffuser concept.

Flight test measurements with retractable
spoilers installed upstream of the cavity front
bulkhead showed substantial noise reductions in
both the broadband pressures and discrete cavity
resonances. The broadband pressures were reduced
10 dB, and the discrete cavity resonances were
reducel approximately 20 dB. The cavity noise-
level reduction achieved by the retrofitted
spoile* redued door vibration amplitudes and
Crew station vibration to acceptable levels.

The maximum bay acoustic environment of stores
and equipment was reduced from 170 to approxi-
mately 150 dB.

INTRODUCTION

High-speed flow over open cavities generates
intense discrete frequency and broadband pressure
fluctuations. The design of aircraft structure
and equipment for adequate life in the severe
noise environment can require unacceptable time,
cost, and weight increments. Supression of the
cavity noise is a possible alternative to design
for tolerance of the environment. In the case



of the B-1 weapons bays, the environmental prob-
lem was particularly severe without noise
suppression because of the high flight dynamic
pressures at which the weapons bavs were
required to be opened.

A noise-suppression device was Jeveloped
and tested for the B-1 weapons bays. The purpose
of this paper is to describe the development
program for the R-1 weapons bay noise-suppression
device, and to report some of the test results
which have been obtained.

WEAPONS BAY LOCATION AND DESCRIPTION

Figure 1 shows the location of the three
weapons bayvs on the aircraft. Although all three
bays are the same internally, there are differ-
ences in the boundary laver characteristics at
each bav location. The differences in flow field
over the forward and center bay are not appre-
ciable. Therefore, the internal bay acoustics
would be expected to he very similar in the for-
ward and center bays, However, the aerodynamic
characteristics over the aft bay are signifi-
cantly different from those over the forward and
center bays. The boundary layer is tnicker at
the aft bay location. The engine nacelles cause
a venturi effect so that the local mach number
and dyvnamic pressure over the aft bay are higher
than the freestream ialues. At supersonic mach
numbers, shock waves from the engine inlets also
influence the flow cver the aft bay. These
external aerodynamic differences over the aft
bay area would be expected to cause the acoustic
characteristics in the aft bay to be signifi-
cantly different frem those in the forward and
center bavs.

CENTRAL BAY
FWD BAY

Fig. 1 - Weapons bay locations

which are the same for all three bays. The loca-
tions of the microphones used for noise measure-
ments within the bays are also shown in Figure 3.

FUSELAGE
LOWER MOLD
LINE

up .
¢ MICROPHONE '

FWO LOCATIONS

Fig. 3 - Weapons bay geometry and
microphone locations

UNSUPPRESSED CAVTY NOISE LEVELS

The first B-: weapons bay noise-level

measurements were made at low dynamic pressure
without noise suppiession devices, Figure 4
shows the acoustic !evels measured for half-open
nd fully open weapons bay doors. The first four
natural {requencies cf the doors were determined
during ground rcso: ance te: *s. The resulting
frequencies are shown in figure 4. It may be

‘The weapons bay doors may bhe openod in
flight to the fully open position, or to a nomi-
nally "halt-open” position, depending on the
operational requirement. Figute 2 illustrates
the two door positions. The width of the cavity
which is open to the aivstream is different for notad that the cavity resonance frequencies are
the two door positions, and results in different in the same range as the door natural frequen-
cavity noise levels, Figure 3 shows the shape cies. This resulted in oxcessive door vibration
and dimensions of the weapons bay cav.ties, at los dynamic pressures. Extrapolation of the
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door vibration response to higher dynamic pres-
sures indicates premature failure of the doors
or operating mechanism.

PARTIAL OPENEMPIY.A7 M - 20,000 11

FULL OPENLEMPTY, Q. 74 - 20,000 F1

PR
g

T

T e el T T

re— __-

O r Cr

DOOR NATURAL
FREQUENC TS

Fig. 4 - Weapons bay acoustic levels -
unsuppressed

The acoustic levels for broadband noise and
discrete frequency cavity resonance were pre-
dicted by the methods of reference 1 fur the B-1
weapons bay with fully open doors. The pre-
dictions for M = 0.85 at sea level are shown in
figure 5. The flight test measurements taken at
lower dynamic pressures were extrapolated to
M = 0.85 at sea level. The extrapolation is
based on the assumption that acoustic pressure
is linearly dependent on flight dynamic pressure,
and on mach number effects developed from the
data of reference 1. A subsequent section of
this paper shows experimental data on the varia-
tion in the weapons bay acoustic pressures with
flight dynamic pressure at M = 0.85. The data
show that over the dynamic pressure range of
367 psf to 1,015 psf, the acoustic pressures are
very nearly proportional to flight dynamic pres-
sure. The extrapolated flight test data are
compared with the predicted acoustic levels in
figure 5. The flight test data shown were
measured by the microphone at the lower aft bulk-
head location which is designated »s microphone
location 1 in figure 3. The noise levels on the
bay lower aft bulkhead were at least as high as
at any of the other locations in the bay.

Figure S shows good correlation between measured
and predicted levels for empty bays with fully
open doors. The door position and the presence
of stores influenced the acoustic levels of the
discrete frequency cavity iesonances. As shown
in figure S, the fundamental and third cavity
resonance for empty cavities was suppressec by
the half-open door position. Stores inside the
bay with half-open doors suppressed all discrete
resonances to values close *o the broadband
pressure levels, The presence of stores inside
a fully open bay, however, resulted in no appre-
ciable reduction in discrete cavity resonances

S - p—
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relative to an empty bay. The broadband levels
were only slightly affected by do -r-opening
position and the presence of stores. The broad-
band levels with internal stores were in close
agreement with predictions for empty cavities.

113298 - ENVELOPE OF FLICHT TEST DATA

- PREDICTED FR M - 05 AT
SEA LEVEL - FULLY OPEN

FLIGHT TEST DATA EXTRAPOLATED
TO M-085 AT SEA LEVERL:

© PART OPEN. EMPTY BAY
M-Q7 AT 2K FT

@ PART OPEN, FALL BAY { INTERNAL
SIORES ) M <0.7 AT 2K FT

© FULLY OPEN, EMPTY BAY
M0 AT 2K FT

. i " "
2 % 10 X0 S0 tow
FAEQUDNCY Y2

® FALY OPEN, FULL BAY ¢ INTERNAL
STORES ? M <08 AT 20K FT

Fig. 5 - Comparison of measured and predicted
unsuppressed acoustic levels

Vibration levels were measured at the
pilot's station with weapon bays open and closed.
The vibration amplitudes with fully open doors
were extrapolated with dynamic pressure to the
levels which would be expected for M = 0.85 at
sea level. The vibration levels in the vertical
direction are shown in figure 6, compared with
vibration tolerancc levels from reference 2.
The highest vibration level occurs with fully
open doors at the fundamental cavity resonant
frequency, and is above the voluntary tolerance
level. With closed weapon bays, the vibration
response in the frequency range of the 20 to
40 Hz cavity resonances is not measurable. The
low-frequency response at approximately 3 Hz,
shown in figure 6, corresponds to the first
fuselage bending mode, and is the same amplitude
with open or closed bays.
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NOISE SUPPRESSOR DEVELOPMENT

Initial wind tunnel tests showed substantial
noise attenuation could be obtained with external
spoilers immediately forward and aft of the
weapons bay. Several types of spoiler, and var-
iations of the types were tested. Simple 45 and
70 degree ramps, 90 degree fences, and a more
complicated deflector diffuser concept were
tested. Although the wind tunnel tests indi-
cated the deflector-diffuser type of spoiler to
be the most effective noise-reduction device, the
associated weight and installation complications
were prohibitive. The space available for the
spoiler and its required retraction mechanism
was severely limited, particularly for the aft
bay. The 90 degree fence-type spoiler, which
could be retracted vertically, required the
least installation space, and was the most com-
patible with the existing aircraft structure
which reacts the aerodynamic loads on the
spoiler. Consequently, the wind tunnel tests
emphasized testing variations of the 90 degree
spoiler. Variations in spoiler extension dis-
tance and soan were tested over subsonic and
supersonic .nach number ranges. The most signifi-
cant results of the wind tunnel tests indicated
that (1) a 90-degree spoiler with a span approxi-
mately half the width of the weapons bay pro-
vided better noise attenuation than a 90-degree
spoiler which spanned the full width of the
weapons bay, (2) the spoiler panel in front of
the bay provided the major part of the noise
suppression, and (3) a spoiler panel at the rear
of the bay is not required for the B-1 weapons
bays. These results were of great significance
to the weight, complexity and cost of the spoiler
installation. In addition to the savings allowed
by fewer and smaller panels, even greater savings
are realized in the actuation system and internal
structure required to react the spoiler airloads.
The wind tunnel tests also indicated that small
improvements in spoiler performance could be
obtained by making the panel porous, and leaving
an open gap between the fuselage surface and the
top edge of the spoiler. These features were
desired to reduce the static and buffeting loads
on the spoiler.

Several wind tunnel tests were conducted
with the adjacent forward and center bays open
simultaneously, with and without spoilers. In
general, the wind tunnel tests indicated the
spcilers to be less effective for adjacent bay
operation, particularly in suppression of the
fundamental cavity resonance mode.

Aercdynamic wind tinnel tests were conducted
to detcrmine the effects of the spoiler on air-
craft trim loads, engine inlet airflow, and
weapons separation. These tests showed that the
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effects of the spoiler were acceptable. Weapons
separation characteristics were actually shown to
be slightly improved by the spoiler.

A temporary flight-test spoiler was
installed on the central bay of A/C-1 shortly
after the weapons bay wind tunnel tests were
completed. The installation is illustrated in
figure 7. This spoiler installation was tested
over a wide range of subsonic and supersonic
speeds. Test data were acquired at dynamic pres-
sures up to 1,015 psf with half and fully open 4
weapons bay doors. The flight tests were con- :
ducted with spoiler spans equal to the weapons i
bay width, and the spoiler span half the weapons
bay width. As predicted by the wind tunnel tests
for the part open door position, the half-span
spoiler provided better noise attenuation than
the full-span spoiler. For the fully open door
position, the half-span spoiler provided approxi-
mately the same suppression as the full-span
spoiler. Both solid spoiler panels and panels -
with 20-percent porosity were tested. The porous
panels provided more improvement over the solid
panels than was predicted by the wind tunnel
tests. In genera!, the flight test spoiler
installation provided greater noise attenuation
than measured in the wind tunnel tests. A 10-
to 15-dB noise reduction in the discrete fre-
quency cavity resonance noise was measured in the
tunnel test for the subsonic range, whereas the
flight test spoiler installation provided a 20-
to 25-dB reduction in the discrete frequency
cavity resonance noise.
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Fig. 7 - 70-degree porous spoiler installation

The weapons bay door vibration and the crew
station vibration levels were significantly
reduced with the 70-degree flight test spoiler.
Figure 8 shows the weapons bay door vibration
amplitude variation with ilight dynamic pressure
which was measured with the weapons bay spoiler
installed. The door vibration, measured at low
dynamic pressure and mack number without the
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spoiler, is also shown in figure 8 for compari-
son. With fully open doors, the door vibration
is approximately an order of magnitude higher
without the spoiler deployed.
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Fig. 8 - Weapons bay - door maximum vibration
amplitude versus dynamic pressure

The crew station vibration levels with
spoiler extended are shown in figure 6 relative
to the unsuppessed case. Approximately an order
of magnitude vibration reduction was achieved
with the 70° spoiler.

FLIGHT TESTS OF FINAL SPOILER CONFIGURATION

The final spoiler configuration developed
for the production design is illustrated in
figure 9. The spoiler panel extends at a
90-degree angle with respect to the fuselage
undersurface, and has the same area as the pro-
jected frontal area of the inboard two panels on
the 70-degree spoiler installation shown in
figure 7. The panel extends 14 inches below the
fuselage mold line, is 42 inches wide, and has a
3.5-inch gap between the top edge of the spoiler
«. 1 the fuselage. The panel has approximately
20 percent of its area removed by 1.35-inch-
diameter holes approximately as shown in fig-
ure 9. The spoiler is extended prior to opening
the weapons bay door, and completely retracted
after closing the bay. Extensive flight tests
have been conducted with this spoiler installa-
tion, Figures 10 and 11 show acoustic levels in
the aft bay for half and fully open doors at
M = 0.85 with the 90-degree porous spoiler and
without a spoiler. The suppressed acoustic
levels are substantially below the unsuppressed
noise levels for hoth the cavity discrete fre-
quency resonances and the broadband turbulence
pressures in the aft bay. Figure 12 shows the
acoustic levels in the forward bay for fully open
doors at M = (.85 with the 90-degree porous
spoiler. The forward bay acoustic levels with-
out spoilers are not availabhle for comparison.
However, it is expected that acoustic levels in
the forward and center bhays with no spoiler

should be very similar. Therefore, the acoustic
levels in the center bay without a spoiler and
with doors fully open at M = 0.85 are shown in
figure 12 for comparison. The unsuppresed
acoustic levels in the center bay exceed the
suppressed levels in the forward bay by more than
10 d3 for all discrete and broadband pressures.
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The center bay acoustic data with the
70-degree porous spoiler are also compared in
figure 12 with data for the forward bay with the
90-degree porous spoiler. The noise levels for
the two spoiler/bay combinations are approxi-
mately the same except at lower frequencies,
where the levels are somewhat lower with the
"0-degree spoiler. It is evpected that the for-
ward and center bays would have very nearly
identical acoustic levels if the spoiler config-
uration were the same on both bays. Therefore,
the small differences in the suppressed acoustic
levels shown in figure 12 are atcrivuted to the
difference in spoiler configuration, rather than
the difference in bay location.
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The acoustic noise in the aft bay and
forward bays with noise suppressors is approxi-
mately the same. The unsuppressed noise level
in the aft bay differs from the forward bay
values. The first cavity resonance and the
broadband pressure in the aft bay are lower than
the forward bay values, but the second cavity
resonance is higher in the aft bay. The data
illustrated are for a single mach number, and
significant variation of cavity noise is expected
with mach mumber for constant dynamic pressure.

The acoustic levels shown in figures 10, 11,
and 12 were measured at the lower art bulkhead
microphone, designated location 1 in figure 3.

In general, the locations on the forward bulkhead
and sidewalls experisnce broadband and discrete
frequency noise levels equal to or lower than
those at the lower aft bulkhead location.

Figurce 13 shows how the levels of the first
three discrete frequency cavity resonances vary
with mach nunber for the unsuppressed center
bay, and for the forward bay with spoilers, for
the half-oren door position. The acoustic
levels are -xpressed in terms of decibels normal-
ized to dyramic pressure, for data obtained at
dynamic pres:ures ranging from 367 to 1,015 psf,

The unsuppressed cavity noise levels decrease
with mach number at constant dynamic pressure,
while the suppressed bay noise levels remain
relatively constant. A plot of normalized
acoustic levels versus mach number for the first
two cavity resonances in the aft bay with half-
open doors is shown in figure 14. The second
cavity resonance in the aft bay shows the same
tendency to decrease in amplitude with increasing
mach number. However, the first mode is rela-
tively constant with increasing mach number.
Supersonic data for the aft bay with spoiler are
not vet available.
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Figure 15 shows acoustic levels at three
dynamic pressures ranging from 367 to 850 nsf
for M = 0.85. These data are for the aft bay
with doors fully open, and are taken from the
microphone designated as location 1 on figure 3.
The data of figure 15 are expressed in decibels
normalized to dynamic pressure in figure 16.
Figure 16 illustrates that acoustic pressures in
the bay are proportional tc flight dynamic pres-
sure over the dynamic pressure range spanned by
the dat¢ for a constant mach number. The devia-
tions from this proportionality are no greater
than those which would be expected from limita-



tions on measurement iccuracy. In general, the
acoustic flight test data are accurate within
3 dB.
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Door vibration levels on the forward and
aft bay with 90-degree porous spoilers installed
are comparable to those measured on the central
bay and shown in figure 8.

A minimum amount of flight test data have
been acquired thus far in the flight test pro-
gram for multiple open bay configurations. With
the forward and aft bays open sinultaneously,
the acoustic levels measured in hoth bays with
spoilers extended are very nearly the same as
with the .bays open individually.

Several weapons separations have been made
from the forward and aft weapons bays with
deployed spoilers. All store separations have
been completely successful.

Acoustic levels fiave been measured with

several internal store configurations with the
spoiler extended. In general, unless the store
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loading nearly fills the cavity, acoustic levels
are essentially the same as the empty bay levels
shown in figure 10 through 16. With a full load
of internal stores, the acoustic levels are some-
what lower than with an empty bay. It hLas been
observed that when the store in the launch posi-
tion is ejected, the acoustic levels are very
nearly the same as with the bay empty.

CONCLUDING REMARKS

A summary of the B-1 weapon bay noise
levels, effects, and methods of suppression has
been presented. The flight test data obtained
show large reductions in the acoustic levels are
provided by the weapons bay spoiler. The
acoustic environment with the spoiler extended
is well within the maximum predicted which was
used for design and qualification of aircraft
structure and equipment.

Only a small portion of the data obtained
during the B-1 weapons bay test program is
refcrenced in this paper. A large amount of more
detailed data remains to be anaiyzed and cor-
related. It is anticipated that rystematic eval-
uations of full-scale and wind tunnel data will
be conducted. These should include more complete
studies of the acoustic trends with mach number,
the acoustic distribution within the bay with
and without stores, correlation of wind tunnel
and full-scale data, and comparison of measured
data with predictions resulting from methods
presented in current literature.

The acoustic levels illustrated in this
report for fully open, empty bays show good
correlation with predictions made by the methods
of reference 1. However, the studies of wind
tunnel and flight test data with noise suppres-
sors have not yet furnished enough data to pro-
vide a thorough understanding of the aerodymamic
phenomena involved in the operation of the
spoiler-type noise suppressors. Additional work
is required to explore the aerodynamic mechanisms
which detemine the effectiveness of spoilers.
The areas which seem most likely to provide
improved insight are (1) flow visualization
studies, (2) more detailed static and oscillatory
pressure surveys in and ncar the weapons bayvs,
and (3) more extcnsive correlation of available
B-1 data with published data on noisc suppres-
sors, such as the data of references 3, 4, and §.
Such improvement in understanding the phenomena
involved in noise suppression could lead to
general methods for predicting noise suppressor
performance, and the capability for optimizing
noise suppressor configurations.
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Flight tests of the B-1 weapons bays are in
progress as part of the continuing research,
development, testing, and evaluation program.
Additional testing with various store configura-
tions is planned. Acoustic measurements within
the aft bay are also planned for supersonic
speeds with doors half and fully open. This will
complete the data base for all bays over the
operating speed range of the aircraft.
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SPACE SHUTTLE SOLID ROCKET BOOSTER AFT SKIRT REENTRY NOISE
INDUCED BY AN AERODYNAMIC CAVITY-FLOW INTERACTION

L. A. Schutzenhofer, P. W. Howard
W. W. Clever, and S. H. Guest
Structural Dynamics Division
Systems Dynamics Laboratory
Genrge C. Marshaill Space Flight Center
Marshall Space Flight Center, Alabama 35812

for the SRB.

High amplitude discrete fraquency cavity induced nuise was ogbserved
during witd tunnel testing of the reentry flight phase conditions of the
Solid Rocket Booster (SRB) of the Space Shuttle vehicle system. These
wind tunpel tests were designed to acquire aerodynamic noise data for
the development of vibroacoustic design and qualification test criteria

The reentry trajectory characteristics of the SRB are random with the
angle of attack varying from approximately 96° to 180° and with the
dynamic pressure varying from approximately 360 to 1,020 Ib/ft? for a
95 percentile envelope for a Mach number of 3,5, The SRB model was
a 2, 8 percent scale model wita all the external protuberances, It was
tested with internal motor volumes of 5, 50, and 100 percx ..c of the
burnt-out SRB motor volume, Results of tests are given for two cavity
volumes, ive., 5 and 100 percent.

INTRODUCTION

The Space Shuttle Vehicle (SSV) is currently
being developed by the National Aeronautics and
Space Administration (NASA) and it will serve as the
primary space trensportation system for the 1980's,
The SSV {s a multi-component system which consists
of an orbiter, an external tank (ET), and two solid
rocket boosters (SRB's), At the end of the first
phase of the aerodynamjc ascent, the SRB's will be
jettisoned frum the orbiter and ET, and the empty
motor cases will reenter the atmosphere while the
orbiter and ET continue their ascent flight, Subse-
quently, the SRB's are recovered for eventual reuse
in future SSV flights, This sequence of flight events
{8 shown in Figure 1,

Since the SR3 vehicle will be reused in the SSV
program, all structural and avionic/hydraulic system
components {thrust vector control power supply,
actuator, boouter separation motors, etc.) are
required to remain intact and below design limits for
ascent and reentry flight phases, During the reentry
flight, the SRB experiences a ''coning'' motion
together with high dynamic pressures. These high
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dynamic pressures and vehicle attitudes r . 1t in
high pressure fluctuations together with 8...dequent
structural vibrations.

Preliminary aeronoise screening tests {n the
Marshall Space Flight Center's (MSFC's) low noise
trisonic wind tunnel (TWT) facility [1) indicated that
high aeronoise levels exist in the vicinity of the SRB
aft skirt. These levels were approximately 189 dB at
certain angles of attack for supersonic reentry Mach
numbers of 2.75 and 3,5, These high levels were
induced by an unstable shock wave attaching and
detaching at the SRB motor nozzle extension as the
vehicle went through the coning motion, Through
systematic testing, it was determined that jettisoning
the SRB rocket motor nogtle extension at reentry
flight apogee and using the already present heat
shield were sufficient to reducs the 189 dB to levels
which are acceptable for design,

The specific wind tunnel results that are pre-
sented in this paper pertainto the aeronoise levels
in the vicinity of the SRB aft skirt (Fig. 2) for the
present reentry flight configuration at a flight Mach
number of 3.5. This configuratinn fs without the

-



Fig. 2 = Typical wind tunnel test hardware,
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nozzle extension, and the shock wave attachment and
detachment during the coning motion are significantly
more stable, Thus, the 189-dB levels are reduced
to less than 170 dB. However, the pressure fluctua-
tions that were observed are at discrete frequencies
for certain vehicle configurations and aerodynamic
condjtions. These discrete frequency fluctuations
are cavity-induced pressure fluctuations where the
cavity is the SRB motor's internal volume. These
discrete frequency results have been singled out of
the SRB reentry aeroncise data base for presentation
because one of the major goals of this paper is to
delineate the conditions that precipitate these cavity
induced pressure fluctuations as well as their
amplitude and frequency characteristics,

Additional goals of this paper ave to delincute
(1) the application of random trajectory characteris~
tics toward aeronoise environmental predictiors,
(2) the method of scaling the wind tunnel data to SSV
flight conditions, (3) the wind tunnel testing tech~
niques, (4) the data acquisition and data reductjon
systems, and (5) the aero/acoustic cavity noise
coupling mechanism,

SRB REENTRY TRAJECTORY

After the SRB separates from the SSV, it
reenters the atmosphere in a way that the

ORIGINAL PAGE ;s
OF POOR QuALITY



e

characteristics of the traectory, {.e., dynamic
pressure, angle of attack, etc,. are expected to have
random variations when consiaering the entire popu-
lation of possible reentry conditirns, The reason
that these trajectory characteristics are rendor is
that they depend upon parameters such as initial
geparation conditions (rates, etc.), atmospheric
properties, center of pressure, center of gravity,
aerodynamic pitch and yaw damping, and normal anc
axial for s coefficients, which are random variables
{2]. Since t:ess independent trajectory parameters
are input variables, the output characteristics
(dynamic pressure, etc,) of the trajectory must be
expected to be random,

The method of computing the reentry charac-
teristics was through Montu Carlo analysis. In the
Monte Carle anulysis, the input variables are
selected randomly over certain limits; then the
output c. ‘racteristics for each sample function are
similar to those of an actual flight, The entire popu-
lation of flight output variables, i.e,, dynamic
pressure, angle of nctack, etc., are then analyzed
to compute reentry flighi statistics.

A typical statistical output ie a dynamic
pressure, q, and angle of attack, o, contour as
ghown in Figure 3 (3] This q~ cont-ur was deter-
wnined by the method dev~'oped in Reference 4.
Figure 3 represents 2 95 percentile Q- boundary
for a Mach number of 3,5, The 95 perrentile
boundary is a constraint for the SRB reentry design
environments, From Figure 3 it is seen that the

range of dynamic pressure is 18 x 10° N/M? =< q =
49 x 10° N/m? and the range of angle of attack is
96°* < o < 183* at a Mach mumber of 3.5, This
type of data was applied in the design of the fluctuat-
ing pressure test to estimate various test conditions,
Then, subsequent to the test, these data were
applied to scale the wind tunnel results from the
tanne' conditions to SSV reer.ry flight conaitions,
(n addition to the 0 v contour, the expected range of
the reentry ve'ucity, V, is from 1024 x/8 < V <
1048 m/s and the expected Reynolds numbcr range is
8x 108 5 Ry = 24 108 at a Mach number of 3, 5.

In considering Mach numbers other than 3.5,
a 95 percentile iynamic pressure range can be con-
structed as shown on Figure 4 [5]. Similarly, one
can construct a 95 percentile angle of attack varia-
tioa with Mach number as shown in Figure 5. These
figures clearly show the range of q and o over the
Mach number range 0.6 < M < 3,5,

HARDWARE DESCRIPTION AND SYSTEM
ACCURACIES

The SRB reentry fluctuating pressure environ-
ments and the data presented in this paper were
derived from wind tunnel tests of a 2,8 percent model
with all the protuberances geometrically scaled.

The data reported herein were acquired with a 100
percent and also a 5 percent internal motor volume
simulation, Some significant dimensions pertaining
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to tho geometrical features of these two cunfigura- The SRB flight configuration heat shisld is a quarte
tions are shcwn in Figure 6 [5,6,7]. woven fabric and fiberfax vhich is hung batween the
rocket nozzle and skirt to protect the skirt and other
A significant feature of these wind tunnel coraponents from high temperatures during the ascent
modely wss the dynamically scaled SRB heat shield. and reentry flight phases. It was felt that the
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dynamic motion of the heat shield would ° : . “mno. .ant
ir. determining the acoustic er:romnent Ja the rogiou
of the aft skirt; consequently, the heat shield was
dynamical'y scaled (5,6,7] for application in the
wind tunnel testing.

Al of the .3sting was accomplished using
minjature pressuce trrusducers, The type of trans-
ducer was a Kulite XCQL~17-093-25D, These trans-—
ducers were operated in the ac coupled mode during
data acquisition and ac coupled ng the system
calibration, Tl u.nsdrcers h - screen cover
that py vtected the dia~h1.2m fro. particles in the
air strea.a, I ringy - _if the testing, with the
external conf’ ‘ratie ¢ metrically scaled, 120
pressure transaucer. a. "¢ used to acqure the data.
This configuration was 1or the 5 pescent volume
(Fig. 2). For details of the transducer locations,
see Reference 6, For the 100 percent volume testing,
35 transducers were used [7] aa: the locations uf the
pertinent transducers are shown in Figure 7, In {act,
the data preser . herein were obtiined from trans-
ducers 112 (1.0zzle), 114 (compliance ring), 119
(nczzle/slirt cavity) and 99 {external skirt), as
shown in I igure 7,

The datu acq'Jisition and data reduction scne=
matic is shown in rigure 8 [8], The basic concept of
this system was to vcquire on=line data for ,actinent
decision-making at tha test site, in addition tv data
reduction and scaling at the test site in « day-tu-day
operational mode, Typical tvpes of computer vuipue
are shown on Figure 8, They consict of "ovcrall
level versus angle of attack' and '‘one=thir1 octave

oy
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TRANSOUCE #9 LOCATED ON
EXTEANAL AFT SKIAT IN
THIS AREA

Fig. 7 - Instrumentation location,

band flurtuating pressure spectra,' Much of the datu
were superimposea and cross-plotted for compariscen
purposes. Thi- system was developed by the Experi-
mental Ae. “nhysics Branch at MSFC,

As seen in Figure 8, the acta signals, i,e.,
transducer outputs, vere processed througn signal
conditioning equipment consisting of 1. 1¢ drivers and
amplifiers, For the overall fluctuating pressure
levels, it terms of angle of attack for a fixed Mich
numb- - ard voll anglc, the conditioned signals were
reccrded on magnetic tape and paralleled througl a
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crosshar-scanner for root-mean-square (rms)
detaction, It should be noted that the crcesbar~
scanner is used to service all inputs in x4 sequential
fashion. The rms signals were then input to a mini-
computer (also to the ccmputer storage disc) for
on-site display, f.e., fluctuating pressure level
(FPL) versus angle of attack (a ), to determine the
model angle of attack position where the highest rms
levels occurred to capture a long data sanple for
spectral analysis. The model was then positioned at
those selected angles and 30-s data records were
acquired, In this operation, the conditiored signals
were again input to thc magnetic tape recorder and
again they were paralleled to a crossbar-scanner
where each signal was sequentially input into a 1/3
octave ilter bank and then into another crossbar-
scanner, The output of this scanner was input .o the
rms detectors and in this way 1/3 octave spectra
were acquired on-line, These spectr i were then
stored on a disc for easy access, The 1/3 octave
gpectra ti:at wevre stored on the disc have an effective
aversging time of approximately 1 s. These spectra
were then scaled for environment-! prediction,

Tne parameters that were usec 1n scaling the
model wind tunnel data to full s:ale : re the dynamic
pressure, velocity, and the charac’sristic length,
The wind tunnel characteristic parameters were
computed on-line from the wind tunnel conditions,
while the SRB reentry characteristics were obtained
from the trajectory characteristics (Fig., 3). These
wind tunncl conditions are shown in Figure 8 as an
input to {the computer,
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The uncertainty in the Mach number and total
pressure was within 1 percent; the uncertainty in the
total temperature was 2 percent, The power supply
voltages, trunsducer sensitivities, cable losses, and
amplifier gains were calibrated and operated where
the worst-case error was 0, dB, The error and
uncertainties result in a full scale SRB environmental
error of approximately 1,25 dB, This uncertainty
leads to confidence interval estimations of approx~-
mately +3,0 dB for a 95 percent confidence
coefficient.

The frequency response of the data acquisition
system was 'flat" from 20 Hz to 20 kilz, model
scale, and the uncertainty in the full scale frequen~
cles was approximately 1 percem. The uncertainty
in the roll angle and ~ngle of attack was les.; than
10, 2 degree.

TEST FACILITIES, CONDITIONS, AND OPERATION

The results presented in this paper were
acquired in tunnel A at the Arnold Engineering
Development Center {AEDC) in Tullahoma, Tennes-
ree, and at NASA's A1.cs Research Center unitary
wind tunnel facllity {9,10). ‘The iest conditions used
In the overal proziam were as follows: (,6 < M <

3.5, 88 x 10% < P = 149 103 N/m?, and 293 <
'I‘,r = 346°K. The roil orientations of the model

were 150°, 180°, 2'0°, and 270°; walie the angle of
attack varied from 90° to 150°, These conditions
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were dete*mined from the statistics of the SRB
reentry trajectors, The data presented herein per-
tain specifically to 2 Mach number of 3,5, a total
temperature of 322°K, P, = 149 10° N n?,

Reynolds number = 0,736~ 10°, and a role angle of
1%0°, These conditions were selected because they
delineate the salient features of cavity induced
pressure fluctuations,

The test operation was design>d in what can be
described as an angle of attack sweep mode and a
discrete angle mode. In the angle of attack sweep
mode, the model's angie of attack was varied over
three 30° ranges in segments of 90° < o < 120°,
120° < o < 150°, and 150 < o < 180", thus
encompassing the entire a range shown in Figure o.
This was accomplished with a fixed Mach number and
a fixed roll angle orientation, During the angle of
attack sweep, rms data were taken and the data were
recorded on magnetic tape. The sweep rate of
approximately 0, 2°’s was selected since the data
were quasi-stationary for this rate. These rms data
were analyzed on-line to select the angles of attack
where the highest levels occurred. The model was
then positioned at these selected angles where 30-s
data samples were acquired and put on tape, and, at
the same time, on-line 1 3 octave spectra were taken
and stored on a disc, This discrete mode of opera-~
.fon took approximately 55 s, A comparison of over-
a1 levels between data taken in the sweep mode and
dis::-ete mode was always less than 1 dB and in most
cases the values were nearly identical, i.e., 20.3
dB.

After data were acquired in the sweep and
discrete modes, the Mach number and roll criema-
tion were changed and this procedure wis repeated,
In some of the more recent tests, the nwdel was
rolled automatically, This procedure significantly
reduced the tunnel down time, which increased the
test efficiency (5],

SCALING AND TEST RESULTS

The basis for estimating aeronoise environ=-
ments is geometric model testing in conjunction with
fluid dynamic similarity which is achieved through
dimensional cnairsis, The dependent variable is the
fluctuating press. re environment and, in this applica-
tion, it depends primarily upon Mach number,
geometric similitude, and model orientation. There
is a difference in Reynolds number between the model
and prototype; however, it is thought that this
difference is not significant in the consideration of
the cavity induced flow noise presented in this paper,
The Reynolds number effect is negligible because the
sharp edg: of the SRB aft skirt fixes the separation
point of the shear layer at the leading edge of the
nozzle, In addition, there is no anticipated Reynolds

s
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number effect in the leading edge apprn~ch flow at a
Mach number of 3,5, Thus, these wind tunnel model
test results are expected to produce reasonably
accurate environmental estimates with no significant
Reynolds number dependence,

Throughk < —i2n: icnal analysis it can be shown
that the rms fluctuating pressure (prms) divided by

the free stream dynamic pressure (q) is the same
for the model and the prototype, i.e,,

[prnls] _ [prnls] _ s Cp (1)
T Jn T Jp rms

where the subscript M pertains to the model and the
subscript P pertains to the prototype. This quantity
is usually denoted as ACprms' It can also be shov.n

that frequency ({) multiplied by a characteristic
length (D) and then divided by the free stream velo-
city (V) is the same between the model and the
prototype, i.c.,

{D D
<l =7 (2)
[‘ ]M [‘]P

Eaquation (1) is the basis for scaling fluctuating
pressure data amplitudes. Equation (2) provides
the br or scaling frequencies from model scale
to fuli ,cale. It shoulu be clear that exact scaling is
achieved only when exact fiaid dynamic similarity is
achieved together with all the boundary conditions,
e.g., momentum, thermal, kinematic, etc., being
exactly scaled, This situation is rarely achieved in
practice because exact similarity is not actually
required. It is believed that the scaling procedures
(including the dynamically scaled heat shield) applied
in the testing described herein is sufficiently accur-
ate to ertimate the full scale SRB reentry acoustic
environments,

The data presented in Figures 9 through 15 are
overall fluctuating pressure level variations with
angle of attack and one-third octave band spectra,
in prototyvpe frequency, taken at selected angles of
attack, They represent typical fluctuating pressure
level variations in the vicinity of the aft skirt, To
particular, transducer 112 (Fig, 7) represents the
nozzle, transducer 114 represents the compliance
ring, transc wcer 119 represen's the cavity between
the nozzle and the aft skirt, and 'ransducer 99
represents the external aft skirt. rhe data presented
in Figures 9 through 15 have been scaled with 2 model
dynamic pressure (q]\l) of 15,713 N/'m? (324 PSF)

and a full scale dynamic pressure (qp) of 40,698
N ‘m? (350 PSF). This full scale q, is shown in

Figure 3, This one value of qp was used so that the

»iy
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true picture of the cavity induced pressure fluctua-
tion would be reveuled and yet indicate the magnitude
of the SRB reentry fluctuating pressure levels, For
environmental estimation, however, the upper
boundary of the g~ contour, also shown in Figure
3, was used. In this way, the uata were dynamic
pressure scaled for each angle of attack. All these
data pertain to a Mach number of 3.5 and a roll
angle of 180° .

In the urzzle, the overall fluctuating pressure
variation i8 shown in Figure 8. It can e seen that

for the 5 percent volume a significant ampiitude
increase occurs at o ~ 140° with levels in

excess of 170 dB, At this angle of attack it is
believed that the locel Mach Number, M,, is about
unity. This high level is believed to be a cavity
induced pressure fluctuation, For the 100 percent
volume, the cavity induced pressure fluctuations
occur at an an7le of attack of approximately 160*, It
18 believed tha. ths local Mach number over the nozzle
exit plane is spproximately 0,7, The one-third
octave band spectra that correspond .o the aforemen-
tioned runditions s shown in Figure 10, These
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spectra were taken at the angles indicated by the

(x) in Figure 9. For the 5 percent volume, the peak
in the ~ne=-third octave spectrum is approximatelv
27 to 32 Hz and the peak for the 100 percent voiume
is approximately 9 to 10 Hz, Narrow band analyses
of thege data indicate additional peaks at integral
multiples of these dominant frequencies. It is
believed that these harmonics probably represent
waveform discortion of the pressure fluctuations and
not a new and/or separate phenomenon. It is
believed that this effect is similar to that reported in
Reference 11,

» o
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In the vicinity of the compliance ring, the
prassure amplitudes are similar to those in the
nozzle shown in Figure 11; however, the levels are
slightly less in the angle of attack ranges where
cavity induced pressure fluctuations occur, The
compliance ring spectra are shown in Figure 12, and
the functional variation with frequency is similar to
the spectra in the nozzle,

The environmental variation with ¢ in the
cavity between the nozzle ana the aft skirt is shown
in Figure 13, These levels are also slightly less
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than those in the nozzle as expected, The 1’3
octave band spectra corresponding to the (x's) on
Figure 13 ara shown in Figure 14, The harmonic
content shown in this figure is simflar to that of the
data in the nozzle ard compliance ring.

The flucturting pressure level variation on the
external portion of the aft skirt is shown in Figure
15. These levels are considerably less than the
nozzle and compliance ring levels, In fact, while
the 5 percent volur.e resonant effect at o = 140°
can be seen, the 100 percent volume resonant effect
at @ = 160* is being masked by other effects,

re
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The time variation of the fluctuating pressure
data is shown in Figure 16, These data correspond
to an angle of attack of 160° for a Mach number of
3.5 for the transducers 112, 113, and 114. This
figure clearly indicates that <he waveform has been
distorted from that of a pure sl.e wave, Further-
more, the wa' siorm distortion is most pronounced in
the nozzle with a rounding effect on the compliance
ring and then additional rounding in the nozzle ‘skirt
cavity. The distorted wrveform inuicated by truns~
ducer 112 leads to harmonics of the predominant
frequency as mentioned above,
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All of these data indicate that a cavity while being lower are probahly at a Mach number of
resonance eflect exists in the vicinity of the aft skirt, appreximately 0.7 for an o = 160°,
The highest levels occur for the 5 percent volume
and the predominant frequency is approximately 27 to For the 100 percent volume, thore exists
32 Hz, For the 100 percent volume, the levels another independent resonant condition at an o = 169°.
decrease considerably and the predominant frequency This resonance is of consideratly less amplitude
is approxi.nately S to 10 Hz, It is believed that the than those shown in the figures, however, it does
highest levels for the 5 percent volume are associated exist, The frequency of this resonance is approxi-
with a local Mach number of approximately unity at mately 3 Hz, This particular condition has not been
o = 140, and the levels for the 100 percent volume shown in the data because of its low amplitude;
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however, the presence of this resonant condition is
important toward understanding the cavity induced
fluctuating pressure phenomepon.

INTERPRETATION OF RESULTS

The high amplitude fluctuating pressures,
shown in the data of the previous sections, are
thougkt to be induced by the SRB motor internal
cavity. This deduction is supported by a comparison
of frequencies measured in the vicinity of the SRB
aft skirt and those calculated with empirical equa-
tions developed trom smooth flow over rectangular
cavities,

Roassiter [11] developed an empirical equation
for estimatlng unsteady vorticity excitation by shear
layer flow over a cavity, This equation was eventu-
ally modified [12] to include temperature differences
between the external flow and the cavity, The
modified equation, written in terms of the SRB
notation, is of the form

van v~y Dn
v, a) b ! (3)
Ml<;c->+ 1/8

where fv is -he vorticity excitation frequency, Dn

is the diameter of the SRB nozzle at the severed
nozzle plane, V1 is the local velocity, v is the mode
number {1, 2, 3, vsees)y Ml is the local Mach
number, a is the local speed of sound, a, is the

cavity speed of sound, y is a quantity that accounts
for phase differences between upstream acoustic
wave propagation »nnd downstream vortex shedding or
shear layer undulations in the local flow over the
nozzle (this quantity depends on the cavity depth),

8 is the ratio of eddy convection speed to the local
velocity, and H is the aepth of the cavity., It
appears that equation (3) applies for shallow cavities
where Dn H>1,

The 5 percent and 100 percent volume cases of
the SRB -annot be classified as shallow cavities
since Dnm = ,6761 and Dn/H = ,0845, for the

respective volumes, Experimental results in Refer-
ence 13 and the experimer.tal results presented
herein indicate that for deep cavities Rossiter's
equation could be further improved, If equation (3)
is modified for deep cavities as fillows:

fp  (v-y)(D/MH) D

von o n ., _n

V1 = = R <1, (4)
Ml(;:)+ 1/8

,
ra’
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then equation (3) can be extended to deep cavities.
Thus, equation (4) is an additional modification
Rossiter's equation to permit application to the deep
cavity case. To apply equation (4) to the SRB
recentry cavity induced fluctuating pressure frequency
predictions, the frequency fu was nondimersjon-

alized '., D and V. It can be shown that the dimen-
sionless frequencies are given by

1

2
5 [, k4] _(v- (pm)
v 2 2 {

P ’

{ _ 2
M 1+'15 _12+K21
M (5)
1
Dn
—_<
T <1

where K is the ratio of specific Leats and A is the
free stream Mach number. In the development of
this equation, it was assumed that the cavity tem-
perature was the total temperature. Equation (5)
will be applied in this paper in the interpretation of
the frequencies presented in the previous section,
These frequencies are characteristic of the potential
aerodynamic excitation in the st :ar layer flow over
the nozzle exit plane. To realize excitation at these
frequencies, there must be a coalescence with some
type of acoustical mcde of the cavity. If the cavity
is deep, the depth modes of the cavity tend to become
the predominant resonant acoustically excited modes.
In fact, it will be shown that depth mode excitation
occurs on SRB. If the cavity is shallow, the length
modes across the cavity are usually the predominant
resonant acoustically excited modes,

In the case of deep cavities, East [14] has
shown that the first acoustic depth mode is given by

- =1
7

I' L]
fH 1 ‘n
ac— 2 1+.65(H) N

(6)

If equation (6) is multiplied by {2j ~ 1) where (j=
1, 24 3, » ... ) to approximate high order modss,
and if the cavity acoustic response frequency is
nondimensionalized by I and V, the dimensioniess
cavity frequency equation becomes

-1
/2 l- .75.|
fp 1 Kk=1| (D){(2i1 ,(Dn)
= |=+==| (T i1+ .65( =
v M2 2 H) 4 |

where again the cavity temperature is assumed to be
the total temperature,
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The classical equation for an operi~closed
organ pipe acoustic mode {15] is given by

fH .
A .}._.‘._J._‘! '1_)__ (8)
a 4 (1+e )

where ¢ is an end correction effect, Equation (8)
can be nondimensjonaljzed with D and V to obtiin the
equation

1

ip 1 K-1 ! D 2)-1
e o

v 9 / '
v w2 H(1+e¢H) 4

Equations (5), (7), and (9) will be applied to
interprec the data Jiscussed in the previous section.
Recal!, equation (5) represents the frequencies of
the <hear laver excitation, and equations (7) and (9)
represent the frequencies of the cavity acoustical
response. When these frequencies coalesce, a
potential high amplitude acoustic resonance conditinn
exists,

Figure 17 presents a plot of equatinns (5), (7),
and (9) for v =1, 2, and 3 and for j= 1, 2, and 3, The
excitation frequencies and the response frequencies
are plotted as a function of the local Mach number,

In the 5 percent volume case, M= 3,5 and Dn ‘H =

.6761, For this cavity depth ratio, y was selected
to be .25 and B was selected to be ,57, These
values were based upon References 11 through 14.

The dashed line in Figure 17 is the predominant
frequency measured. The harmonics of this fre~
quency are not shown since they result from wave=-
form distortion, Equation (9) with ¢/H= 0 anc ,196
represents the cavity acoustical modes for j= 1, 2,
and 3 and they are shown by the dotted bands, Equa-
tion (7) is represented by the short lines to indicate
its magnitude and equation (5) is represented by the
solid curves lines for y=1, 2, aud 3,

The predicted frequencies for the excitation
[equation (5)] and for the acoustical response
[equation (9) with €/H = 0 and , 196} ludicate
coalescence for these first three modes. This
indjcates potential resonance conditions for these
s.0des. Inparticular, ¢he v= 1, j- 1 mode appears
particularly strr~e because these frequencies

coalerce at Ml = 1 where it is believed that the most

intense pressure fluctuations will occur [11-14],

The experimental results indicate a resonance
at o« = 140° at a frequency between &7 and 32 Hz.
This indicates excitation of the first cavity depth
mode at M, = 1 (see dashed line Figure 17),

Furthermore, this mode is the predominant and the
only resonant excitation in this angle of attack range.
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It is assumed, bused on the nieasured results,
that equation (9) with € 'H = 0 predicts the cavity
acoustical frequency and equation (5) predicts the
aerodynamic vorticity excitation; then Figure 17
clearly indicates a resonance at 1\11 = 1, Further-

more, consideration of the modes 1= 2 and 3
together with j= 2 and 3 indicates that resonances
are not expected /recall ¢/H = 0 is being considered)
since these modas do not coalesce, Thus, the pre-
dicted frequencies and resonance conditions are
remarkably consistent with the observed reson:..ices
for the first three modes.

The consistency between the measured fre~
quencies and the calculated coalescence frequencies
and conditions clearly indicates that the high ampli-
tude pressure fluctuations measured on the SRB are
induced by shear layer vorticity excitation,

Figure 18 presents a plot of equations (5), (7),
and (9) for v=1, 2, and 3 and for j= 1, 2, and 3,
In the 100 percent volume case, M = 3,5 and Dn H=

. 0845, For this cavity depth ratio, y was selected to
be .57. The dashed Iines in Figure 18 are the pre-
dominant frequencies measured. These frequencies
are harmonically related and they occur at different
angles of attack. When each of these predominant
resonant frequencies exist, integral multiy.es also
occur and it is thought that these harmonics are
caused mostly by waveform distortion, Equation (9)
with € /H = 0 and ~quation (7) represent the cavity
modes for 1= 1, £, and 3, Equation (3 is repre~
sented by © _ solid curve for v= 1, 2, and 3,

The predicted frequencies for the excitation and
for the acoustical response coalesce for the first
three modes, This indicates potential resonance
conditions for these modes, For the 100 percent
volume, it appears that the second mode is the mode
of predominant excitation since the coalescence
occurs at Ml =1,

The experimental rosults indicate resonant froe-
auencies (see dasheu lines .n Figure 13) tor the first
mode of approximately 3 Hz and for the second mode
ot approximately 9.0 tu 10 Hz, The first mode is
excited at an angle of attacs of 169° and the sccond
mode is excited at an angle of attack of approxi=
mately 160°, These angles of attack correspond to
local Mach numbers of approximately .4 and .7
respectively.

The cavity acoustical frequencices cstimated
with equation (7) exceed the measured frequency by
14 percent for the first niode and by 9 percent for the
second mode. These differences are considered
tole. able since the internal geametry of the SRR
includes a contoured nozzle and since equation (7)
was developed for M, <2 If equation (5) is

increased by 11 percent so that it coalesces with the
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measured frequencies, it can be seen that the coa-
lescence occurs at local Mach numbers of approxi-
mately .4 for the first mode and approxim:.cely . 72
for the second mode. These values of local Mach
number are close to those believed to occur at
angles of attack of 169° and 160°, respectively. It
is possible that the third mode in the vicinity of 15
to 16 Hz may also be excited at a local Mach number
of approximately .72 with this mode possibly being
of a much lower amplitude than the second mode and
thus being masked by the second mode. As a final
observation, it is noted that the second mode exci-
tation is higher in amplitude than the first mode.
This can be expected because the second mode
occurs at a higher Mach number as Mach one is
approached from the low Mach number regime,

The results delineated in Figure 18 indicate
that the cavity acoustical frequency predictions and
the vorticity excitation freguency predictions ade~
quately describe the cavity induced fluetuaiing
pressure phenomenon, In fact, wmese equations pre-
dict the coalescence frequency range remarkably
well considering thati Uiese equations were developed
for smcoth flow over rectangular cavities and not for
the reated configuration which included: a sharp edge
flow at a free stream Mach number of 3.5, the
associated bow shock wave structure, and a fluttering
flexible heat shield,

CONCLUDING REMARKS

Methodologies and results are presented in this
paper that deal with the practical aspects of defining
and understanding aeronoise environments for the
SRB vibracoustic design and comp nent test quaiifica~
tion program, The methodologies included: the
application of random trajectory statistics for
environmental prediction, the definition of the experi-
mental technique and the hardware as “dciated with
acquiring aeronoise data, and the del..ieation of a
sophisticated data acquisition and data reduction
system for acquiring on-line overall (>ms) data
together with one~third octave spectra, The results
presented pertain to fluctuating pressure data in the
vicimty of the aft skirt of the SRB for a Mach number
of 3,5 and a roll angle of 180° over the entire angle
of attack range.

The SRB aeronoise environments have been
derived from 2,8 percent model wind tunnel test data.
A specific aspect retating to the specification of
these environments was high amplitude discrete
frequency aerodynamic pressure fluctuations in the
vicinity of the SRB aft skirt, For the 5 percent
volume, the predominant frequency was in the range
of 27 to 32 Hz, For tho 100 percent volume there
were two predominant frequencies; one at approxi-
mately 3 Hz and the other between 9 and 10 Hz, Th»
amplitude of the 5 percent volume was higher in

81

comparison to the 100 percent volume amplitude.
One reason for this higher amplitude was that the
resonance condition for the 5 percent volume
occurred at a local Mach number near unity,

A shear layer vorticity excitation frequency
prediction equation for deep cavities was put forth tn
this paper., Application of this equation in conjunc~
tion with the frequency equation for the acoustical
modes of the SRB internal motor cavity results i~
calculations which clearly substantiate the mectnism
associated with the high amplitude, discrete {r -
quency pressure fluctuations measured during the
wind tunnel testing. The mechanism is believed to
be a resonant condition that results from the
c:oal 2scence of vorticity excitation frequencies in the
wns.table shear layer over the SiiB nozzle and the
aroustical depth mode frequencies of the SRB internal
aetor cavity.

The method and equations prusented in this
paper were applied specifically to the SRB. They
may, however, be applied to a variety of problems
involving aero/acoustical interaction phenomenon and
environmental estimation for which aynamic data are
to be acquired, scaled, analyzed, and interpreted,
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DEFINITION OF SYMBOLS

local speed of aound
speed of sound in cavity
diameter of SRB

diameter of SRB nozzle at severed nozzle
plane

frequency

cavity response frequency for jth mode
vorticity excitution frequency for yth mode
depth of cavity

indsx 1, 2, 3

ratio of specific hexts (1.4)

r o . e
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free stream Mach number

10cal Mach number

root-mean~oquare fluctuating pressure
total pressure

dynamic pressure

dynamic pressure of a model

dynamic pressure of a prototype

Reynolds number based upon SRB
diameter (D)

total temperature v

free stream velocity

local velocity

percentage of motor internal volume
angle of attack

ratio of eddy convection speed to local
velocity (. 57)

phase angle of difference between acoustic
wave and vortex shedding or shear layer
wave propagation

end effect

intex1, 2, 3

roll angle

v
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BLAST AND SHOCK

SNAPS IN STRUCTURES*

Michail zak
Jet Propulsion Laboratory, California Institute of Technology
Pasadena, California

presented.

Snaps as a tyte of shock phenomena which arise in structures employing
films, or strirge are studied. The sources and the variety of such snaps
are defined and a new mathematical model for their inv:stigation is

i

INTRODUCTION

Structures employing films or strings with
small resistance to compression ar. charactcrized
by some special feat ires which result from the
instability ~f the above flexible bodies when sub-
jected to certain types of disturbances. The two
sources for the occurrence of snaps are connected
with the following instabilities:

a) The effect of energy accumulation at
the bounde - of instabilit. of a flexible
bodv.

b) The effect of reflectior. in the course of
the transition of the flexisle body from
an unstable to a stable state.

The first effect was explained physically and
investigeted mathematically in the Ref. (1). The
investigations of the second effect are by naces-
sity connected w:th the description >f ‘he behav-
i = 0* a flexible body beyond the limits of its sta-

/. The main theory of =..ch behavior is given
in Ref. (2). Snaps in structures with irexten-
sible films and strings will be investigated baseu
on thai theory.

THE BOUNDARIES OF INSTABILITY OF THE
SHAPE OF FLEXIBL.- BODIES

it can be shown (Ref. 3, 4) that any flexible
body loses the stability of its shape in some
direction n, if

B
Tn<"—-———2(1+ WY (1)

*This paper presents the resul s of one phase ol
i'esearch carried out it the "et Prop usion
Laboretory, California institute of Technolegy
under Contract NAS7-100, sponsored by the
National A2ronautics and Space Administration.
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where Tn = Tlg 15 the tension in the E-directio‘x.
E is Young's moduius
v is Poisson's ratio,

In the case of an idealiv {lexible “ody (E=0) cnon-
~ition (1) is simplified and can be written:

Tn< 0, or Tu T22 < T122 (2)

where T3, Tgg, T;9 are the two normal and the
sheawing stress, respectively. From the mathe-
matical point of view the inequalities (1) ara

(2) state that a smcoth solution o: ti.z gorern
ing differe.tial equations (Ref. 3) does not
exist. In practice this point displays itself in
the appearance ¢ Jrinkles, the directions of
which are normal to the directions of the loss of
stability n.

<“HE TYPES OF DEFORMATIONS LEADING TO
INSTABILITY

All the types of deformations lealing to the
instability of a flexivie body are .ncruntered in
a solar array for a NASA spacecraft which can
be used as an illustration (Fig. () as follows:

A) A uniform contraction of the fiim
(Fig. 2) in the course of which
wrinkles appear norma! to the direc-
tion of the con' raction.

B) A uniform twist about the axis of
symmetry (Fig. 3). Here the surface
of the twiste. lorm possess double
curvature and wrinkles of variable
}ntenaity anpear along and acro=s the
ilm.
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C) A uniform bending (Fig. 4). In this
case the wrinkles of variable intensity
appesr from the edge toward the axis
of the bending.

D) A uniform shearing (Fig. 5). Here
the film is divided into two areas:
the narrow diagonal tensioned area
with uniform diagonal wrinkles and
the out-of-diagonal slack area.

E) General Case.

In the most general case all of the
above deformations can be nonuniform
and act at the same time.

THE MECHANISM OF SNAP FORMATIONS

Let us illustrate the mechanism of the for-
mation of snap by examining the simplest case
such as (a) of Figure 1, neglecting the extensi-
bility of the film. After contraction of the film
the process of restoration begins due to the
elasticity of bi-stem boom. In the course of
that restoration the film particles attain veloci-
ties which are in general nonzero at the moment
of complete restoration. Hence by the virtue of
inextensibility of the film at that moment a
shock appears as the result of the reflection
“vom the invariable length of the film. The
shock (snap) leads to a discontinuity in the
values and directions of the velocities of the
film particles and the formation of new wrinkles.
The above jump in the velocities is defined in
accordance with the conservation of kinetic
energy and the impulse at the moment of the
shock taking into account of the elasticity of
the entire structure. The above shock acts on
other parts of the structure as a feedback to
the film. Thus the whole structure as a
coupled dyne'iic system is involved in the pro-
cess of perioaic shocks.

The situation becomes more complicated in
the general case when the wrinkles possess a
variable intensity, velocities and directions, but
the mechanism of the generation of the snaps
remains the same

Another source of snaps is connected with
effect of the accumulation of energy due to a
special type of tension distribution near the
boundary of instability, That kind of snaps are
encountered, for instance, in solar sails. As
an illustration of suzh an effect, consider a film
suspended in a gravity field. Suppose that an
isolated transverse wave of small amplitude was
generated at the point of suspension. The
velocity of propagation of the leading front of
the transverse wave will be smaller than the
velocity of the trailing front because the tension
decreases from the point of suspension to the
free end. Hence the length of the above wave
will be decreasing and in some cases will tend
to zero, Then according to the law of conser-
vation cf energy the specific kinetic energy per
unit of length will tend o infinity producing a
snap (snap of knovt).

-7
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Fig. 4.

Fig. 5.

It is very important to emphasize that in
both cases the snaps were generated by the
structure itself as eigen-properties without ex-
ternal shock disturbances.

THE MATHEMATICAL MODELS OF SNAPS

It is clear from the above that to describe
snaps is to describe the behavior of a film
beyond the limits of its stability., The latter

problem was solved in Ref. (2). The main idea
of the new governing equations is the introduc-
tiun of an additional variable describing the in-
tensity of the wrinkles. Utilization of a special
moving (nonmaterial) system of coordinates con-
nected to ihe running wrinkles allows one to
take into account the transformationc from the
stable to the unstable state automatically. In
the course of the transition of the boundary of
instability the coefficients of the governing
equations are changed by jumps leading to the
corresponding jumps in the solution and thereby
creating snaps.

The governing equations in an unstable
state of a film are very close (but not equal) to
the equations defi:ing the motion of a fluid. In
the simplest case when the study is confined to
the model of a single wrinkle, the governing
equations are degenerated into the equations of
a system with variable mass.

From the point of view of the theory of
structures, films or strings can be considered
as unilateral constraints. Such a constraint
realizes a rigid junction ‘between parts of the
stoucture in a stable state, In an unstable
state *he constraint is realized by means of
wrinkles which are step-variable in their values,
directions and intensity. Therefore, the above
constraint also possesses the step-variable pro-
perties. Moreover, as a resuit of a variable
moving mass of filr such constr.iints lead to the
dynamic "viscous" resistance.

ANALYTICAL RESULTS

1. Let us consider the snaps generated by the
accumulation of energy (Fig. 6). Accord-
ing to the Ref. (1) a snap in this case is
caused by the instability of the solution in
a class { smooth functions (incorrectness
of the Cauchy problem). The possibility
of a snap appearance is given by the
alternative:

a) the snap appears if the improper
integral

¢
f at
LN T

converges for p-1.

(Here T is tension, p is density, {is
the current length, £ is the entire
length.)

b) the snap is impossible if the above
integral diverges. It can be shown
that in a gravity field that integral
coverages if p-constant, consequently,
the motion of the film is accompanied
by snaps near the free end. It can
also be shown that the above result
remains in force if the film moves in a
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Fig. 6.

resistive medium (air or water). All
the above results will remain in force
if one replaces the film or string of
(Fig. 6) by the ideally flexible pipe
within which liquid flows with only one
difference: the point of the appear-
ance of the snap shifts from the free
end upward (Fig. 7).
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Tucning to snaps as 8 result of reflections
consider the simplest situation when uni-
lateral constraints (ideal atring) generates
snaps in the course of axial harmonic
oscillations (Fig. 8). Ignoring for simpli-
city the masses of the string AB and the
spring BD and introducting the mass M of
the body B we have the differential equa-
tion of motion of the body B:

mi +ex =0, x >0
or
mi +clx| =0 (C)]
where ¢ is the stiffness of the spring BD.

The solution of the equation (4) is given
in the form:

i m
X =%, lcosf;tl 5
if

x=x0>0.3'c=0att=0

Thus one arrives at the oscillaticns with
periodical snaps (Fig. 9) and the interval
of time between shocks is defined by the

formula:
= m
T=n J c (6)

‘Taking into account the distributive den-

sity of the thread one gets the nonlinear
governing equation instead of Equation (4):

-adf[(m + px) )'(]+cx=0 &)
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Fig. 9.

The exact solution of this equation can be
expressed as elliptic functions (Ref. (2)).
The nonlinear influence of the wrinkle for-
mation displays itself in the appearance of
damping and in a change of the period T
(Fig. 10).

3. As a more complicated example where snaps
have nonuniform intensity the transverse
in-plune oscillations of a film can be con-
sidered (Fig. 1la). The governing equa-
tion for this case is a nonlinear equation in
partial derivatives.

2
2 ( 8U)=Iu3_\_l
P

— (u = (8)
ot ot ax

ot

where u is the transverse in-plane
displacement.

The solution of this equation can be ob-
tained by the method of separation of vari-
ables and presented in the form

2
_ r To [34
u—uosinlx cospﬁfét , (9
if
u(t=0>=uosin}x, u(t = 0) = 0. (10

According to this solution (Fig. 11) the in-
tensity of the periodical shocks decreases
from the middle of the film to its ends.

CONCLUSION

Snaps in structure employing flexible
bodies result from the internal properties of
these structures and are connected with the
states of their instability., The mathematical
theory elaborated here ailows the construction
of models for such snaps and it describes the
coupled nonlinear phenomena leading to snaps.

J,'
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A SIMFLIFIED METHOD OF EVALUATING THE STRESS WAVE
ENVIRONMENT OF INTERNAL F, UIPMENT

J. b. Colton and T. P. Desmond
SRI International
Menlo Park, Califoinia

A simplified method called the Transfer Function Technique (TFT) has

been devised for evaluating the stress wave environment in a structure
containing internal equipment. The TFT consists of following the initial
in-plane stress wave that propage.es through a structure subjected to a
dynamic load and characterizing how the wave is altered as it is trans-
mitted through intersections of structural members. As a basis for evalu-
ating the TFT, impact experiments and detailed stress wave analyses were
performed for structures with two or three, or more members. Transfer
functions that relate the wave transritted through an intersection to the
incident wave were deduced from the predicted wave response. By se-
quentially applying thege transfer functions to a structure with several
intersections, 1t was found that the environment produced by the initial
3tress wave propagating through the structure can be approximated well.
The TFT can be ugsed as a design tool or as an analytical tool to determine

whether a more detailed wave analysis is warranted.

BACKGROUND

Many pioblems of predicting the response of
equipment 1inside a structure have been solved by
vibration analyses. However when structural
response 1s induced by sudden motion of the pri-
mary structure in, for example, missiles or sub-
marines under blast loading or 1in penetrators at
impact, the inherent stiffness of these struc-
tures allows high-frequency stress-wave loading
to propagate through the structure to the in-
ternal equipment. The 1initial stress wave that
propagates through the structure may produce the
most severe environment to which the equipment
1s subjected [1). In this case, a stress-wave
approach that focuses on the equipment-damaging
stress waves themselves is desirable for pre-
dicting the equipment environment.

Available analytical techniques are capable
of predicting the detailed stress wave response
for many structures of interest [1,2]. However,
tor complex structures, the required numerical
inteyration 1s often expensive and time con-
suminyg. Thus, for a preliminary evaluation of
the severity of the stress wave environment, a
siumpler approach is desirable. Such an approach
15 developed 1in this paper.

OBJLCTIVE AND APPROACH
The ohjective 1s to devise and demonstrate

the usetulness of a gimplified method for evalu-
ating the stress wave environment in a structure
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containing internal equipment. This method is
called the Transfer Function Technique of TFT.

The basis for the TFT is that the initial
response of equipment ingside a structure sub-
jected to an external dynamic load is governed
by the stress-wave propagation through the
structure. The stress waves are created at the
loaded surface and propagate, at a finite
‘velocity, sequentially through the load-carry-
ing structural members to the equipment. During
this process, the amplitude and frequency con~
tent of the stress waves may be altered as the
properties or dimensions of the structural
members vary, or as the stress waves are trans-
mitted through intersections from one struc-
tural member to another. The TFT is a straight-
forward method of accounting for sequential
changes in the initial stress wave as it en-
counters new structural members and inter-
sections.

The general approach to developing the TFT
consists of two steps. The first step is to
characterize the waves that are transferred
through each of several common structural mem-
bers and through intersections between members.
Thege characterizations are obtained by per-
forming exact analyses of the response when a
stress wave impinges on structural members or
intersections between members., Any analysis
that can predict the details of the wave front 1.4

1) Qi.,lﬂmmou.w N



acceptable. The analyses used in this paper are
based on simsple bar theories for in-plane rco-
sponse and Timoshenko-type theories for trans-
verse response in which solutions were obtained
by the method of characteristics. To ensure

the accuracy of the analyses., the response pre-
dicted by each analysis was compared with the
response measured in a corresponding impact
experiment.

The second step is to relate the trans-
mitted waves to the incident wave by a relation
called a transfer function. The transfer
function is an approximate relation based on the
results of the exact theoretical calculations.
Sequential application of the transfer functions
for each member and each intersection in a given
structure allows one to determine how th-: stress
waves are altared as they pass through the
structure to the components.

Thus, an exact solution must first be ob-
tained for each type of structural elsment or
intersection. The usefulness of the TFT is that
the transfer function obtained from the exact
analysis can be applied to the same structural
element or intersection in any other structure
without repeating the exact analysis.

In the work discussed here, the development
of the TFT was simplified in two ways. First,
for simplicity, the investigation was restricted
to wave propagation along one spatial dimension
of each structural member, ¢ 3., in beams and
rings, and in plates or shells in plane strain.
Second, in the examples given here, all the
structural members are straight beams of the
same uniform cross section, so the in-plane
waves are not altered as they propagate through
each member. (As discussed in the next section,
the TFT need characterize only the changes in
the in-plane waves at tha intersections of the
structural members.) In principal the TFT can
be applied to a more general class of struc-
tures, for example, structures with members of
different cross-sections, however additional
analyses would be required.

In the rest of this paper, we will compare
the impor a*r of in-plane waves and transverse
waves for equipment response problems; illus-
trate in detail the development of a transfer
function for a two-member and a three-mamber
intersection:; and illustrate the application of
the TFT to a multi-member structure.

COMPARISON OF IN-PLANE AND TRANSVERSE WAVES

I+ was found that the TFT could be simpli-
fied by including only the type of waves that
produce the most severe environment for internal
equipment. Equipment is generally mounted on a
structural element that has at least one dimen-
sion that is much smaller than the others, such
as a beam or plate. Such structural elements
propagate two principal types of stress waves
that excite equipment: wavas that produce
motion parallel to this plane (in-plane waves)
and waves that produce motion normal to this
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plane (transverse vaves). The important fea-
tures nof these two types of waves can be illua-
trated by examining the resporise of a straight
beam-column of circular cross section.

The response of a beam-column was calcu-
iated tor an in-plane or axial load, as in
Figure l(a), and for a transve.<e load, as in
Figure 1(b), of the same time his\ary. For
axial loadiny, Figure 1l(a) shows th: axial force-
tice history of the load at the end of the mem-
ber and of the response at several lcocations in
a straight, semi-infinite beam-column. The

alf-sine loading pulse is typical of that

ransmitted to an interior structural element
from an exterior element, such as a shell, that
is loaded suddenly on its exterior surface. Thz
response shown is that predicted by simple bar
theosv. Because the half wave lsngth of the
pulse is much greater than the diameter of the
beam-column (by about a factor of 10 heie), the
pulse propagated down the beam-column is non-
dispersive and is accurately predicted b’ bar
theory. Thus, the axial force-time history is
identical at each point on the structure. The
time at which the pulse arrives depends on lo-
cation and is given by x/cp, where x is the
axial coordinate and ¢ = vE/p is the bar
velocity. For in-plane waves, the particle
velocity is proportional to the time derivitive
of the axial force and the particle displace-
ment is proportional to the time integral of the
axial force. Therafore, the wave environment
for equipment at any point on the structural
memper is characterized completely by the loading
force only.

For transverse loading, Figure 1l(b) shows
the transverse shear force-time history at
several lccations in the same beam-column. The
transverse wave response was predicted by
Timoshenko beam theory. In contrast to the non-
dispersive axial wave respcngse, the dispersive
transverse wave response has a different trans-
verse force-time history at each point on the
structure. The character of the transverse wave
differs from that of the axial wa'e in two ways.
First, the amplitude of the tranyvers: wave de-
creases, anc the sign of the peak force ampli-
tude alternates, as the wave propzyates down the
beam-column. For example, at x/d = 30, the
peak shear force amplitude is only about 20 per-
cent of the peak loading force amplitude and the
peak amplitude is of the opposite sign. Second,
the bulk of the energy of the pulse, irn which
the peak amplitude occurs, travels more slowly
than the axial wave. For example, at x/d = 30,
the peak amplitude of the shear force occurs at
about AT = 18 after the initial disturbance
arrives: the peak amplitude of the axial force
occurs at AT = S5 after the initial disturbance.
Thus, the bulk of the enorgy in the transverse
pnlse arrives about AT = 13 later than that of
the axial pulse. This difference in the time of
arrival of energy in the pulses increases as the
pulses propagate along the atructure.
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These differences between responses of axiil
and transverse waves permit an important simpli-
fication in developing and applying the TFT. Con-
sider two structural members joined at an arbi-
trary angle less than 7/2 radians. When an axial
stress wave in the first member impinges on the
intersection, both an in-plane and a transverse
stress wave are produced in the second member.
However, except near the intersection, tiw exci-
tation of equipment by the transverse wave oc-urs
later than that by the in-plane wave and has a
much smaller amplitude. Therefore, in the appli-
cation of the TFT, it is necessary to follow
only the axial wave response in the gecond mem-
ber. For a more complex structure with several
intersections, effects are similar at each in-
tersection. Thus, it is necessary to follow
only the axial pulse on the load path from the
external load to the equipment.”

*For equipment mounted near the intersection, a
case of limited practical interest, the effect
of the transverse wave may not be negligible
compared with that of the in-plane wave. This
point is discussed in more detail in Refersnce 3.
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n a Bar by Axial Loading and by Lateral
ocity)

WAVT  “OPAGATION THROUGH TWO- AND THRFE-MEMBER
INTL. e CTIONS

In this section we discuss an impact experi-
ment, a detailed wave analysis, and the determi-
nation of a transfer function for the two-member
intersection and for the three-member inter-
section.

Two-Member Intersection

A structure forming a two-member inter-
section is shown in Figure 2(a). To provide
baseline data against which theoretical calcu-
lations could be compared, we first performed an
impact experiment on a two-member structure made
of 6061-T6 aluminum straight members of 1.27-cm
square cross section with an intersection angle
of m/4 radians. The end of one member vas im-
pacted by a 1.20 cm-diameter, 18.0 gram brass
projectile accelerated to 15.2 m/sec by a small
air gun. To produce a finite rise pulse, a
0.318-cm-thick Teflon disc was bonded to the end
of the member that was impacted. At one station
in each bar, either two or four strain gages were
used to measure the incident wave and the wave
transmitted through the intersection. Only the
ave. ge axial strains are discussed in this paper.
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The meagsured axial strain pulse that was
produced ) the loaded member and was incident
on the L.cersection is shown in Figure 2(b).
The measurec axial strain pulse transmitted to
the unloaded member is shown in Figure 2(c).

We then performed a detailed analysis of
the stress wave propagation through this two-
member intersection. The anzlysis is based on
simple bar theory, Timoshenko beam theory, and
a rigid element at the intersection. The
governing wave eguations were integrated by the
method of characteristics.”

As indicated in Figure 2(b), the input
axial pulse used in the analysis was identical
to the measured axial pulse. Figure 2(c) com~
pares the predicted axial pulse transmitted into

*Details of the analysis are given in Reference 3.
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the unlo.ded member and the corresponding
measured pulse. The theory accurately predicts
the transmitted puise.

Comparison of Figures 2(b) and 2(c) shows
that the shape of the main portion of the trans-
mitted pulse closely approximates that of the
incident pulse. However, the wavelength of the
transmitted pulse is slightly less than tha. ~f
the incident pulse, and the amplitude of the
transmitted pulse is reduced to abobut 61 percent
of the amplitude of the incident pulse.

Analysis of nine similar two~member struc-
iures were performed for values of € spaced
n/16 radians apart in the range 0 to 1/2 radians.
The loading was an axial pulse in the shape of a
half-sine wave. As was true for the intersec-
tion with 6 = 1/4 radians, pulse shape and wave-
length change only slightly as the pulse is
transmitted through the intersection. The prin-
cipal effect of the intersection is to reduce
the amplitude of the transmitted pulse from that
of the incident pulse. This affect is summarized
by the calculated data points shown in Figure 3.

These observations suggest a simple method
for predicting the transmitted longitudinal wave
given the incident wave: the pulse shape and
wavelength are retained, and the amplitude is
reduced by a factor that depends on the inter-
section angle 6. The transfer function for this
intersection is therefore defined as the ratio
of the amplitude of the transmitted longitudinal
wave to that of the incident wave. The transfer
function of the two-member intersection was
constructed by fitting a curve to the calculated
data points of Figure 3; the expression for the
curve is also shown in the Figure. It was
found that although more complicated relations
could be found to relate the tranamitted pulse
to the incident pulse more accurately (for ex-
ample by accounting for wave-length change), the
simplicity of the approach taken here makes it
particularly efficient for estimating the wave
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environment for structures with several
intersections.

Three-Member Intersection

A structure forming a three-member inter-
section is shown in Pigure 4(a). The structure
was made of 6061-T6 aluminum straight members of
1.27-cm-gquare cross saection, and the inter-
section angle was 1/4 radians. The measured
axial strain pulse that was produced in the
loaded member and was incident on the inter-
section in the impact experiments is shown in
Figure 4(b). The measured axial strain pulses
transmitted to the unloaded members are shown in
Figures 4(c) and 4(4).

As was true .or the two-member structure,
the axial loading pulse used n the analysis of
the three-member structure, as shown in
Figure 4(h), is identicel to that measured in the
experiment. Figures 4(c) and 4(d) compare the
predicted axial pulses transmitted into the un-
loaded members and the corresponding measured
pulses. The theory accurately predicts the
transmitted pulses.

Comparison of Figures 4(b), 4(c), and 4(d)
shows that, as was true for the twn-member
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structure, the shapes of the main portions of the
transmitted pulses closely approximate that of
the incident pulse; the wavelengths of the trans-
mitted pulses are slightly less than that of the
incident pulse; the amplitude of the pulse trans-
mitted to the oblique member (station 2) is re-
duced to about 39 percent of the amplitude of the
incident pulse; and the amplitude of the pulse
transmitted to the in-line member (station 3) is
reduced to about 80 percent of the amplitude of
the incident pulse.

Analyses of three-member structures were
performed for 15 values of 0 spaced 1/16 radians
apart in the range -71/16 radians < 6 < + 7n/16
radians. Again, the principal effect of the in-
tersection was to reduce the amplitude of the
transmitted pulse from that of the incident pulse
with little affect on the pulse shape and wave-
length. This effect is summarized by the calcu-
lated data points shown in Figure 5. The trans-
fer functions of the three-membir intersection
were constructed by fitting a curve to the calcu-
lated points shown in Figure S. Tho expressions
for the curves are also shown in the figure,



08 -
. TRANSFER FUNCTION —,, !
06 - N.’ -~xx 2 & *
04 Ny ma R ’l’
5 ’ v
£ 02 /
¢ 02 ad -

z . Vg -0 N
04 - /’/‘/ '/\ h
-06- t

meonsncm. e _ft:’
08} t WAVE ANALYSIS _J

_80 60 40 20 O +20 +40 60 +80

# — degrees
3) OBLIQUE MEMBER

10 e e
1 " THEORETICAL !
0.9 } O et N WAVE |
! rs ANALYSIS |
08! ,/ / i
; AN ‘
; 71 )& |
3 , TRANSFER FUNCTION |
06t ¥ '

z Eillﬁ.s 0.388 )

\= 05 + N‘,mu . Cos ## + N 8525

- 04} ’

3 ,
03} '

i

0.2 ’

i

0.1} {
0+ h

R G D S SU S S SR
-80 -60 -40 -20 0 +20 +40 +60 +80
i — degrees
(b) HORIZONTAL MEMBER

Fig. 5 - Transfer Functions for Three-
Member Intersection

APFLICAT:0ON OF THE TRANSFER FUNCTION TECHNIQUE

The application of the TFT can be illus-
trated by applying it to the structure shown in
Figure 6. As we did for the simple two- and
three-member structures, we first performed both
on impact experiment and a detailed wave

analysis* for the structure gshown in Figure 6(a).

Az before, the loading pulse used in tl= analy-
8is i3 idontical to that measured in the experi-
ment. The measured and the predicted axial
strains in members 2, 4, and 5 are shown in
Figure 6.

*aA romplete description of .he analysis is
yiven in Reference 1.

it

Ir. yeneral, e obtained yood ayreement be-
tireenn the measyred and the predicted strains.
e largest discrepancy occurs in member 5 whin
thi aXaial stre.n becomes tensile, about 15 .sec
atter the arrival of the pulse. 1This portion of
~he pulae 1n member 5 results from the .ombi-
nation of three effects: the small but nonzero
strain that occurs after the main sorticn of the
pulse that has progpagated through members 2 and
4, ar. effect also shown 1in Figure 2(c): the wave
reflected off the junction of members 5, 3, and
6 after propagating through member 5; and t%~
wave that initially propagated through =
then throug.; member 5. The discrepancy b wier
theory and experiment results from the - ubinud
errors associated with predicting each of thesns
three effects. Nevertheless, gocd agreement s
obtained for the initial portion of the .ulse,
when the environment for the equipment 1s Mmos’
severe,

We then used the TFT to predict the longi-
tudinal waves in the structure shown in Figure 6.
The prediction was made by sequentially applying
the appropriate transfer function to the inter-

ctions between member 1 and the member of in-
terest, The TFT-predicted waves have the same
shape and wavelength as the incident wave.
Application of the TFT involves applying appro~
priate reductior fac-ors to the amplitude of the
incident pulse. For example, for the "/4 radian
angle intersection formed between mem!ers 1 and
2, the transfer function given in Figure 5(a)
has ¢ value of N> max/H],max * 0.395. For the
v/« radian angle intersection formed between
members 2 and 4, the transfer function Jgiven 1n
Figure 3 has a value of Ng mayx/N2 max = 0.610.
Thus the amplitude of the wave transmitted to
member 4 18 red:ced from that of the incident
wave in member 1 by the factor

N.g,tnax . ( Z,mu) ( 4, max)

N
1,max 1,max 2 ,max

= (0.395) ¢ (0.610)

= 0.241

In addition to being transmitted through
members 2 and 4, the wave in member 5 has also
been transmitted through a secoid two-member
intersection identical to the first two-member
intersection. Therefore, its amplitude is re-
duced from that of the incident wave by the
factor

N
_2uBAX _ (5 395) « (0.610) * (0.610)

1,max

= 0.147
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The TFT-pradicted waves are also shown in
Figure 6. The figure shows chat, as expected,
there 18 good agreement among the initial waves
in merdbers 2, 4, and 5 as predicted by the de-~
tasied analysis, as predicted by the TPT, and as
measured experimentally. Note that because the
TFT-predicted pulses are proportioral to the
1aput pulse, they do not show significant tensile
strair.. They do, however, accurately predict the
1n.1t1al wave propagated through the structure.

CONCLUSIONS

We have shown that, once the transfer func-
tions are established for the required inter-
sections, tn2 TFT 18 useful for efficiently ob~
tarning an initial evaluation of the wave envi-
ronment 1n a structure subjected to a sudden
dynamic load. Additional trzngfer functions for
intersections of interest must be developed.
Then the TFT can be used in two ways. First, it
car, be used as an analytical tool to determine
vwhether tl.e stress wave environment is so severe
that further, more decailed analyses should be
performed. Second, for >otentially esevere stress
wave environments, the TiT can be v.:3 as a de-
si1gn tool for choosing sizes o. <onfigurations
of structural members and of component mounting
hardwara to minimize the effect of the stress
wave enviJsonment on the equipment.
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HIGH G PYROTECHNIC SHOCK SIMULATION
USING METAL-TO-METAL IMPACYT

Monty Bai and Wesley Thatcher
Motorola Government Efectronics Division
Scottsdale, Arizona

acceleration of 18,000g at 2,000 Hz.

to generate the impulsive load.

This report presents a technique for simulating high g level pyrotechnic shocks, and the resuits
of applying the technique to obtain the MIL-STD-1540A shock spectrum with a maximum

Designing the resonant beam @nd plate on which the test unit is mounted, and generating a
proper impuisive load on them, were the essentials of the technique. One dimensional stress
wave and Euler equations were employed in the design. A metal pendulum hammer was use s

INTRODUCTION

A given pyrotechnic shock spectrum can be obtained in an
infinite number of ways, since there is no uniqueness between
the shock transient and its shock spectrum. Drop table
machines are often used to produce a given shock spectrum by
generating a classical pulse such as a halt sine. The distinct
characteristics of the shock spectrum generated by this
technique are a constant slope of 6 dB/octave (most of the
slopes of pyrotechnic shock spectra are between 9 and 12
dB/octave) and a significant difference between the positive
and neqative spectra. The shock synthesis method, using an
electromagnetic shaker controlied by a digital computer, can
produce a shock spectrum of any shape. However, the
amplitude of the spectrum is limited by the capac'iy ot the
shaker. A metai-to-metal impact technique can produce a very
high g shock reiatively easily. However, controliability and
repeatability of the test are known to oe rather poor. Without
using an explosive, this technique seems to be the most
promising pzproach in obtaining a high g level shock specitum
such as that specitied in MIL-STD-1540A.

{n arder to control the shock response spectrum, understand-
ing the response characteristics of single-degree-of-freedom
spring mass systems was a fundamental step, since the shock
response spectrum is datined as the absolute maximum dy-
namic response of many single-degree-of-freedom spring
mass systems with damping. An ideal shock transient can be
modeied for a given shock spectrum. The next step was to
design a beam or plate which could produce such a transient,
using one-dimensional wave propagation theory or the Euler
equation. The final step ‘was to develop an impuisive loading
technique.

To produce the MIL-STD-1540A shock spectrum, the ideal
transient should have a fundamental frequency of 2,000 Hz and
highest energy at that frequercy in its shock spectrum.
Amplitudes of the frequencies higher than the tundamental
frequency in the Fourier spectrum should be lower. To excite
the tixture so that the dominant frequency matches the
fundamentai frequancy, the duration of the impuisive loading
should be approximately equal to half the duration of the
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fundamental frequency. Because of mathematica! difficuities
encountered in trying tc theoretically predict the dynamic
response of the beam or plate under a metal impact, the
emphasis in ths study was initially experimental.

DESIGN OF THE RESONANT FIXTURE

To perform the required shock tests in the three orthogonal
directions, a 48 X 6 X 1-in. aluminum beam anda 17 X 10 X 3-in.
aluminum plate were dasigned for the resonant fixtures on
which the test unit was mounted and excited. A 13-pound steel
block pendulum hammer was arranged to0 generate an
impulsive ioad on the fixture beam or plate. Schematic setups
of the two fixtures and the pendulum are shown in Figs. 1 and 2.

T T
|
!
BEAM
'z .7 FIXTURE
Y X .
. - [
ux.l) - ¢
ACCELEROMETER Poox b eeNDULUM
ELECTRONIC HAMMER
PACKAGE
kv R}

Fig. 1 - Diagrammatic Arrangement of Beam Fixture and
Pendulum i{ammer for Test in X Direction

The length of the resonant beam, L, was determined trom the
equation.

C
L= 1
) ()

where c Is the speed of the dilatational wave in the beam and {4
is the fundamentat frequency. The harmonic frequencies can
be calculated from the general form of Eq. (1).



fh=— n=123 2
"o (2)

This equation is denved from the one-dimensional wave
equation,

82u(x.t) .1 3 2u(x.y) 3)
852 2 A

with proper boundary conditions. The beam fixture can be
used to pe:form in the X and Y directions by rotating the unit
90° =iong the Z axis

For the testin the Z direction, the 17 X 10 X 3-in. aluminum plate
was used. the design of which was based on the Euler equation,

22u(xt) , Elg 3%(xy .,

4
82 Y a4

with completely iree boundaiy condition.

< st
\

]

¢iy) | f

N
EhCTRONIC PLATE PENDULUM
PACKAGE FIXTURE HAMMER
ACCELEROMETER
FRONT VIEW SIDE VIEW

2612

Fig. 2- Diagramraatic Arrangement of Plate Fixture and
Pendulum Hammer for Test in Z Direction

TESTS AND ANALYSIS

Shock transients were measured by the shock acceierometer,
Endevco model 2292, with the shock amplitier, Endevco model
27408, and analyzed with a Time/Data. Digital Computer. A
diagrammatic arrangement of the instrumentation is shown in
Fig. 3 Threetests in each axis were conducted after calibrating
the setup with a mockup unit.

. BEAM .
v EwTuRe
l

’

‘ ‘ e
o3 F- 1. 31 ‘1..11 b} CRT
! DISPLAYER

PENDULUM  ELECTRONIC

L .
MAMMER  PACKAGE [ [ ]lf§

ACCELEROMETER HARD

TIME/DATA CoPY
SHOCK
AMPLIFER  ANALYZER

613

Fig. 3- Diagrammatic Arrangement of instrumentation
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A typical acceleration measurement in the X direction and its
shock and Fourier spectra are shown in Figs 4, 5and 6. The
fundamental frequency of 2017 Hz with its harmonic
frequencies of 4065, 6050 and 8010 Hz were measured in Fig. 5.
These frequencies, which were predicted with Eq. (2) to be
2068, 4136, 6205 and 8272 Hz, are important characteristics of
the beam that can only be changed by aitering its length.

2000 —
ACCELERATION MEASUREMENT
@
-3
=
g o P b
8
Q
<
|
-2000
0 TIME, SEC 002
PYROTECHNIC SHOCK TEST -
Fig. 4 - Shock Transient Measured in X Direction
10 —— —
FOURIER SPECTRUM
2
3
R ‘
0 FREQUENCY. Hz 10.000
PYROTECHNIC SHOCK TEST SMAY.8 MB
618

Fig. 5 - Fourier Amplitude Spectrum of Shock Transient
Measured in X Direction

The shape of the shock spectrum can be predicted from the
Fourier spectrum of the shock transient. The relative ampli-
tudes of the frequencies in the Fourier spectrum can be eftec-
tively adjusted by placing a small aluminum block at the impact
area, thus changing the impact loading duration. Wideband
noise in the shock transients was generated by the test unit,
espacially during tests in the Z direction. The level of noise was
considerably reduced by increasing the thickness of the fixture
plate,

Test results in the X, Y and Z directions are shown in Figs. 7, 8
and 9. Seventy-two percent of the data points were in the
tolerance bands of +6 d8 from 100to 5,000 Hz, +9dB from 5,000
to 10,000 Hz, and -3 dB from 100 to 10,000 Hz. These results
show more over-tolerance points than under-tolerance points,
as was intended, aithough it was not planned to over-test that
much, especially in the low frequency range (83% of the data
points were within the tolerance bands with the mockup unit).
It is believed that the ditferences in the two units caused the
vartation in the results,
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DISCUSSION AND RECOMMENDATIONS

The capability for high g pyrotechmic shock simulation tests
was demonstialed using the metal-to-metal impact technique
and a Time Data Analyzer This was done by pertorming the
required pyrotechnic shock tests on a real umit according 1o
MIL-STD-1540A, with a maximum acceleration of 18.000 g at
2.000 Mz Designing the resonant hixtures and generating an
optimum impulisive load on them were the essentials of the
technique It was relatively easy to obtain high g's of around
20.000 g in the shock spectrum However, 1t was dithicult to
improve controliability and repeatability of the tests because of
the nature of the metal impact and wideband noise generated
by the test unit

Seventy-two per cent of the data points were within

toierance bands while 7% of the data points were shown (o be
under the tolerance bands These resuits trom the rea! L.mt
were considerably ditterent trom the shock spectrum 1ed
with @ mockup unit (83% ot the data points were w''~ n the
bands) 1tis beheved that the cables and connectors attached
to the actual unit, but not to the mockup unit. as well as
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elongation of the mounting holes an the mochup umt werethe
maim parameiers contnbiuting to the aimterence i the resutts
from the two units

Wideband noise in the shock transtents was generated by the
test umit, especially during tests 10 the Z direction In this ex-
perimental study. a low level of noise appeared to help burg
the snectrum level up about 2.000 Hx This undesitable Noise
was minimized by increasing the thickness of the tixture plate
and decreasing the contact area of the umt on the fixture Its
generally tri-e that reducing the contact area reduces the shock
level transmutted to the unit Further improvement of the setup
for generating an optimum impulsive load should be made The
pendulum hammer can be replaced by an air gun A proper
arrangement of the air gun withan acc'» 1'r pressure gage and
a device detecting the projectile impactyclocity will ehiminate
alignment problems and improve the test repeatabiity

A dynamic strain gage ca.: be used to find the impulsive l0ad
Therefore, the air gun arrangement and dynamic strah gage
instrumentation are highly recommended lor systematic and
effective operation of pyrotechnic shock simulation tests
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AN EXPERIMENTAL DESIGN FOR TOTAL CONTAINER
IMPACT RESPONSE MODELING AT EXTREME
TEMPERATURES

Virginia P. Kobler
U. S. Army Missile Research and Development Command
Huntsville, Alabama 35809

and

Richard M. Wyskida and James D. Johannes
The University of Alabama in Huntsville
Huntsville, Alabama 35807

A cushion behaves in one manner when tested as a flat pad (unconfined
cushion) and in a different manner in an actual container (confined cush-
ion). There have been few direct comparisons, the assumption being that
the unconfined data results in conservative designs.
cushion impact response has been modeled, it is now possible to attempt an
extension to the confined cushion situation. An experimental design is
developed to identify the actual effect of the outside container upon
shock attenuation involving the protected item.

Since unconfined

INTRODUCTION

In designing a cushioning system, both the
item to be protected and the external environ-

ment which it will encounter must be considered.

The two stipulations of how much shock an item
can survive and how much shock it is expected
to experience in its environment are the prime
considerations in the design of any cushioning
system, commercial or military. In addition,
extreme external environments must be consid-
ered in military cushion designs.

Modern package designers use dynamic cush-
joning curves to determine the appropriate ma-
terial and material thickness to protect items
from impact loads. Figure 1 is a typical set
of dynamic cushioning curves for a given ma-
terial, thickness and drop height. The three
curves represent three different temperatures.
Points on the curves correspond to the peak ac-
celeration, given in G's, experienced by the
cushioned item at the corresponding static
stresses. The horizontal line depicts the fra-
gility level to which the item under considera-
tion must be protected. The package designer
must choose a material and a material thickness
which possesses dynamic cushioning curves for
the temperature range for which he is design-
ing, and furthermore, a portion of the curves
must be below the specified fragility level. A
separate set of curves is necessary for each
unique set of parameters, i.e., drop height,
cushion thickness, temperature, and material,
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Extensive experimentation has been per-
formed by McDaniel, Wyskida, Withelm, and
Johannes [1-6] into the effect of temperature
upon impact response for various bulk cushioning
materials. McDaniel was the first to develop a
mathematical model for the impact response of
bulk cushioning materials which incorporated
temperature effects. Cost [6] developed a vis-
coelastic theory to describe the temperature
effects under impact loads.

The dynamic cushioning curves shown in
Figure 1 were derived from data obtained when
drop tests were conducted on a flat pad cushion.
That is, the cushioning is placed on 2 plate,
and the various platen weights corresponding to
different stress levels are dropped onto the
pad. The maximum acceleration achieved during
the impact is measured. This method of obtain-
ing impact response was not designed to take
into consideration the effects of an outside
container upon the impact response. Mazzei [7]
found that there was a definite difference in
confined (outside container) and unconfined
test results. He attribuiced this difference to
pneumatic effects within ihe container. Since
there are known to be container effects, the
lack of data on container effects and the in-
ability to predict them has been a major con-
cern to cushion system designers. Consequently,
the authors' objective is to design a drop test
experiment which extends the flat pad cushion
impact response approach to that of an item
enclosed in a container.
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Fig. 1 - Typical dynamic cushioning curves at selected temperatures

McDaniel [4] developed a specific model for
the impact response of Hercules Minicel, a cross-
linked polyethylene foam, based upon flat pad
cushion data. Minicel possesses the ability to
withstand extreme temperatures, without a de-
gradation in cushioning ability. “onsequently,

a 50.8 im thick Minicel cushion was selected as
the bulk cushioning material for use in the con-
tainer experimental model.

PHYSICAL DESCRIPTION

The test specimen utilized in the con-
tainer drop tests consisted of a 482.6 mm ply-
wood cube protected by 50.8 mm cushions of
Minicel configured as corner void pads. This
test specimen was enclosed in a military stan-
dard cleated plywood shipping container as shown
in Figure 2. Six static stress levels were
obtained by varying the total area of the cush-
ioning material on the six faces of the test
specimen, so that each face of the container
renresents a different stress level, The rela-
tionship between static stress, o, weight, W,
and total cushion area, A, was used to deter-
mine the size of the corner pads in the follow-
ing equation:

W
'y

c=
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Using the weight of the test specimen, 11.57 kg,
and the following cushion pad dimensions, the
resulting static stress levels are:

Cushion Pad Total Static Stress
Side Area Levels
(mm.) {(mm.2) (Pa)

215.9 186451.2 608.5
127.0 64516.0 1758.7
88.9 31612.8 3589.1
76.2 23225 .8 4885.2
69.8 19488.2 5822.1
57.2 13087.4 8669.6

1t should be noted that ine actual size of the
corner void pads was determined prior to calcu-
lating the static stress levels, due to the
physical dimension constraint on the surface of
the test specimen. Should lower stress levels
be desired, the dimensions of the test specimen
must be increased accordingly, to accommodate
the larger cushions which would be required.

The six temperatures at which drops were
considered desirable were 219, 244, 266, 294,
316, and 344K. Four standard drop heights were
used--304.8, 457.2, 609.6, and 762.0 mm. Three
replicates were performed for each set of ex-
perimental conditions.
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Fig. 4 - Drop tester and container system prinmr t, drop

Twenty-four conplete container systems
were prepared for experimental testing. One
set of twelve containers was utilized for
temperatures 294, 244, and 344X, and the other
twelve cuntainers for 266, 316, and 219K. This
prevents any onc container system from experi-
encing the entire temperature range of 125K.
which is unlikely to occur in an actual situ-
ation.

Prior to conditioning, the container Sys-
tem was instrumented with three accelerometers
in the test spccimen, and three in the outer
container, The complete container systems were
conditicned in environmental chambers (Fig. 3)
at the required iemperature for twenty-four
hours prior to testing.

A1l tests were conducted at the U §. Army
Missile Research and Development Command's
Dynamic Test Facility. Fig. 4 shows the drop
tester and the container positicned ready to
drop. Fig. 5 shows the test apparatus after a
drop.
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EXPERIMENTAL DESIGN

The order of the drops was randomized as
much as possible. One constraint on randomi za-
tion was the use of the environmental chambers
for each temperature. Chamber space necessi-
tated the drop test procedure to consider all
of one temperature sirwltaneousiy. That is,
all three replicates for onc temperature were
conditioned as a group. Since each bux re-
quired a cable to he attached, Just prior to
testing but after -ewoval from the chamyer, it
was not feasible to randomize tne boxes witkin
the replicate. However, the staiic stresses
and drop heights were randomized wiihin each
replicate. The randomized order of the drops
was determined by the computer generated form
shown in Fig. 6. One page of this form gives
the order of drops for one replicate on four
boxes. The order of drops for each bov s
given in the column under the box nuroer, The
letter for each drop indicates the fa... (or
stress level) on which the box is being dropped,
#hile the 1nches follewing the latter indicate
the drop height.

ORIGINAL PA
GE |~
OF POOR QuaLTy



Fig. 5 - Test apparatu, after drép

The time required to perform the necessary
drops on all six surfaces of one box was less
than two minutes. Since temperature is in-
volved, experimentation was performed to deter-
mine if a significant change in temperature
occurred prior to completion of the sequence of
six drops on one container. Fortunately, the
change in temperature was not significant in
the required two minute interval.

PRELIMINARY RESULTS

Since this experiment was designed for a
specific size test specimen and a specific size
outside container, the entire dynamic cushion-
ing curve range of static stress values is not
included. In traditional flat pad cushion
testing for dynamic cushioning curve develop-
ment, additional static stress levels may
always be obtained to complete the necessary
data spectrum. Consequently, the entire
cushioning curve is always obtainable. Such
is not the case in this experimental design.
The physical dimensions of the outside con-
tainer were limited by the drop test apparatus
and consequently constrained the physical size
of the test specimen and the cushion system
which was utilized. Thus, the dynamic cush-
ioning curves to be developed from this ex-
perimental design are confined to static stress
leveis of 608.5 to 8669.6 Pa.
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Preliminary calculations indicate that the
corner void con’ined cushion data follows a
mathematical form similar to the flat pad un-
confinad cushion data. After considerable ex-
per'mentation with various transformation func-
tions, in an attempt to acquire the best func-
tional fit for the corner void confined data,
the best function appears to be the (1 - cos x)
expansion. It should be noted, however, that
the two methods of testing (confined vs. uncon-
fined), achieve minimum G-leveis at different
static stress levels. Fig. 7 depicts this
phcnomena for a 294K temperature and a 762.0 mm
drop height situation. It is seen that the flat
pad unconfined cushion data nredicts a minimum
G-level of 42 G's for a static stress of 2758.0
Pa, while the corner void confined cushion data
predicts a minimum G-level of 35 G's at a 5516.0
Pa static stress level. At the higher static
stress levels, the corner void confined curve is
much flatter, and consequently anticipates a
small G-level.

Preliminary results indicate a possible
pneumatic effect for the confined situation.
This pneumatic cffect may vary as a function of
drop height and temperature. However, data re-
duction has not proceeded far enough at this
point to verify this conjecture. It is assumed,
however, that the pneumatic effects augment the
cushioning ability of the confined cushion, by



G LEVEL

MATERIAL: MINICEL THICKNESS:

TEMPERATURE : REPLICATION:
DROP HEIGHT

BOX-1 : BOX-2 z BOX-3 ; BOX-4
C-304.8 ; F-457.2 ; B-457.2 ; E-609.6
F-304.8 % D-457.2 ; A-85,.2 ; D-304.8
E-762.0 ; B-304.8 ; F-762.0 ; F-609.6
8-609.6 é £-304.8 ; 0-609.6 ; A-304.8
D-762.0 ; C-762.0 ; E-457.2 ; B-762.0
4-762.0 ; A-609.6 ; C-457.2 § C-609.6

Fig. 6 - Randomized drop test sequence

150 r
125
100 Fiat Pad
(Uncontined)
75t
Corner Void
(Confined)
50 b
Crop Height = 762 mm
a5r Temperatures 294 K
Thickness = 50.86 mm
0 9 i 2 ' 1

1 Y o B S |
689.5 6895.0 34475.0

STATIC STRESS - Po

Fig. 7 - Confined vs. unconfined dynamic cushioning curves for Minicel
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delaying the boctoming-out action of the cush-

ion.

foning system enclosed in the container has yet

The effect of temperature upon the cush-

to be determined.
CONCLUSIONS

the effects of confinement upon cushions appears
to be functioning satisfactorily.

The experimental design developed to test

program has proguced consistent corner void

cushion data from which mathematical models may

be developed. Since drop test data will be

avai

be protected) and the outside container, it may

lable for both the test specimen (item to

be possible to explain the confined effects hy
means of models for both components. It is
plausible that the confined effects follow a
mathematical relationship as a function of
temperature and drop height. Future research

will
to i
ing

follow this general approach as a means
solate these evfects upon confined cushion-
materials.
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EMPIRICAL PROCEDURES FOR ESTIMATING °LCOILLESS RIFLE
BREECE BLAST OVERPRESSURES

Pnter S, Westine and Randall E. Ricker
Southwest Research Institute
San Antonio, Texas

The breech blast from recoilless rifles produces a more sev-
ere transient loading than the blast field from other types
¢f guns. This paper presents an emnirical equation for pre-~
dicting breech blast overpressures aft of any recoilless
rifle. Experimental test data from the literature on various|
recoilless rifles demonstrate that tris solutionr is correct
and a special series of tests on a variable nozzi2 and
chamber recoilless rifle test fixture shows that the interior
gun characteristics associated with the blast fiel " =zre prop-
erly simulated. Model theory and past scaling efl..ts for
closed breech guns form a basis upon which this new solution
is founded. The sclution can also be extended for predicting
blast pressure fields behind rocket motors.

INTRODUCTION Ae = exit area of the nozzle
This paper presents a new empiri- A, = throat area of the nozzle

cally derived relationship for predict-

ing the peak free-fie®d blast pressures P_ = maximum chamber pressure in

behind the breech of a reccilless rifle,
Experimental test data frow the liter-
ature on various 57mm, 75mm, 90mm, and
105mm recoililess rifl :s are used to=-
gether with measuref hlast pressures
from a special test raecoilless rifle
chamber to develop a solution and demon-
strate its validity.

the gun

m = a shape factor for the
chamber pressure time his-
tory. Approximately eguals
the average chamber pressure
divided by the maximum cham-
ber pressure

N(8) = a nozzle shape factor. Equals
The equatior. which results and will 1.0 for central orifice but
be discussed given by:

2 2 ]
P Ae 8 N(e)L] =1.35 + 0,537 tanh (2375)
_— | == =(4,055-3,939 tanh (1)
mP, \ Ay 35 F J
e
. . 3/2
where P = pruak free field blast equals e0.001287 ] for
pressure kidney nozzles,

L ~ distance from the breech

o = angle in degrees from the Equation (1) is valid for ¢ from 0 to 90

center line of the rifle degrees and L from opproximately 10 to
(]
(0° is directly aft) 400. ‘/Ae
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Comparison With Test Results

Equation (1) represents a three
parar:ter space of nondimensional num-
vers. To denonstrate that the solution
is a valid one, 4 series of plots was

made in which the scaled prescure £

mp
c
A 2
Xg was plotted versus the scaled
t N(6)L
standoff distance ——— along lines
A
e

radiating away from the breech along
cons*ant angles ¢, Different weapon
firings reported in the literature
were used to obtain data for these
comparisons. Included in the array of
weapons are the 57mm T66E6 [1], 90mm
T219 [2]}, 105mm specially modified M27
[3], 105mm T19 [4], 75mm T21 {5, 57mm
M18Al [6,7), and 106mm T170El [8]. The
57mm T66E6, lU5mm T19, 75mm T21, and 57
mm M18Al have kidney nozzles, whereas
the other three weapons have central
orifice nozzles. Table A lists the
weapon parameters Pc' Ae, and A, asso-

ciated with each of these weapon sys-
tems.

Figures 1, 2, 3, and 4 present the
test results in plots of scaled pres-
sure versus scaled standoff distance
for constant angular directions from
the breech. The shape of the symbol in
all these figures indicates the source
of the data and the reference from
which the data were taken. The solid
line through all of the data points is
Equation (1) which is a curve fit to
the test results., The results from
these comparisons show that Equation
(1) predicts the observed results and
infers that a general solution is rep-
resented by these results.

Dividing the ordinate in some of
these figures by a factor such as 3 does
not change the results, Thi: manipula-
tion was only a method for shifting the
plots so all data points would fit on
the two cycle log-log papeir.

Before the format used can be de-
vised and understood, one must review
some of the earlier empirical efforts
for predicting blast fields around
conventional closed breech guns, The
format which was eventually used in
this paper evolves from these earlier
closed breech efforts and from the
application of similitude theory to
recoilless rifles.

Previous Scaling Efforts

Apparently, the first attempts to
scale blast waves around any source were
during World War I by Hopkinson [9] in
England and Cranz [10] in Germany.

These laws for the blast field around
H.E. charges are closely related to
what we are using for recoilless rifles,
as the same assumptions are required.
Both individuals stated that for propa-
gation of a blast with only one spatial
courdinate, the peak overpressure would

be a Function of R/wl/3. Because the

energy density of most chemical explo-
sives varies very little, another method
of stating the Hopkinson-Cranz Law is

to substitute charge diameter d for

Wl/3 and state that the peak overpres-
sure P is a function of R/d.

Reynolds [11] at Princeton and the
Navy [12] at David Taylor Naval Ship
Research and Development Center - for-
merly David Taylor Model Lasin -were
the first in the mid-40's to apply the
Hopkinson-Cranz Law to determine the

TABLE A

WEAPON PARAMETERS USED TO SCALE RESULTS

o 2 Nozzle
Weapun Reference Pc Ae (in") At (in™) Type

57mm T66E6 1 7,100 7.05 2.95 Kidney
90mm T219 2 3,700 23.87 6.82 c.0.
105mm Modified M27 3 vVarious 35,5 Various C.0.
105mm T19 4 9,260 17.48 9.30 Kidney
75mm T21 5 10,000 9.67 4,67 Kidney
57mm M18AJ 6,7 6,500 7.05 2,95 Kidney
106mm T170El 8 10,200 17.90 10.00 C.0.
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FIGURE 2., BREECH BLAST PRESSURES AT 6 EQUAL 30 DEGREES
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the blast field around guns. Princeton
applied the scaling law to obtain peak
reflected pressures monitored by a flush
mounted gauge in a panel under a closed-
breech gun muzzle, while the Navy con-
sidered free-field overpressures and
impulses around Naval guns, Both groups
required geometric similarity to the

extent that
3 3
€2 t2

and replica scaling so that

L.

2 2

M
" (2)

M!HM

v1 = V2 (3)
where
M = projectile mass
E = energy in the propellant
c = weapon caliber
t = length of bore
V = projectile muzzle velocity

and the subscripts denote specific wea-
pons. If these numerous conditions were
met, the maximum pressures, either side-
on or reflected, were identical provided
the distances were measured in calibers.
Plots of isobars of constant overpres-
sure and isoclines of I/c wer~ con-
structed from 3"/50 Naval gun data on
plots with an abscissa of L;;/c and an

ordinate of L,/c. The Navy did believe

falsely that barrel length could be dis-
regarded in the scaling, but this obser-
vation was based on insufficient data
from various guns of essentially the
same scaled barrel lenyth, i/c egual to
50 give or take 10%. These scaling ob-
servations made in the mid-40's on the
blast field around guns are correct,
provided the interior ballistic restric-
tions expressed by Equations (2) and (3)
are met., These laws are Hopkinson-Cranz
extended to guns by requiring dynamic,
kinematic, and geometric similarity to
be maintained.

Unfortunately, scaling by calibers
alone is satisfied in only a few cases,
In order for the Princeton-Navy simu-
lation to include all closed breech wea-
pons, a large number of plots would have
been required with a systematic varia-
tion in propelling charge, projectile
mass, barrel length, and muzzle velo-
city. Armour Research Foundation [13]
attempted to meet these limitations by
representing the blast field around a
gun muzzle with an equivalent weight of
a spherical explosive charge located on
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the bore axis at a distance r_ from the

o
muzzle., The distance L evidently

corresponded to the location of the
stationary shock associated with the
so-called "bottle" at the muzzle of a
gun. To create an approximation to the
peak pressure, Armour created a "re-~
duced energy" W given by:

W= NE - 1/2 nv?) (4)

The parameter N was a correlation or
fudge factor for a gun that is multi-
plied by the energy in the propellant
minus the kinetic energy of the projec~
tile to obtain an energy going into the
blast wave, Actually, this "pseudo
energy" is a fairly accurate represen-
tation of the energy going into blast
because as a first approximation the
other significant energy losses such as
heat are nearly a constant percentage
of the available energy. Armour applied
the Hopkinson-Cranz Law to determine
pressure distribution over a plate
through the equation:

p = £(hwt/3, Lwt/3) (s)

Equation (5) with h equal to the
gun height over the deck was tested
with data from 0.50 caliber, 20~mm,
37-mm, and 3.00-in., guns. Results were
within 20% because all these guns had
th» same scaled barrel length £2/c. Had
Armour tested a grenade launcher, a 0.45
pistol, or other stubby gun, their pre-
diction would huve been poor. At that
time, data were not available to show
t/c should be considered.

It was West‘ae [14] in 1969 who
recognized that the Armour approach
gave concentric circles for peak pres-
sure contours, an observation which
was obviously false., In addition, none
of the short barrel weapon firings scal-~
ed with their long barrel counterparts.
The Armour definition of an effective
energy release was maintained; however,
geparate spatial parameters were insert-
ed in the analysis to define barrel
length, weapon caliber, and the obser-
ver's location parallel and perpendi-
cular to the line of fire. The result
of Westine's analysis which was con-
ducted using similitude theory was the
functional equation for free-field
pressure,

Pczk

et - s (e, g) (6)




This equation had its validity
demonstrated with experimental results
in a manner similar to the approach used
in presenting Figures 1 through 4 for
recoilless rifles,

A first approximation at an attempt
to extent the muzzle blast work of Wes-
tine to recoilless rifles was made by
SwRI [7] personnel in 1971, Review of
limited amounts of recoilless rifle data
and another similitude analysis led to
Equation (7) as the recoilless rifle
counterpart to Equation (6) for closed
breech guns.

P L
2ot
Pc [+]

(7)

The parameter Pc is the maximum chamber

pressure in the gun. Data from 57-mm,
75-mm, 90-mm, and 105-mm recoilless
rifle firings showed that Equation (7)
was approximately correct provided un-
usual nozzle designs and propellant
burns are not used in the guns to make
their breech blast fields less severe.
Subsequent work sponsored at Watervliet
[15] and Picatinny Arsenal [3] shows
that P_ was at best only an approxi-
mation of the energy output for a re~
coilless rifle.

Development of New Functional Relation~
ships

If one studies Equation (6) for
closed breech guns and contemplates an
analogy which should exist between
closed breech and recoilless rifles,
Equation (6) can be used to suggest a
relationship for predicting breech blast
overpressures., The quantity ¢’t on the
left hand side of Equation (6) is the
volume of the gun tube at projectile
exit. The quantity W is essentially an
effective energy release which drives
the muzzle blast. In addition, the

/Ae would be the recoilless rifle

counterpart to the caliber c¢. These
observations suggest that the recoilless
rifle version of Equation (6) might be
given by:

PV

= £ (0, X (8)
eff /Ise
where V = volume of the recoilless
rifle chamber
weff = an effective energy release

driviny the breech blast

1f Equation (8) is accepted as a logical
relationship, the problem of developing
a prediction equation becomes a problem
in predicting the effective energy

weff'

Our empirical approach to predict

weff began by conducting a similitude

analysis. For most recoilless rifles,
a typical chamber pressure history re-
sembles the sketch in Fiqure 5. The

duration T and peak chamber pressure P
depend upon the propellant type, and

many gun chamber and nozzle geometric
characteristics. Generally, engineers
can predict PC and T from these weapon

details. We conducted our model analy-
sis by assuming that in addition to Pc

and T, the effective eneryy release weff

would depend upon the volume V of the
rifle chamber, the throat area At of the

nozzle, the exit area of the nozzle Ae’

and the ratio of specific heat - for the
combustion products in the chamber as
well as the speed of sound « for com-
bustion products., This definition
of the problem leads to the following
dimensional functional relationship for

weff'

W =

off £fr (v, Pc' T, At, Ae, vy, a)(9)

Equation (9) is an eight parameter
space of dimensional numbers, It can be
reduced to a five dimensional space of
nondimensional numbers by conducting a
model anaiysis. We will not repeat the
algebraic procedures associated with
such an analysis as several books exI-t
on this topic [16]. Because no new
assumptions are associated with such an
analysis, we simply write one acceptable
complete set of nondimensional terms,

W A
£E _ pif Do v T\ 1,
PV A Y T373 172 )
t At At

Because the ratio of specific heats
y for most propellant products is essen-
tially a constant, we can drop it as a
variable, Dropping y from the analysis
and substituting Equation {10) into
Equation (8) for W /V gives the re-
o eff
sult:

-

Ve t A Ag

R
P
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FIGURE 5. CONVENTIONAL RECOILLESS RIFLE CHAMBER PRESSURE HISTORY

The final format depends on a sep-
arate series of experimental observa-
tions., Notice that because two indepen-
dent functions exist on the right hand
side of Equation (11), the primed func-
tion for determining how gun chamber
characteristics influence bhreech blast
pressures can be studied independently
from the unprimed function which maps
the pressure field at different geo~
metric locations around the breech.
These were precisely the procedures
which were followed to give the empiri-
cal relationship upon which this paper
is based, Equation (l1). We will Jdes-
cribe first how Equation (ll) was re-
duced to Equation (12) by conducting
experiments on the primed relationship.

2
A
P e L
= =f 8, = (12}
Fe (At) ( ,/Ae>

SwRI Variable Gun Tests

A nonprojectile firing recoilless
rifle chamber was fabricated as seen
in Figure 6. Basically, thig device
permitted us to accumulate test data
while varying one parameter at a time.
Three different nozzles were designed
with three different expansion ratios

v A nozzle was changed by unscrewing
t

the nozzle retaining ring so a new

nozzle could be placed on the chamber

and clamped with the retaining ring.

The volume of the chamber could be
changed by removing the B-1 and/or A-l
sleeves to change the diameter of the

combustion chamber, Nozzle start pres-
sures could be varied by changing the

( e -

rupture disk or diaphragm which separ-
ates the combustion chamber and the
nozzle. The igniter tube contained
black powder, and was part of the pro-
pellant train for igniting the propel-
lant which surrounded the igniter.
Three different types ot propellants
(M-1 light, M=-1 dark, and M~10, were
used in various experiments. The quan-
tity of propellant also varied from 1/8
to 1/4 to 1/2 pound charges. 1In all
experiments the nozzle throat area

_ .2
. = 2.826 in.”,

The other parameters in different com-
binations were all varied as in the sum-
mary in Table B, This test procedure

remained constant, A

A
permitted KS to be varied by changing
t

\
nozzles, to be varied by changing
A 372

t
N aT
the number of internal liners, and 177
A

t
as well ac Pc to be varied by changing

the types and quantity of propellants.

All experiments were conducted by
placing blast pressure transducers
around the breech and making no varia-

tion in the parameters 6 and lL. This
VAe
procedure neans that for any one scaled

pressure transducer location, Equation
(11) becomes:

(o]

P ’Ae \Y% aT
F’f'(r' 372 172 (13)
t At At
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TABLE B
VARIATION IN TEST PARAMETERS
Condition{Condition|Condition
Parameter 1 2 3
A, 2.826 in?(2.826 in’|2.826 in’
A i
& 1.80 2.10 2.30
A
t
|
-—57," 1.1 16.1 128.6
A i
t
Type Pro- !
pellant [M-1 light{M-1 dark 'M-10
Ruantity
f Pro-
;ellant 1/8 1lb. 1/4 1b.

1/2 1b,

Figqure 7 presents a view of the
test setup with three Atlantic I.C-33
pencil gauges around the breech of the
gun, Because of symmetry, two of thesc
gauges were in the same scaled location,
T

equal to 16.5 and ¢ equal to 30
e
egrees,

The other gauge was located at

et

i equal to 24.6 and 6 equal to £3° to

e
establish that conclusions were not
based upon transducer location.

The purpose of these tests was to

discover how the pavameters gl, Kg ’
v and al interrel tec T;

;_377 ' ;"T77 ate. €
t t

results of these tests were that the
scaled pressure was independent of

scaled time —J§%5 and scaled chamber

At
volume ¥ The paramet 3 d
,;—372-. pa.erspan
c
t
h
' appeared to empirically -mbine to
t

A2

torm the quantity él (XE) as in Equa-
c t

tior {12),

Figure 8 presents test data in a
AN

® (_9_

ol

lc y

plot of A') versus P, to show
t
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results are independent of Pc. Ones

first reaction is that the results scat-
ter greatly, but the ordinate on Figure
8 is an enlarged geometric scale rather
than a log scale. Scatter does occur,
but the same symbol can often be found
at the bottom as well as at the top of
this figure. Because many variations
are being evaluated, the legion asso-
ciated with this figure is complicated.
The shape of the symbol, whether tri-
angle, circle, or square, denotes type
of propellant. The amount of shading
indicates the amount of propellant used,
1/8, 1/4 or 1/2 pound, I1f a bar is
placed on top of the figure, the large
chamber volume was used; on the side

the medium chamber volume, and on the
bottom of the symbol, the small chamber
volume was used. The number of primes
added to a figure indicates which nozzle
exit area was tested. All combinations
were tested. Any scatter does appear

to be random rather than systematic;
hence, the conclusions which have been
drawn about scaling interior gun charac-
teristics appear to be correct.

As additional verification for our
recoilless rifle interior ballistic ob~-
gervations, a one~dimensional, variable
cross-section, Lagrangian, shock tube,
computer program named GUN=WUNDY [17}
was modified so it could be applied to
this breech blast study. GUN-WUNDY is
an art’ficial viscosity, finite differ-
ence c-.de. Our modifications allowed
us to approximate the flow field in the
combustion chamber, nozzle, and exter-
nal environment immediately aft of the
breech. A combustion subroutine was
added which puts both energy and mass
in the combustion chamber flow field
from the burning of propellant, and
another cubroutine was added to auto-
matically rezone the flow field for
more efficient rurnning. The burning
rate law used in these computations was
of the format:

r=a+hb pN (1¢)
[ ]

Table C summarizes the results
from 10 different ru~s. The ma..imum
overpressures are all being cc..parsd at
the exit of the no=zle for different
peak chamber pressures, nozzle expansion
ratios, and scaled gun volumes. The
throat area At for the recoilless rifle

in all these calculations equals 2,826

i 2

Ne o A 2

The qguantity }(A—’) does differ
< t

slightly, but not by much more than 10%

from the sverage of 0.4610 in these

s v s orYmen s o

TABLE C
COMPUTED RECOILLESS RIFLE BREECH
BLAST PRESSURES

A P A)z
F . e v max{ e
nax (P81)| P (psi; X: At37! P_ S:
551 5746 |2.099( 28,98 0.4224
556 5956 12.,099| 28.98{( 0.4113
505 5376 [2.099| 28.98 0.4139
1156 8326 [1.800| 16,01| 0.4497
1146 8266 |1.800| 16.01| 0.4490
1216 8716 [1.800] 16.01}] 0.4520
946 8596 |2.099| 16.01{ 0.4851
882 8626 2,300} 16.01 0.5406
653 20386 |4.000] 16.01{ 0.5124
1026 7016 [1.800| 16.01f 0.4736
Average 0.4610

computations. This observation means
that for engineering answers we compu-
tationally as well as experimentally
have shown that the format given by
Equation (12) is adequate. The routine
scatter in one's ability to repeat
measurements exceeds this error from
these much more complex computational
efforts.

Effects ¢ £ Combustion Chamber Pulsge
Shaping

All of the conclusions drawn so far
in this discussion are based on con-
ventional recoilless rifle chamber pres-
sure histories with a shape similar to
that shown in Figure 5. One of the
better ways of reducing breech blast
pressures is to tailor the pulse shape
in Figure 5 so that the chamber pressure
history becomes much more rectangular,
The muzzle velocity of a projectile will
be the same provided the impulse (area
under the chamber pressure-time history)
ia the same, but breech hlast pressures
appear to be reduced. Generally, the
shape of the chamber pressure pulse is
modified by designing prop:llants so
the burning surface area changes with
time.

Figure 9 shows four different peak
pressure recoilless rifle profiles
studied at Watervliet Arsenal [15] ir
programs to reduce breech blast. Basic-
ally, a recoilless rifle was placed over
a reflecting plane which represented a
helicopter tail boom. Peak reflected
overpressures were then measured for the
four profiles at three positions, 48,
54, and 60 inches from the gun axis and
95, 241, and 312 inches behind the
nozzle, identified as positions A, B,
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and C. 1he nozzle on the rifle was kept
A
constant with an expansion ratio 33 of
t

4,0, The only modification in the test
conditions was to study how reflected
overprestures changed because the
chamber pressure profiles had been
modified.,

Table D presents in tabular format
the results of this study. Notice that
for each of the three locations éL is

c
not a constant as would have been our
previous conclusions, Table D indicates
that at all three locations the peak
breech blast pressure divided by the
average chamber pressure is close to
being constant. Only small errors exist

B for each pulse shape is com-
avg
pared to the average value for pp
avg

when

at
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any location. This observition indi-
cates that the average chamber pressure
is a better correlation coefficient

than the peak chamber pressure. Bscause
for most conventional recoilless weapons

P
the pulse shape is self similar; _§!1
c
almost equals a constant 0,36,

The parameter m was added to the

quantity éL in Equation (1) to account
c

for pulse shape. For most weapons the
peak chamber prer.sure P. is known rather
than P‘v ¢ thus Figures 1 through 4 and
Fguation (') continue to use Pc as a
reference pressure,

Although this paper concentrates on
recoilless rifle breech blast pressures,

it is capable of use for predicting
breech blast around rocket motors.
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TABLE D
EFFECTS OF CHAMBER PRESSURE PROFILE

Location A Location B Location C
Profile o (v b (o Fa0t? Fe®? Ea10” Fpo® Ex10" FE—0®?
Number P avg P P(pai) c avg P(psi) c avg P(psi) c avg
1 8500 2920 6.4 0.753 2.19 13.2 1.55 4,52 13.4 1.58 4.59
2 5750 2561 5.2 0.904 2.03 10.8 1.88 4,22 10.5 1.83 4.10
3 4400 2272 4.9 1.113 2.16 10.2 2.32 4,49 10.4 2,36 4.58
4 3150 1918 3.8 1.206 1.98 8.4 2.67 4,38 8.7 2,76 4.54
Avg. 2.09 Avg. 4,40 Avg. 4.45

Most rocket motors have a rectangular

or almost constant thrust chamber pres-
sure nulse. This observation means that
provided an appropriate pressure pulse
shape factor m is used, the breech blast
pressure fields should be self similar.

To test this hypothesis, Figure 10
was created comparing breech blast pres-
sures as predicted using Equation (1)
with the average chamber pressure equal
to the maximum chamber pressure to test
data [7] for the LAW rocket, M72Al. The
LAW rocket has a throat area of 0.607

in.z, a nozzle exit area of 3.46 in.z,
and an average chamber pressure of 4500
psi, By using data from references 6
and 7, experimental test data could be
compared directly to Equation (1) with
a value of m = 1,0 ascigned to the
rocket motor. This comparison shows
that the same decay with standoff dis-
tance exists for rocket motors as for
recoilless rifles, and provided the
correct parameters are subgtituted into
Equation (1), it can be used to predict
breech blast around both.

Curve Fitting for Special Distribution

Equation (1) was developed empiri-
cally, Experimental test data were
plotied as in Figures 1 through 4 and
straight lines were curve fitted "by
eye" to these results, Because the
curveg are straight lines on log=log
plots in Figures 1 through 4, for any
constant angle ¢, the eguation to the
data is given by:

e ) R

After obtaining the constant coeffi-
cients A and B for each angle 8, the
coefficients A and B were then plotted

L
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as functions of the angle 8,
relatio: ship

This

A = 4,055 - 3,939 tanh (-e—)

35 (16)

and

B = ~1.35 + 0.537 tanh® (2—3"—3) (17)

are then empirical equations relating A
and B to ¢ in these plots,

One other empirical observation was
also made. At 0° directly aft of the
breech, test data from all guns, whether
they had a central orifice or kidney
nozzle, appeared to form a single func-
tion, but at 90 or perpendicular to the
breech, two separate curves appeared,
After we recognized that one group of
data points was kidney nozzles and the
other was central orifice nozzles, a
factor N(6) was created to account for
the changes in flow field which can
occur aft of the rifle breech because
of nozzle type. The relationship which
was developed is an empirical one based
solely on the fact that its use makes
the data correlate. The equation for
N(e) is given by:

N{(e) = central orifice nozzle (18a)
3/2
N(o) = 0012870707 4\ ey (18b)
nozzle

Notice that at & equal to 0 degrees,
N{(8) equals 1.0 for either nozzle. The
most pronounced effect is at ¢ equal ton
90 degreeu wher. the N(6) values differ
by a factor of 3.0,
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Conclusions

An empirical solution has been pre-
sented for predicting breech blast over-
pressures aft of recoilless rifles. A
wide variety of weapon data at various
angles radiating from the breech demon-
strate that the solution:is valid for
all recoilless rifles. The major inter-
ior ballistic characteristics influenc-
ing the breech blast appear to be the
peak chamber pressure, the shape of the
chamber presstre history, and the ex-
pansion ratio of the nozzle, Outside
the weapon, the spatial distribution
of the blast pressure {ield depends upon
the type of nozzle, the exit area of the
nozzle, and one's position relative to
the breech. The solution does appear
capable of being extended from recoil-
less rifles to rocket motors provided
the correct shape factor is used for
the chamber pressure pulse,

Cvurrently, we are continuing with
additional work to use these principals
in defining the breech blast field in
greater detail, Radial lines forward
of the breech will have their pressures
determined experimentally so more accu-
rate estimates can be maae of potentiai
hearing loss from recoilless rifle fir-
ings, 1In addition, the free~field im~
pulse distribution around recoilless
rifles will be mapped so the entire
blast pressure time history can be
estimated for use in structural cal-
culations and hearing loss determin-
ations because of recoilless rifle
firings.
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BLAST FROM BURSTING FRANGIBLE PRESSURE SPHERES

E. D. Esparza and W. E. Baker
Southwest Research Institute
San Antonio, Texas

This paper describes laboratory experiments conducted to obtain
incident overpressure data from frangible spheres pressurized
with two different gases and a vapor. Glass spheres under in-
ternal pressure were purposely burst to obtain time histories
of overpressure using side-on pressure transducers. A scaling
law for pressure splieres bursting in free-air is derived and
presented. This law is simplified and used to obtain a func-
tional relationship for the non-dimensional blast parameters.
Peak overpressure, arrival and duration times, and impulse
data are presented for different initial conditions and blast
source energies. These dimensionless data are also compared,
wherever possible, with results of theoretical calculations
and compiled data for Pentolite high-explosive. The scaled
data are quite repeatable and show significant differences
from blast waves generated by condensed high-explosives.

INTRODUCTION

Bursting of thin-walled pressure
vessels can occur accidently from ex-
cessive pressure, flaws or damages by
external impacts from other sources.
The sudden release of pressure can
generate blast waves than can damage
surrounding structures or personnel
in the vicinity of the accident, A
number of theoretical studies of the
blast waves generated by this type of
sudden energy release have been con-
ducted ([1-6]. However, only limited
experimental data from carefully per-
formed tests are available for veri-
fication of the theoretical predic-
tions. Sources of data from bursting
pressure vessels are limited to experi-
ments with pressurized glass spheres
ruptured on purpose with a striker by
Boyer, et al [7] and some tests of
bursting, thin walled metal vessels
by Pittman [8]. Optical (shadowgraph
and streak schlieren) instrumentation
was employed by Boyer, et al, and
Pittman measured overpressure time
histories at several distances along
three radial lines from each tank
tested on the ground.

More recently, Esparza and Baker
[9 and 10] conducted two series of
small-scale experiments to obtain free
field blast data at various distances
from bursting pressurized spheres.
Glass spheres of nominal 51 and 102 mm
(2 and 4 in.) diameter under internal
pressure were ruptured by a striker
and complete time histories of over-

pressure were okcuined with an array of
side-on pressure trausducers at dif-
ferent radial distances. This recent
experimental work forms the basis for
this paper.

The studies reported in References
9 and 10 were primarily experimental
and were intended to provide a source
of blast data from well-controlled
experiments on bursting pressurized
spheres. The fluids used in the exper-
iments were high-pressure air and
argon, and Freon®-12 in both vapor and
liquid state. This paper includes a
blast scaling law developed for frangi-
ble pressure spheres bursting in free
air. The experiments and their setup
are briefly described and the data are
presented in non-dimensional form.
Whenever possible, data are compared
with results of theoretical calcula-
tions and compiled data for Pentolite
high-explosive. The data presented
include peak overpressures, arrival
times, positive and negative impulses,
and durations. These measured free-
field blast parameters are the first
known reported experimental data for
frangible pressure vessels bursting
in free-air.

SCALING
The scaling of properties of blast
waves from various explosive sources is

a common procedure, and most blast data
are reported in scaled parameters from

aas_ L INTDTosL,
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the Hopkinson~Cranz or Sachs' scaling
laws, These laws, and others used in
blast technology, are derived and dis-
cussed in detail by Baker [l11). Blast
waves from explosions in the open are
affected by the total energy E driving
the shock wave, the distance R from the
center of the explosive source, geo-
metry and energy density of the explo-
sive source, and ambient atmospheric
conditions such as pressure p, and
sound velocity a,. For charges of dif-
ferent total energy but same type and
geometry detonated under the same am-
bient conditions, the Hopkinson~Crang
scaling law applies, If ambient condi-~
tions differ hetween one experiment

or analysis and another, Sachs' law is
usually used.

Ir the model analysis developed
for blast waves from spheres bursting
in free-air, the blast source is ideal-
ized as a sphere of fluid at an initial
pressure higher than atmospheric which
is suddenly released from a massless
spherical shell at time zero., The

TABLE 1 LIST OF PARAMETERS

effects on the blast wave of the
pressure container or the fragments
from the container are not considered
in the analysis. The first step in
developing a scaling law is to list

3ll pertinent physical parameters,
together with their fundamental dimen-
sions, in a force, length, time, temp-
erature (F, L, T, 0) system. This is
done in Table 1. As will be seen
later, some parameters are superfluous,
but are retained for now and discarded
later. The twenty-two parameters are
grouped so that some describe the blast
source, some describe ambient air con-
ditions, and others describe the charac-
tzristics of the blast wave.

The dimensional parameters are
next combined into a lesser number of
dimensionless groups (often called pi
terms) by the methods of dimensional
analysis [12]). The intermediate steps
are merely algebraic and will not be
given here. The number cf dimension-
less groups equals the number of ori-
ginal dimensional parameters minus the
number of fundamental dimensions. The
actual grouping is not unique; one
possible set is given in Table 2 with

Parameter Symbol Dimensions some physical description or interpre-
SOURCE : tation for each term or set of terms.
¢ Table 2 can be considered as a model
Energ E FL law which requires identity of all
Y 222
Radius T L TABLE 2. DIMENSIONLESS (PI) TERMS
Temperature 91 6
-2 Terms Description
Fressure F1 FL x, = E/rsp Scaled energy
Specific heats ratio 10 - 1 1%a
Density oy Frec 4 "y = 0)/8,
Sound Velocity a, Lol "3 = P/P,
L T "1 Scaled source
AIR: -2 Te = 0,/p, properties
Pregsure p FL -
a 2 ~4 Te T2/,
Density Pa FL 2
Temperature 8y 8 Ty = Pa8y/Py }Scaled ambient
Specific heats ratio vy - g ~ Ya conditions
a -1 7, = P_/p 3
Sound Velocity a, LT 9 8’ Fa
"0 * Pr/pa
BLAST WAVE: = p/p
Overpressures (side- -2 "11 -0/6
on and reflected) PgrPy Fg - "12 . U/aa LScaled blast wave
Censity [ FT°L 13 a properties
Temperature ] 8 LAY N u/aa
Shock Velocity v Lrl nyg = t,a,p, 7 /e
Particle Velocity u Lt e, ® Tap 1/3/E1/3
Arrival Time t, T 16 aa 2/3 _1/3 .
Duration T T "g = 18,/P, B )
Impulse 1 rrL-2 me = R p‘ll/:’/t:]‘/3 }Scaled distance
|Radius R L
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terms in the table if tests or analyti-
cal results on different scales are to
be compared.

The number of terms can be reduced
by applying some physical restrictions.
Because all the experiments were con-
ducted with the same ambient atmospheric
conditions, w7 and »g can be dropped
from the analysis. Also, all experi-
ments were conducted with the pressure
sphere at ambient temperature., There-

fore, ny is superfluous, Finally, be-
cause tge energy in the sphere for each
test is computed using the thermodynamic
properties of the source, the term =n;
can be eliminated. 1In the experiments,
the blast properties measured were the
side-on pressures, impulses, arrival
times, and durations. Therefore, the
other blast parameters were eliminated
to formulate the general scaling law

in Equation (1),

5= o8 )
s P,
t.ap 1/3
£ = aaa 1/3
2 E rp,'”? b S
R = o Ry “
1/3
'T' Taapa
EU
I a
I = 8 a
8 273173
Pa J
where The bars indicate non-dimensional quan-

P, = ambient pressure (absolute)

[N

a_ = ambient sound velocity

P_ = peak side-on overpressure

t_. = arrival time of the peak
overpressure

T = duration of the overpressure

I_ = specific impulse

R = radius of blast wave (stand-
off distance)

P, = internal absolute pressure
of sphere

a = sound velocity of fluid in
sphere

py = density of fluid in sphere

p. = density of ambient air

W" ratio of specific heats of
fluid in sphere

E = internal energy in the sphere

and 1/3
R pa

— v = Sachs' scaled
E

distance

o
»
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tities, The symbol fj indicates that
each of the scaled blast wave properties
on the left side of Equation (1) is a
different function of the five scaled
parameters on the right hand side. The
first quantity is the scaled distance R
and the last four are all scaled source
properties. If these four properties
do not change in a given set of experi-
ments, the law reduces to Sachs' law.

THE EXPERIMENTS

Two sets of experiments were con-
ducted using 51 and 102 mm (2 and % in.)
nominal diameter glass spheres of sev-
eral thicknesses as the blast source,
In the first set consisting of 20 tests,
two different gases, air and argon,
were used to pressurize the 51 mm (2 in)
spheres at room temperature with inter-
nal pressures from 1,930 to 5,171 kPa
(280 to 750 psig). The 102 mm (4 in,)
spheres were pressurized from 1,207 to
3,034 kPa (175 to 440 psig). Because
of the lack of pressure-time data from
non~ideal explosions, the general emph-
asis in this work was to obtain time
histories of incident overpressure from
pressurized spheres bursting in aic at
as many locations as possible per test.
Also, it was desired that in each test
some of the measurements be made as
close to the glass sphere as was



physically possible with the trans-
ducers used.

The second set of experiments used
Freon®-12 in the liquid and vapor
state. However, because the sudden
release of the liquid Freon produced
very weak waves (essentially sound
waves), the overpressures measvred
were quite small and their damage po-
tential negligible. Therefore, these
liquid experiments will not be covered
here. The otheabten experiments used
vaporized FreonW-12, also at room
temperature, and internal pressures
of 241 and 503 kPa (35 and 73 psiqg) .,

The experiments were set up in a
fashion similar to those conducted by
Boyer, et al [7]. The glass spheres
were ruptured by a pneumatic striker
while under high internal pressucre,
However, unlike the previous experi-
ments, the instrumentation consisted
of an array of pressure transducers
at various distances along three
radials from the sphere's centers. 1In
addition to the pressure measurement
system, high-speed cinematography was
used in some of the tests to observe
sphere breakup and obtain velocities
of glass fragments. The velocity data
were used to obtain the energy driving
the blast wave by computing the frag-
ment kinetic energy and subtracting it
from the initial energy in the com-
pressed fluid,

The tests were set up in a blast
chamber as showu in Figure 1. The
measuring equipment in the chamber in-
cluded two aerodynamically-shaped, pen-
cil-type blast pressure transducers and
a double-wedge probe with six blast
pressure transducers spaced along the
upper surface. All eight of these
transducers measured the side-on blast
pressures generated by the bursting
pressurized glass spheres. The high~
speed movie camera was protected by a
sheet of transparent plastic held in a
wooden frame. The required lighting
was provided by a high intensity spot-
light,

The glass spheres were hand blown
for this project. The thickness of each
sphere was selected so that under pres-
sure the spheres were close to the break
point, Therefore, a slight tap against
the sphere would burst it relatively
uniformly all around and create small
size fragments which would minimize the
interference to the shock wave produced.
Several spheres were pressurized to
destruction to determine the approximate
burst pressure of each size and thick-
ness. The results of Boyer, et al [71,
were used as a guideline fov estimating
the pressure which would burst each
size sphere. However, because of non-
uniformities in the spheres, (particu-
larly in the thicker and larger ones),
the maximum pressure spheres of the
same size would withstand varied signi-
ficantly.

FIGURE 1, OVERVIEW OF EXPERIMENTAIL APPARATUS
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Because of the nonuniformity ex-
pected, each sphere tested was indivi-
dually measured for mass, volume and
thickness. The sphere assembly was
weighed before each test and the re-
maing (usually the neck and its fit~-
tings) were weighted after each test
to determine the total mass of the
fragments. The volume was measured
by filling the sphere with water up to
the bottom of the neck and then empty-
ing the contents into a graduate.
Using this volume, a mean diameter was
computed using the formula for the
volume of a sphere. With this mean
diameter and the measured mass of the
sphere, a mean sphere thickness was
also computed. The actual thickness
was also measured using ultrasonic
sensors by taking several spot measure~
ments around the sphere and averaging
the results. The spheres used ranged
in thickness from 0.3 to 4 mm (0.012
to 0.157 in.). For the majority of
the spheres, these average values were
very close to the computed mean thick-
ness, All these measurements of sphere
mass, volume and thickness were made

to obtain as accurately as possible the
initial energy of the compressed fluid
in the sphere.

Each experiment was set up in the
test cell as shown in Figure 2., Once
the sphere was properly connected and
all instrumentation ready to record
data, the pressuring system was purged
several times and the sphere filled
with the appropriate test fluid. After
the temperature of the fluid stabilized
to the ambient value, the solenoid
valve in the filling line was closed
remotely. The high-gpeed camera and
the spotlight were then turned on to
begin the actual test. At a preset
point of film travel, the contacts in
the camera closed which energized the
solenoid on the pneumatic cylinder., The
cylinder was pressurized and the striker
burst the sphere releasing the high-
pressure fluid.

The output of the pressure trans-
ducers was recorded on Polaroid film
using several digital transient record-
ers and oscilloscopes, Minimum upper
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frequency response of any one channel
was 25 kHz but the majority of the
record channels had an upper response
to at least 150 kHz, The data from the
photographs were digitized, manipulated
and plotted using a microprocessor-
based data processing system. The
resulting pressure and impulse versus
time plots were then used to read the
various blast parameters of interest.

TEST RESULTS

The pressure-time histories that
were observed from the bursting spheres
were initially qualitatively similar
to those from ideal explosions in that
they contained a first shock which had
a measureable time-of-arrival, maxinum
overpressure, and positive impulse.
However, the latter part of the records
differed from the usual point sgource
records in that they contained a large
negative phase impulse closely followed
by a strong second shock. This is
illustrated in Figures 3 and 4. The
blast parameters obtained in this ex-
perimental effort were non-dimensional
as indicated by the scaling law of
Equation (1), Because four of the
pi terms in this equation include the
energy E of the fluid in the sghere,

a determination of this quantity for
each test is required for computing the
non-dimensional quantities., The total
energy in the sphere does not all enter
the process of generating the shock
pressure wave, Because the glass
fragments are accelerated outward as
a result of the burst, their kinetic
energy represents a decrease in the
energy available to drive the blast
wave, Therefore, fragment velocities
were measured whenever possible to
compute the kinetic energy, Ex, of the
fragments for each test. Then, a cor-
rection was made to the energy (and
consequently the internal pressure)
avajilable to the blast, in a manner
similar to that described by Boyer,
et al (7], by subtracting the kinetic
energy of the glass fragments from the
total energy, E, of the pressurized
gas volume. For those experiments in
which movies were not obtained, the
fragment velocity was estimated in
most cases from repeat experiments in
which the fragment velocity had been
measured and the test setup was almost
the same., Because the energy term
carries an exponent of 1/3, this
approximation results in very small
inaccuracies., Thus, the blast yield
is

' e

E=E E, (2)

For the air and argon experiments,
the total energy E' in the pressure
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sphere was computed by the following
formula originally proposed by Brode
[13]) and used by other investigators
[3] to define the energy in a pressure
2phere of volume Vl

E' = p———Tl "Ry (3)
Yl - 1

For a perfect gas, the energy in the
sphere given by this definition is very
close to what would be computed by
assuming the available energy is that
which is released by an isentropic
expansion of the gas in the sphere

from a high pressure to an ambient
pressure [14]. Equation (3) gives

only slightly higher values than the
isentropic expansion and is simpler.

For a bursting sphere conasining
a flashing vapor such as FreonW-12,
perfect gas behavior cannot be used to
determine the energy of the sphere.

The maximum energy that can be released
to drive a blast wave can be estimated
by assuming an isentropic expansion
from the initial state conditions to
ambient pressure, and computing the
corresponding work which could be done
as a change in internal energy of the
expanding fluid. Similar approxima-
tions have been used by other investi-
gators to determine the energy of an
expansion pressure wave from a flash-
evaporation process [15,16]. Based

on a unit mass of fluid, the energy
change of a vocess starting at state

1 and expanding to state 2 is

2
u, - u, = /P av (4)

vhere u is the internal energy and v

is the specific volume. From tables

[17] of thermodynamic properties the

specific work, uj; =~ uj, was obtained

knowing that ent%alpy h is related to
internal energy by

u=nh-=pv (5)

For a vapor starting in the super-
heated region, expansion to ambient
pressure can result in superheated
vapor or wet vapor at state 2. 1In the
first case, the process takes place
along a constant entropy line and Au
can be computed from direct table
readings of h and v and the known
pressures at both states. In the
second case, the saturated vapor
tables must be used to determine the
final quality of the wet vapor by using
the final entropy. With this quality,

the specific volume and enthalpy can
then be computed, and uj; de ermined.
The total blast energy is obtained in
both cases by computing the mass m of
fluid, from the known sphere volume
V] and the specific volume v;, and
multiplying by the change in internal
enerqgy

E'=m (u2 - ul) (6)

Once the total energy in the sphere
was computed for both type of experi-
ments, the kinetic energy of the frag-
ments was subtracted, Egquation (2), to
obtain the estimated blast energy for
each pressure sphere. This blast energy
was then used to non-dimensionalize the
data.

The scaling law of Equation (1)
does not and cannot show that the
functional forms fi are, nor does it
tell the relative importance of varying
each of the parameters. Either analysis
or experiment or both must be conducted
to get these answers. What it does do
is to show a convenient way of present-
ing results of tests or analyses, or
comparing results from various investi-
gators. Ideally, one should vary each
of the last four parameters in the
bracket in Equation (1) while holding
the other three constant, and determine
the scaled blast parameters as functions
of scaled distance. However, for the
limited testing reported here the
scaling law was simplified for each type
of blast source. For the pressurized
gas experiments, perfect gas behavior
can be assumed and p;/p4 can then be
eliminated because it is a function of
the other three source terms., Only air
and argon were used as pressurized gases
in the blast wave source, For air y; =
1.4 and for argon y; = 1.667, which 1s
a minor difference. The pi term aj/aj;
equals one for air and very nearly one
for argon. Therefore, these two terms
can be eliminated., Finally, previous
theoretical calculations [4] and the
experimental data indicated that
blast wave characteristics were only
weakly dependant on the initial pressure
ratio (p1/pa)+ This effective ratio was
varied in tﬂese experiments over a range
of 9.9 to 42.0. Consequently, all the
blast data are combined for the two
gases and plotted strictly as a function
of the sachs' scaled distance in Figures
5 through 12, The parameters presented
are the times of arrival of the first
and second shock, the peak overpressures
of both shocks, the first positive and
negative phase impulses, and the dur-
ations of these two phases., The figures
show the range of all test data within
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the cross-hatched areas, and a "best
fit" solid curve through the data.

Similarly, for the Freon®-12
vapor tests, the blast data can be pre-
sented 48 a function of only scaled
distanc.a because the ratios of specific
heats, scund velocities, and densities
are iuvariani 2wong these experiments,
and the internal pressure ratios used
were only 3.5 and 6.0. These data
are preserted in Pigures 13 through 20
as a funct.on of scaled distance. Note
that the da%a from the gas and vapor
experiments, in general, will not plot
together becavse each blast parameter
will he a different function of the
pi-terms from tl.e scaling law, depen-
dent on the fluid in the preesure
sphere,

CONCLUSIONS

The characteristics of the record-
ed blast waves fron: the compressed gas
and vapor experiments proved to be
quite repeatable, and somewhat different
from waves from condensed explosives
such as Pentolite or TNT. The initjal
positive phase is followed by a very
pronounced negative phase and a much
more distinct second shock occurs.
Furthermore, the data for each set of
tests were somewhat different in
appearance and relative amplitudes
from each other.

Compared to available Pentolite
data, the data from these non-ideal
explosions are quantitavely similar
in some respects but distinctly dif-
ferent in others. First shock arri-
val times and positive phase impulsas
are quite alike in amplitude with the
pressure sphere data coinciding with
the Pentolite curve over the range of
scale distances used. Basic differ-
ences are lower initial overpressures
and longer positive durations then
for Pentolite. Because negative phase
data for Pentolite are not available,
no numerical comparisons can be made,
However, qualitatively it is quite
obvivus that the pressures spheres
generate much larger negative phase
impulses and higher pressure second
shocks than condensed explosives. This
negative impulse is generally larger
than the positive phase impulse.

The data presented appear to be
the first sizeakle set of measurements
of the characteristics of blast waves
from bursting, frangible pressure
spheres, The diffarences cited between
blast waves from bursting spheres and
high explosives show that those from
pressurized spheres are indeed non-
ideal, even thouyh they are quite
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repeatable. Close to these sources the
concept of "TNT equivalence” appears to
have little meaning because the blast
waves differ too greatly from those
from condensed explosives. Because of
the lower initial over-pressure, but
larger negative phase and strong second
shock, the damage caused by these waves
can be significantly different, too,
depending on the particular "target"”
placed in its path.

The results of the experiments re-
ported here are limited to two gases,
air and argon, aﬁg one f.ash-evaporat-
ing vapor, FreonW-12, These data
form only the beginning of what should
be a more substantial program into
these types of explosions. Experiments
using the basic test arrangement and
methods covered here should be conduct-~
ed with other gases with significantly
different specific heat ratios and
densities, with other vapors of higher
saturation pressure, with fluids heated
above ambient temperature, and with
cembustible gaseous mixtures, At the
same time, theovetical investigation of
these types of blast waves should con-
tinue and computation carried out for
longer scaled times for comparisons
with the experimental data. And,
finally, the methodology for computing
the energy driving the blast waves
needs to be further analyzed to hetter
apply the scaling law presented and to
more accurately compute the non-dimen-~
sional blast parameters for better ccm-
parisons with high-explosive data or
analytical predictions.
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TEST EVALUATION OF SHOCK BUFFERING CONCEPT FOR HYDRODYNAMIC
RAM INDUCED BY YAWING PROJECTILE IMPACTING
A SIMULATED INTEGRAL FUEL TANK

Patrick H. Zabel
Southwest Research Institute
San Antonio, Tevas

A concept for containing the shock inputs due to hydro-
dynamic ram caused by an impacting projectile within a fuel
cell is discussed. This concept is to provide a buffering
layer of foam, flexible, rigid or a combination thereof,
which is sealed from the liquid. A program is described
in which this buffering concept was tested. The effective-
ness of a novel muzzle-mounted, "tumble", test device is
shown,

Twenty-six severely yawing 14.5 mm armor-piercing incen-
diary-tracer (API-T) projectiles impacted four combinations
of rigid and flexible foam buffering assemblies mounted upon
2-stiffened aluminum plates or upon .ore Z-stiffened plates,
These targets represented unprotected aircraft integral fuel
tanks and four candidate protected configurations of one and
two-foot shotline thicknesses. Piezoelectric pressure trans-
ducers sensed the hydrodynamic ram pressures generated by the
projectiles in three locations along the trajectory for the
two-foot shotline tests and in two locations for the one-foot
shotline tests. In each case, two transducers were at a
common distance facing one another. Peak pressures are pre-
sented plus typical pressure recordings.

For the two-foot shotline tests, the test fixture had
transparent sides through which motion pictures of the pro-
jectile penetration-cavitation sequences were taken.

A standard rifled 14.5 mm Mann gun was used, The bar-
rel was modified to accept a muzzle-mounted attachment which
caused the projectiles to yaw severely enough to meet stan-
dard test “"tumble" requirements., Impact accuracy and yai/
"tunble" data are presented. Projectile velocity was detex-
mined using a photoelectric chronograph screen array and
electronic counter, and is presented.

Three test panels were mounted for each two-foot shot-
line test, front/bottom/rear; and, two for each one-foot
shotline test, front/rear. Photographs of panel damage
typical to each configuration for each shotline distance
are presented,

Compression deflection data for the flexible and rigid
foams used are presented and discussed. Both materials are
in common use in aircraft, but these data are not readily
available.
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Obhservations based upon these tests are:
(1) The hydrodynamic ram energy acted princi-
pally along the projectile trajectory.

Minor damage was sustained at the impacted
surface plate, less damage on a plate paral-
lel to the shotline, but severe damage at
the projectile exit plate.

(2) Hydrodynamic ram energy attenuates along
a wetted shotline,

(3) Flexible foam is better than rigid foam
in attenuating the hydrodynamic ram
energy with this tested structure.

(4) A muzzle attachment may be used to con-
vert a standard rifled Mann barrel into

a "tumble" barrel and the impact location
and "tumble"/yaw predicted or controlled

within desirable limits,

1. INTRODUCTION

This paper describes a program in
which a buffering concept for reduction
of hydrodynamic ram effects was tested.
[1] Upon ballistic penetration into a
fuel tank below the liquid surface, kin-
etic energy is transferred from the pro-
jectile to the fuel, causing intense
pressure waves, referred to as hydro-
dynamic ram. The projectile usually be-
comes unstable, yawing severely or
tumbling -- either action increases the
rate of transfer of kinetic energy,
thereby increasing the hydrodynamic

ram pressure level. When the projectile
is armor piercing incendiary-tracer with
the tracer element within a separate
cup, separation of the projectile com-

reported is to provide an energy absorb-
ing layer on the inside surfaces of the
fuel tank. Two basic energy-absorbing
materials were tested singly and in com-
bination., One of these was "soft," the
other "hard" -- varying greatly in their
respective energy-absorbing capability.
A bare configuration was tested to pro-
vide a baseline from which the relative
efficacy of the different buffering
concepts can be gauged.

Data are presented to show the
relative damage resulting, the hydrody-
namic ram pressure levels achieved, and
other test details.

The order of presentation is:

pouents and opening of the jacket pre- a. a description of the test
sent a much greater area for transfer fixture, specimens, pres-
of the projectile kinetic energy to sure instrumentation, and
the liquid since much less energy re- equipment;
mains with the projectile components,
This hydrodynamic ram traverses the b. a description of the con-
fuel to the tank wall, potentially re- duct of the tests;
sulting in failure of the tank wall
and/or rupture of a bladder if present, c. a presentation of the test
Normally, the greatest danyer to an air- results from physical in-
craft is fire. The compl-te loss of spection of the test speci~-
the fuel within a single fuel cell mens, hydrodynamic ram
can be allowed if fire would not result pressure data, and samples
and if the aircraft structure were not of high frame rate motion
severely damaged; in fact, this has picture data;
been suggested for limited usage where
blowoff skin would act as a burst dia- d., an evaluation of the test
phragm. [2] However, this is an ex- results based upon the damage
pedient; preferably the fuel should be to the test specimens and
saved to complete a mission, Several a description of the two
researchers have proposed or tested energy-absorbing materials
hydrodynamic ram resistant fuel cell used; and
consgtructions. [2,3,4)

e, a summary.

The buffering concept herein

il
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2, DESCRIPTION OF TEST PARAPHERNALIA

A rectangular fixture, Figure 1,
having full-view windows on opposite
sides, accommodated 45.72 cm by 45.72
cm (18 in by 18 in) test panels on the
front, bottom, and rear sides, for a
two-foot shotline configuration. This
same fixture was used with steel side
walls and front and rear test panels
for the one~foot shotline configuration.

The test panels consisted of a
structural assembly, Figure 2, with one
of four combinations of buffering foam,
Types A, B, C, and D shown on Figure 3,
which, when mounted, were supported
from internally generated pressure as
shown in Figure 4, Each Z-gstiffener,
with a moment of inertia of 11.904 cm"
(0.286 in“) around the riveted flange,
was supported at both ends by the steel
frame when the pressure load was out-
ward. The stiffeners for the panels in
the front and rear apertures were al-
ways mounted vertically and those of
the bottom panel parallel to the pro-
jectile trajectory. The rivets used
were not truly representative of air-
craft fasteners, being too light; how=-
ever, they were useful in providing a
relative measure of loading.

The buffering materials used were
the white, reticulated 14.57 pores per
centimeter (37 pores per inch-ppi),
polyurethane Scott foam and the AVCO
Thermarest 0,036 kg/m® (2.8 lb/cu ft)
rigid foam, the properties of which
are discussed in Section 5.2, To
assure that the buffering material was
not wetted prior to the test, a neo-
prene-coated nylon cloth was placed
over the foam and bonded to the alum-
inum panel around the clamping edges
(Figure 3), serving also as a gasket.
To assure that this elastomer-coated
cloth sealed the foam from the liquid,
each assembly was leak checked by im=-
mersion in water prior to being in-
stalled in the test fixture. Ignoring
the upper surface within the fixture,
the total wetted area, total buffered
area, and their ratios are shown in
Table 1, Three Kistler piezoelectric

pressure transducers were installed for
two-foot shotline tests to measure the
hydrodynamic ram pressures. (See Figure
5.) Only the front two transducers

were used for one-foot shotline tests.
The test fixture was back-lighted to
provide the necessary illumination for
the high-speed camera coverage of the
hydrodynamic ram events. A chronograph
and a pair of photoelectric screens were
used to determine the projectile velo-
city. (See Figure 6)

The rifled 14.5 mm Mann gun was
located 10.97 meters (36 feet) from
the test fixture. The barrel was
modified to accept a muzzle-mounted
attachment to provide the necessary
projectile tumble. The exact tumble
used during the program was determined
for each test from the signature in
the front panel. The projectile travel
condition at impact may be more prop-
erly described as a "severe yaw"
rather than a "tumble"”. This device
was “"calibrated" prior to hydrodynamic
ram tests using the setup shown in
Figure 7 with the results shown in
Figure 8.

3. CONDUCT OF TESTS

The appropriate number of test
panels were installed in the test fix-
ture. An impact switch was mounted at
the desired point of impact. The test
fixture was filled with water. The
tape recorder was started, then the
automatic sequencing circuit initiated
which fired the weapon after the high-
frame-rate motion picture camera reached
a desired speed. After the impact the
tape recorder was stopped and the test
fixture and panels inspected. The test
panels were removed and photographed
and the remnants of the projectile
recovered.

For each shotline configuration,
there was one baseline test with bare
aluminum panels (there was a liguid seal
consisting of a 2,54 cm [one-inch] wide
border of neoprene-coated nylon around
the perimeter), and three tests each
of panels in the A, B, C, or D configur-
ation, After the tests were concluded,

TABLE 1. VWETTED/BUFFERED AREAS

Ratio
Shotline Total Total Buffered/
Configuration Wetted Area Buffered Area Wetted Area
(ft) m? (sq.in.) m? (sq. in,) (%)
2 3.345 (5184) .627 (972) 18.75
1 2,508 (3888) .418 (648) 16.67
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ACRYLIC
‘_SIDB
TEST PANEL
SPECIMEN
APERTURE
FRONT VIEW

15.26 cm \

(6") SQUARE
PATTERN

FAR SIDE
ACRYLIC

PANEL

ADJUSTABLE
M4OUNTING

HOLES

SIDE VIEW

FIGURE 1. HYDRODYNAMIC RAM TEST FIXTURE
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2
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I __Jr: I _§3.810em (1,500")
o | | - 1

239 cm (.094")

2,56 cm (1) -(}8239.‘;‘

MATERIAL: PLATE AND STIFFENERS: 7075 T6é AL (STIFFENERS EXTRUDED)

RIVETS:

FIGURE 2,

ALUMINUM, 0.238 cm (3/32") PER MS20470 (BJe3)

METALLIC STRUCTURES OF TARGET PANELS
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NEOPRENE-COATED NYLON, COOLEY STYLE AT66,
141.8 GM (5~02) NYLON, 453.,6 GM (16~0Z) NEOPRENE

FOAM, WHITE RETICULATED (PANEL TYPE A)

CROSS~SECTION OF 3.810 CM (1~1/2-INCH) THICK FGAM PANEL

NEOPRENE-COATED NYLON, COOLEY STYLE AT66

141,.8 GM (5-02) NYLON, 453.6 GM (16-02) NEOPRENE
PANEL TYPE B C D
RIGID RETICULATED]|RIGID | FOAM
/ / RETICULATEN '\E‘I‘ICULATED RIGID | FOAM

_ //////i//////J////////,///////[////

b. CROSS~SECTION OF 7.62 CM (3-INCH) THICK FOAM PANEL

NOTE: NEOPRENE-COATED NYLON FABRIC SECURED TO FOA! AND
PLATE WITH BOSTICK ADHESIVE NO. 1177. THIS FABRIC
HAS A TENSILE STRENGTH OF 86.184 KG (190 LB) (WARP)
68,040 XG (150 LB) (WOOF) PER LINEAR INCH AND A TEAR
STRENGTH OF 3.629 XG (8 LB) (WARP) 3.175 KG (7 LB)

(WOOF) .
FIGURE 3. CROSS-SECTIONS OF TARGET PANELS
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LIQUID LEVEL

SEAL OF NEOPRENE-
COATED NYLON

TRAJECTORY ‘ INITIAL
HYDRODYNAMIC

RAM PRESSURE
g

1.27 CM

{1/2-1NCH
OVERLAP

¥ 2-STIFFENER
1.27 CM

{L /2-ZNCH) THICK
STEEL FRAME

FIGURE 4. TEST PANEL MOUNTING ARRANGEMENT
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| 5.|
—
SHOTLINE : ()
y 12°
|
|
D i‘!’,'@'
:i

SPECIMEN APBRTUREZ

| i -1

o

]
4! DESIRED
\IMPACT POINT
@ -ov/ ®

AIMING POINT
b 36"
! FRONT
FIGURE 5,

g

PRESSURE TRANSDUCER LOCATIONS

NOTE: IMPACY POINT MEASURED IN X~Y COORDI~-
NATE PLANE FROM AIMING POINT,

ANGLE OF PROJECTILE AXIS AT IMPACT
MEASURED FROM +Y AXIS, C.W.

TRANSDUCER ARRAY ALONG PLANNED TRA-
JECTORY, WHICH WAS PERPENDICULAR TO
THE PRCST PANEL THROUGH THE DESIRED
POINT OF IMPACT.

TRANSDUCER (3) WAS DELETED FOR ONE-

FOOT SHGTLINE TESTS.
| A
\ A
! i
O6)] @ i
ients il Sbetieteles ®---to= =~ —— & SHOTLINE
lod [
dgn wfo— 17 —vkegt
! ]
. " 1" = 2.54 cm
18"
Y adshiduiiulets -
P——.z"———.[
SIDE
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MANN GUN  PHOTOELECTRIC CHRONOGRAPH TEST

SCREENS I {XTURE
g
F———=——f]-----mememr - eemeemmemicmcceoeaa fo s -+ BULLEY
rd L W D TRAJECTORY

~ 3,048m 3.048m 4.877m
TUMBLE (10 9+ e— (10" 16'
ATTACHMENT

FICURE 6. TEST SETUP SCHEMATIC

9.l44m
| (30"5-
1,524 3.048m 3,048m «3048m
(5" Yol o—r(10" y—= —(10') 1)
—(5 ' - | .3048a (1') TY}

MANN GUN PHOTOELECTRIC CHRONOGRAPH MANILA PAPER

TEST
WITH TUMBLE SCREENS WITH MANILA PAPER WITNESS ARRAY FIXTURE
ATTACHMENT WITNESS SHEETS ON EACH
SCREEN AND IN MID-FRAME
POSITIONS,
*These dimensions will vary for sud t shots depand:

q upon the rasults of e pre=
ceding shot.

FIGURE 7. SETUP FOR INITIAL TUSBLE TEST SHOT
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'4——- 12.497m (41 FT)
.A
,

HOLE
RANGE LENGTH
M FT Jor] i
: g.w. 30 2,39 0.94
449 k3t 3.00 1,18
9.144m 9.754 32 3.5 1,40
(30 FT.) 10,058 33 3.9 1,88
10,363 3 4,22 1,66
10.668 35 4,37 1,
NOTE: HOLES ARE THOSE MADE 10.573 ¥ bar L6
BY TVO BULLETS FIRED s 3 o6 140
CONSECUTIVELY WITHOUT 11,887 39 3,76 1.48
MOVING WITNESS SHEETS 12,192 40 3,25 1,28
12,497 41 2,66  1,0%
AIMING
POINT

FIGURE 8. CALIBRATION OF TUMBLE ATTACHMENT

151

il

YAW

15,1
21,0
2.7
28,5
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3.6
30.2
26,5
22,2
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TUMBLF

3
43.2
51.0
57.0
61,4
63.8
65,4
63.0
59.0
54,2
47.2
7.6
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the panels were examined and the damage
assessed. More complete tabulations of
these are available. [5]

4. RESULTS OF THE BUFFERING TESTS

The test results are covered from
three aspects. First, observations are
tabula.ed which include an estimate of
the damaye suffered by the test panels,
the functioning of the tracer and in-
cendiary, the projectile velocity, the
impact location, and the yaw attitude.
Second, the pressure data are described.
Third, observations are made from the
high frame rate motion pictures,

4.1 Results from Physical Inspection
of Test Panels and Projectiles

The basic test results are pre-
sented in Table 2. Typical damage is
shown in Figures 9 throagh 13 for the
two-foot (0.61C cm) shotline tests in
the order of baseline (B.L.), Types A,
B, C, and D panel assemblies, respect-
ively, and on Figures 14 through 18 for
the one~foot (0.305 m) shotline tests.
The damage indices were determined by
assigning numeric values to the damage
descriptors:

Nil 1
Minor 2
Moderate 3
Majors 4
Severe 5
Destroyed 6

The damage index for each panel was
determined by adding the descriptor
values and dividing the number of
panels, The type demage indices for
each shotline are th¢ average of those
of the panels. The .ype damage inuaices
for the overall tests are:

Type of Overall
Panel Index
Raseline 4,00
A 3,13

B 2.73

C 2,53

D 2,.87%*

*probable value 2.67

The excessive damage to the front panel
in Shot 15, Figure 19a was due to im-
pact on one of the stiffeners. Had
that projectile impacted on the skin
betweer. the stiffeners, the more prob-
able overall damage index for Type D
could have been 2.67., The rear panel
is shown still in the fixture to illus-
trate how the steel frame limit 4 dam-
age to the panels, Tigure 19b.
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The mean projer~*“ile velocity for
the twenty determinations was 1030 m/sec
(3378.3 fps). The standard deviation
of the population was 12 m/sec (38.45
fps). This is excellent considering
that the projectiles were yawing se-
verely as they passed through the
photoelectric chronograph screens re-
sulting in effective interscreen dis-
tance differences.

The impact accuracy and the tracer
and incendiary functioning data are in
Table 3., Part of the reason for the
relatively poor impact accuracy is the
precession which may be seen in Figqure

4.2 Pressure Data

The Kirstler piezoelectric system
showed pressures such as those in Fig-
ure 20. For this particular test, Shot
No. 2, the left front pressure trans-
ducer was actually 2.36 cm (0.93 in)
beh.ind the right front transducer and
the right front transducer 31.50 cm
(12,40 in) in front nf the rigat rear
transducer which is porne by the dif-
ference in time of initiatior of pres-
sure change. Representative pressure
traces for the test configurations and
shotline distances are shown on the
figures indicated in Table 4. Figures
21 through 29 show typical pressure
versts time traces.

4.3 High Frame Rate Motion Picture
Data

The impact, pressure expansion,
buffering action, and cavitation actions
are illustrated in Figures 30 and 31 for
the Type C and D panel two-foot shotline
tests, respectively. The motion pic-
tures of the tests show:

a. That the incendiary was
well initiated by the
time the projectile
penetrated the rubberized
cloth protecting the front pan-
el or the baseline bare panel.

b. That the projectiles were
all well tumbled (travel-
ing almost sideways) when
passing between the two
forward Kistler piezoelec-
tric pressure transducers.

¢, 7That the front panel buffering
material c.mpressed, then
expanded as the hydrodynamic
pressure first reached, then
reflected from that panel.
{(The neoprene~-coated fabric
probably tore on thi. reflec-
tion,)
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TABLE 2. IMPACT AND TEST PANEL DAMAGE SUMMARY

Watted Impact
Panel Shotline  Tumble Yav  Velocity ——Damaje to Panel _  Dsmage Index
Type Shot cw in (Percent) (Degree) w/sec _fps Front Lower Rear Panel Type
B.L. 16l 24 13 35y 1043 3422 severe Nf)  masjor  3.33 _ 3.33
A s 3 LY 27 103 3198 mjnor Wil Major 2.3
12 3 N e 38 - - minor Wil Major 2,33 2.56
1333 2 64 34 - - Major M1l Major 3.00
® o 18 4 23 - - Mior  Nil  Severe  2.67
s % 18 62 33 1028 4372 Minor Wil Major  2.3)  2.44
1146 ib 50 23 o - Minor Wil Mejor  2.33
¢ 2 4 18 65 s 1045 25 Nil Nil  Moderate 1.67
6 46 18 [$] 63 - = Minor Ni} Major 2.3 2.1
9 46 18 63 13 1042 3418 minor _ Minor Moderste  2.33
o 3 46 18 43 3 1026 3367 gy Nil Major  2.00
7 46 18 s6 28 1023 3357 Minor il Severe 2.67 2.22
10 46 18 48 22 - - Minor Nil  Moderate 2.00
B.L. 26 0 12 48 22y 1030 3380 major N/A__ Destroyed 5.00 5.00
A 17 23 9 52 244 1024 3359 o N/A  Destroyed 4.00
21 ° 51 23y 1027 3369 pinor N/N  Destroyed 4.00 4.00
25__ 23 9 45 204 1029 3376 minor N/A__ Destroyed 4.00
» 16 18 6 53 28 1017 3338, N/A  Severe .00
20 15 L s3 254 997 3271 wyy N/A  Severe 3.00 3.17
24 15 ® 59 23 1026 3365 Wil N/A Major 3.50
c w18 6 s 2 1050 3646 ;) N/A  Sevare  3.00
18 15 L 52 24y 1041 3616 gy N/A Sevére  3.00 3.17
22 15 h [T} 20 1038 3407  Nf) N/A _ Destroyed 1.50
° 15 B ¢ s 29 10233357 uyore  W/R Destroyed $.00
19 15 ® 't 23 1024 3358 Ny N/A  Destroyed 3.50 3.8)
23 15 6 45 204 1027 3369  Nil N/A___ Severe 3.00
*Excessive dimage due to Mean 1030 3378.3
impact on a stiffener Standard Dev. 12 38.45
153
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FRONT REAR BOTTOM
a. EXFERIOR FACES

REAR BOTTOM
b. INTERIOR FACES

FIGURE 9. SHOT NO. 1, BASELINE PANELS, 2-FOOT SHOTLINE
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b. INTERIOR FACES
FIGURE 10, SHOT NO., 5, TYPE A PANELS, 2-FOOT SHOTLINE
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FIGURE 11. SHOT NO. 11, TYPE B PANELS, 2-FOOT SHOTLINE
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FIGURE 12. SHOT NO. 9, TYPE C PANELS, 2-FOOT SHOTLINE

FIGURE 13. SIL)T NO. 7, . .£D PANELS, 2-FOOT SHOTLINE
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FRONT PANEL REAR PANEL

FIGURE 14. SHOT NO. 26, BASELINE PANELS, 1-FOOT SHOTLINE

"

7
"

FRONT PANEL REAR PANEL

FIGURE 15, SHOT NO, 21, TYPE A PANELS, 1-FOOT SHOTLINE
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FRONT PANEL REAR PANEL

FIGURE 16. SHOT NO. 24, TYPE B PANELS, 1-FOOT SHOTLJNE

*
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FRONT PANEL REAR PANEL

FIGURE 17, SHOT NO. 22, TYPE C PANELS, 1-FOOT SHOTLINE
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FRONT PANEL REAR PANEL

a. EXTERTOR FACES

e’y = 7
- ! '.‘ M
T ‘ i =
PANS— ) ]
FRONT PANEL REAR PANEL

b. INTERIOR FACES

FIGURE 18, SHOT NO. 19, TYPE D PANELS, 1-FOOT SHOTLIWNE
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TABLE 3.

IMPACT ACCURACY, TRACER AND INCENDIARY FUNCTION DATA

Distance of
Impact Point

From Desired ———JIncendiary
ca (in.)
Panel Horizonta ertical Tracer J;f:“
Type- Shot _cm = _in _cm  _in  round Ignited Quenched Ignited Found Quenched _Remarks
Aluminum Check-
[}
Sheet out 0 0 [} " ¥ " Y Y Y
B.L. 1 0 (1} 0 [1] N ¢4 Y Y TwO
Tracer
A S .279 0.11 «3.175 -1.25 N Y } 4 Y cups
found
12 2,438 -0.96 -2.108 -0.83 N 4 Y Y from 2 ft.
shotline
13 3.023 -1.19 1.016 0.40 Y Y Y Y Y Y tests.
Both were
B 4 2.159 0.85 .864 0.34 Y ¥ N Y N - ignited
and
8 1,194 -0.47 025 0.01 N Y Y Y quen~hed,
1 1.829 -0.72 .305 0.12 N Y Y Y
c 2 2,286 -0.90 5.080 2.00 N Y Y Y
6 1,397 -0.55 -1.422 -0.56 N 4 Y Y
9 .762 -0.30 ~3.226 -1.27 N Y k Y
3] 3 .686 0.27 -2.540 -1.00 Y Y Y Y Y Y
7 -.965 -0.38 -2.489 ~0.98 N Y 4 Y
10 -2,184 <~0.86 1.804 0.71 N Y Y Y
B.L. 26 ~3.048 ~-1.20 1.016 0.40 N ? N - ™o
tracer
A 17 ~2,692 ~1.06 1.270 0.50 b4 Y Y Y Y Y cups were
found
21 -2.1%4 -0.84 1.143 0.45 Y Y N Y 4 Y from the
1 foot
25 -4.369 ~1.72 -.660 -0.26 N Y ¥ Y shotline
teats.
B 16 -3.505 <~1,38 -4.064 -1.60 Y Y Y Y Y Y Both were
ignited;
20 -3.556 ~-1.40 ¢ 0 Y ¥ N Y ¥ Y one had
been
24 -3,353 ~-1.32 -3.785 -1.49 N ? N - quenched,
.- but the
C 1 -2,743 ~-1.08 ~3.302 -1.30 N Y Y Y othar had
not been.
18 -3.099 ~1.22 1.219 0.48 N Y 4 4
22 -.864 -0,34 -1,067 -0.42 N ? N -
b 15 -2.134 -0.84 -2.998 -1.18 N ? N -
19 -.203 -0,08 -1,016 -0.40 Y Y N N -
23 -4,572 =-1.80 -5.080 -2.00 Y Y N Y X Y
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a. FRONT PANEL

FIGURE 19, SHOT NO, 15, TYPE D PANELS,

5. EVALUATION OF TEST RESULTS 4.

5.1 Damage to Paaels

The damage to all bottom panels in
the two-foot shotline tests was quite S.
minor (Table 2 and Figures 9 trrough
13). Damage to the rear panel was al-
ways greater than that to the front
panel. This damage pattern indicates
that:

1. The hydrodynamic ram

energy is directed pri-

marily along the pro-

jectile trajectory and

secondarily to the rear; 6.
only a minor amount is

directed perpendicular

to the trajectory (see

also Figures 30 and 31).

2. The relatively minor
damage to the lower
panel in the two-foot
baseline test can be
explained by the burst
diaphragm action of the
rear and front panels
which quickly relieved
any hydrodynamic pressurs,

REAR PANEL IN FIXTURE

1-FOOT SHOTLINE

There was little differ~
ence in the damage suf-
fered by the Type B and
Type D panels.

There was slightly less
damage suffered by the
Type C panels than the
Types B and D, This
indicates that the flex-
ible foam has a slight
advantage over the rigid
foam in absorbing the
hydrodynamic ram energy
with this type structure.

The results of all the
one~foot shotline tests
indicate that on the
shorter shotlines the
hydrodynamic ram enexrgy
has less distance in
which to expand, hence
is more concentrated
when encountering the
rear panel, and that
once the rear panel
failed, the pressures
on the front panel were
much less.

5.2 Energy-Absorbing Materials

3. The Type A panels did not
prove to have sufficient
buffering, Compare the
results of these tests
with those of the Type C
panels which had twice
the buffering material 1.
thickness.

160

The energy-absorbing materials
deserve a more complete description.
The two buffering materials used in
this test program are:

Scott, flexible, reticu-
lated polyurethane foam

ORIGINAL PAGE IS
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PEAK
0.901 x 10% kg/m?

|
1.342 x 10° kg/n®

(1909 »si)—+

k(1281 psi) ‘

PEAK

_ RIGHT REAR PRESSURE
o~ A Lo o

|
I rlc~391 u-sec

\
\\

PEAK

1.246 x ].06

m RIGHT FRONT PRESSURE

ﬁjksllz
—am2 34 u-secT (1772 psi)

N\ LEFT FRONT PRESSURE

—e250 y-sec pum-

IMPACT

- 1516-116 u-sec
1

FIGURE 20. PRESSURE VERSUS TIME, SHOT NO. 2, TYPE C PANELS
2=-FOOT SHOTLINE
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TABLE 4. PRESSURE VERSUS TIME DATA SUMMARY

R
A RIGHT RE/R SRESSURE

AT

0.958 kg/m® x 10°°

PEAK

N 623 ks/uzl x 1o'|"
N‘{Im FRONT rassswg
y . _~
joned g

N

_q}.—.—l___l I""“"_'"‘—'“""L"‘_"‘——“—
|

LEFT FRONT PRESSURE

-~ - 156-1/4 u-sec

—

.,.1 IMPACT

FIGURE 21. PRESSURE VS TIMz, SHOT NO, 1

BASELINE CONFIGURATION, 2-
FOOT SHOTLINE

RIGHT REAR PRESSURE+

Test Peak Pressures Transducer
Specimen KG/M2 x 10~° PSI
Configuration | Distance | Test | Figure { No. 1 | No. 2 [ No., 3 No. 1 | No, 2 | No. 3
Baseline 2 feet 1 21 1.623 | 0.958 { 0.873 2308 1363 1242
A 2 feet 12 22 1,566 | 1.678 | 0.853 2227 2386 1213
B 2 feet 11 23 1.374 12,093 (1.398 1954 2977 1989
(o 2 feet 2 20 1.246 | 1,342 ] 0.901 1772 1909 1281
D 2 feet 10 24 0.911 | 1.566 | 1.279 1295 2227 1819
Baseline 1 foot 26 25 1.810 | 1,808 - 2575 1536 -
A 1 foot 17 26 2.024 | 1,095 - 2878 1558 --
B 1 foot 24 27 1.719 | 0.715 - 2445 1.17 -
(o} 1 foot 18 28 1.735 | 0.654 - 2467 930 -
D 1 foot 19 29 1.643 1} 0.319 - 2337 454 -
PEAK | 1
0.873 kg/m’ x 1078 4 l l
VT | .
- PEAX 0.853 ke/a® x 1078
678 kg/m”

"V

\ 1.566 kg/m® x 10°°

AR
L

L LEFT FRONT PRESSURE—

RIGHT FRONT
pese PRESSURE ol

— - 4 —

IMPACT '-*

;156-11& u~-sec

F1GURE 22,
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12, TYPE A PANE
SHOTLINE

PRESSURE VS TIME, SHOT NO.

LS, 2-FOOT




I | PEAK |
_lu , M- t(:.m kg/m’ x 107
2.093 AFI/I x 10 / )
| RIGHT REAR
| PRESSURE
T k r
}
N\ PEAX
I 1.374 kg/n2 x 107
AN IANASY
RIGHT FRONT
| l \ PRESSUPE
. N \
J N~
|
— LEFT FRONT PRESSURE
i
I IMPACT - ™ 156-1/4 u-sec
FIGURE 23. PRESSURE VS TIME, SHOT NO.
11, PANELS TYPE B, 2=-FOOT
SHOTLINE
T Y v S DR )
‘i’ 1.808 kg/n’ x 107
| pea et
| 1.810 ky/m?_]
il AEA
RICHT FRONT PRESSURE-
| \ \ L~
-} \\
)
! \ LEFT FPRONT
| PPL3SURE
T v v
Heact
156-1/4 u-sec o~

FIGURE 25.

PRESSURE VS TIME, SHOT NO.
26, BASELINE CONFIGURATION,
1-FOOT SHOTLINE

|
[ ;PE‘.AKJ |
| [ 1.279 kg/m’ x 1078
) ; L1
1] eeax / |} r !
2
1.566 kg/a L \
x 1078 RTCAT REAR PRESSU' Y |
A ]l ~ oy ) \WJ '\/"\‘
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W peax PRESSURE
0.911 kg/a’ 7 \
o ox 1078 N\,
il
l l LEFT FRONT Ph.LsSURE
e atn.
. J \w
-+
1 —
—and 156-1/4 u-sec
IMPACT
FIGURE 24, PRESSURE VS TIME, SHOT NO.
10, PANELS TYPE b, 2~FOOT
SHOTLINE
 PEAK, ]
I[L \ 1.095:3/-2“
| PEax K 1o
——2.024 kg/m
x10® \ ' RIGHT FFONT
\C 3 RESSUPE~
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A \[ \ PRESSURE
| \
U
IMPACT
I
156=1/4 y-pec = ——
v’ww YYVYEN PUISA SOV
FIGURE 26, PRESSURE VS TIME, SHOT NO.

17, TYPE A PANELS, 1-FOOT
SHOTLINE
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i ]I \‘_ - - iy 'J' N\ “—
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1 |
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2. AVCO Thermarest AX 5052
rigid foam

The Scott flexible, reticulated
polyurethane foam had a porosity of
14.57 pp cm (37 ppi'. The most per-
tinent property, compression deflec-
tion versus pressure, is shown in
Figure 32. The data shown thereon
were derived by having an Instron
tester mcve a platen at a constant
rate of displacement of 5.08 cm per
minute (2 in. per minute) toward a
stationary platen compressing a 5.08
cm x 5,08 cm x 2.54 cm (2 in. x 2 in.

x 1 in.) samole between. The test
machine plotted the rforce reguired to
maintain the rate of displacement ver-
sus the displacement, The foam com~
presses with very little outward bulg-
ing until it becomes a solid nass, pre-
sumably short of the 97% voad space,
hence 97% compression, advertised.

This material ha: the unusual property
of “stress~-relieving®™ when the rate of
application of the load stops even
though the loac¢ remains. This is
illustrated in Figure 32. The load

w2s applied at a constant rate of
displacement from points a through c.
Note that there is an abrupt inflection
in the curve at point b in which further
displacement results in a lesser force
on the platen. When 25% deflection was
achieved (point c), the platen was
stopped and remaired at that deflection
for one minute. During this minute, the
resistance of the foam to platen dis-
placement actually decrcased from 1.045
kg (2.3 1b) to 0.771 kg (1.7 1b). The
foam was in effect stress-relieving.

The foam had reached an effective equili-
brium at point d. Further dwell there
would not have resulted in a further
lessening of the for.e reguired to main-
tain the set displacrement., After the
one minute elapsed, the tester was re=-
started at the same rate of displacement
with the result shown from point d to
point g, Note that the first inflection
poin*, e, is at what probably would have
been the original curve had there been
no pause at point c¢. At point f,
approximately 42% com; “ession deflection,
the curve again inflects beginning
another section in which force increascs
with displacement. When the tester
reached the deflec’‘or at point g,
further displacement was stopped with
the same effective st ess-relieving
action as occurred be:ween points ¢ and
4. The compression ceflection data
novmally published .s chat for points d
(25%) and h (65%,. Tuis curve shows
that even at the very slow rate of
displacement, the foam can absorb much
more energy than would a material which
does not nossess the effective stress

#

g

r e

relief characteristic. This character-~
istic is very important in the installa-
tion of a fuel cell where any external
energy=-absorbina layer of material would
Vory probably be partially precompressed,
Additional data at highe~ crosshead
speeds were essentially the same.

Similar compression, deflection
data for the AVCO rigid foam, Figure
33, show that surprisingly little pres-
sure is necessary to compress this mat-
erial the first 10%, After the first
10%, very little additional pressure
will result in a total of 60 to 70%
deflection. These data were cbtained
in the same type of tests, using the
same size of sample as those of the
reticulated foam. A series of tests
was performed by AVCO using samples 1,
2, 3, 4, and 5 inches thick and with
the force zpplied in two relations to
the direction of foam rise., The foam
used in the buffering tests was com-
pressed by the hydrocdynamic ram pres-
sures parailel to the direction of foam
rise.

One piece of rigid foam from one
of the tests exhibited little compres~
sion set, This indicates that the
stress experienced by the foam was
probably within the initial linear de-
flection region below 5%. The foam did
not exhibit the crush whizh would be
characteristic over 75% deflection.

The AVCO rigid foam does represent
an increcase in eneray absorption cama-
bility of approximately one and a half
orders of magnitude over the Scott

lexible foam.

6, SUMMARY AND CONCLUSION

6.1 Summary

This paper ccvers a program in
which hydrodynamic ram buffering con-
cepts were tested, These buffering
concepts, 1s well as other conceptr,
were uti.i.zed to demonstrate success~-
ful survival of a fuel cell impacted
by a 23 mm HEI-T projectile in a i: er
program described in Reference 6.

This was a test program in which
a 2-reinforced skin panel was tested
bare and with four variations of flex-
ible foam and/or rigid foam buffering.
These panels were assembled into a
91,44 cm x 91.44 cm (3-ft x 3-ft)fix-
ture with shotline lengths of 60.96 cm
(2 ft) or 30.48 cm {1 ft)., Thirteen
tests were made at each shotline length
in which Soviet 14.5 mm AFI-T projec-
tiles impacted one test panel while
yawing severely at the normal-propellant
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load, near-muzzle velocity. The projec-
tiles achieved an energetic incendiary
activation, released energy to the water
within the fixture, and their penetra-
tors dJeneralliy exited through a second
panel on the rear of the fixture. For
the two-foot shotline tests, there was

a third test panel on the bottom of the
fixture, high frame rate motion pictures
were taken through the transparent sides
of the fixture, and three piezoelectric
pressure transducer recordings were
made. For the one-foot shotline tests,
there was no third panel nor high frame
rate motion pictures, but two pressures
were recorded. After each test the
panels were removed from the fixture,
and the damage evaluated.

The evaluation of the damage indi-
cat:s that the flexible foam provided
a si1ightly better buffering than did
rigid foam for the particular structure
involved which hac relatively rigid
stiffeners. The tests also demonstrated
that for very short shotlines there was
extremely severe damage to the rear
panels; much more damage than found
with a mere 30.48 cm (12-in) increase
in the wetted shotline length

6.2 Conclusions

These conclusions are based upon
both this program and the one described
in Reference 6. These conclusions are:

a. Buffering must be adapted
to the structure - the
rigid foam did not serve
~he more rigid Z-stiffeners
of this test program as
well as it did the less
rigid ones of the program
of Reference 6. In that
second program, the rigid
foam and the stiffeners
appeared to Jistort to-
gether, supplementing

one another. In more

rigid shoring situatious,
the stiffer energy-absorbing
material seemed to perform
better. This is not to

be interpreted, however,
that a rigid structure

will withstand hydro-
dynamic ram as witness
severe distortions in
heavy steel structiures

in this program and rup-
ture of honeycomb structure
in the second,

b. The size of the fuel cell
is important - the hydro-
dynamic ram energy is
exerted on the surfaces
of the cell as a pressure.
The magnitude of this pres-
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sure is inversely propor-
tional to the cube of the
distance from the place of
liberation of the energy
(both kinetic and chemical)
to the place the pressure
is exerted. The fuel cell
resisted this pressure

by hoop-like tension.
Where the liberation to
exertion distance was
short, the cell fabric
failed in tension in a
region closest to the
center of liberation,

The overall fuel tank
prctective concepts given
have be~n proven in
practice even though
many specific details
remain to be defined.
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PREDICTION OF FRAGMENT VELOCITIES AND TRAJECTORIES

J. J. Kulesz, L. M. Vargas & P. K. Moseley
Southwest Research Institute
San Antonio, Texas

This paper describes analytical techniques to predict
(1) the velocities of two unequal fragments from bursting
cylindrical pressure vessels, (2) the velocity and range of
portions of vessels containing a fluid which, when the ves-
sel ruptures, causes the fragment to accelerate as the fluid
changes from the liquid to the gaseous phase, and (3) the
ranges of fragments subjected to drag and lift forces during
flight.

To predict the velocity of two unequal fragments from
bursting cylindrical pressure vessels, the energy of the
confined gas is partitioned between the kinetic energy of
the fragment, the energy of the gas escaping through the
cracks between the fragments as they are formed, and the
energy of the expansion of the internal gas. The amount of
energy expended to burst the containment vessel is con-
sidered small compared to the total amount of energy avail-
able. Using similitude theory, the results are plotted in
nondimensional torms and consolidate numerically-generated
velocity data for two unequal fragments from bursting cylin-
crical vossels containing five different gases., Using a
similar computational technique, plots are also included
for spherical and cylindrical pressure vessels containing
the same five gases which burst into two or more equal
fraquents.

In many accidents involving propane storage vessels,
large fragments from the vessel have been known to exhibit
a rocketing behavior, A technique is described which exa-
mines the changes in state of the fluid from a liquid to a
gas and subsequent exit of the gas out of the open end of
the fragmented vessel. The thrust acting on the large
fragment is determined and fragment rs s are calculated.
The outputs of computer runs are compa .d with actual post
accident results and, in most cases, are in good agreement,

Finally, the paper discusses a technigue for deter-
mining the range of fragments once one knows the initial
flight conditions. Combined drag and lift forces, plus
gravity forces, are assumed to act on the fragment during
flight. Numerous computer runs were made with various ini=-
tial conditions in an effort to generalize the results
for maximum range in plots of dimensionless range versus
dimensionless velocity for constent values of dimensionless
lift to drag ratios.
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I. INTRODUCTION

Under certain accident conditions,
vessels containing compressed,gases or
ligquid fuels can rupture., PFragments
from these bursting presgure vessels
often acquire large velocities and can
travel great distances resulting in
considerable damage. A large fragment
from a vessel contairing a liquid fuel
vwhich vaporizes after fracture can be
propelled like a rocket, and fire dam-
age from burning fuel emitted along its
trajectory as well as severe impact
damage can occur. This paper describes
techniques for determining the veloci~-
ties of fragments from bursting gas
pressure vessels, the ranges of rocket-
ing fragments, and the ranges of frag-
ments which do not exhibit rocketing
behavior.

IXI. PRESSURE VESSELS
A. Fragment Velocities

The method developed by Taylor
and Price (1971) and modified by Baker,
et al (1975, Bessey (1974), and Bessey
and Kulesz (1975) for calculating velo-
cities of fragrnents from bursting
spherical and cylindrical gas reser-
voirs was further adapted (Baker, et
al 1978) to provide velocity calcula=-
tions for unequal fragments from cylin-
drical gas vessels with hemispherical
endcaps (Fiqure l). To compute the
velocity cf fragments from bursting
cylinders which contain gas under pres-
sure, the following assumptions ware
made :

(1) The vessel with gas under
pressure breaks into two
unequal fragments along a
plane perpendicular to the
cylindrical axis, and the
two container fr.gments
are driven in opposite
directions.

(2) Gas within the vessel obeys
the ideal gas law.

(3) Originally contained gas es-
capes from the vessel through
the opening between the frag-
ments into a surrounding va-
cuum. The escaping gas tra-
vels perpendicular to tue
direction of motion of the
fragments with local sonic
velocity.

(4) Energy necessary to break
the vessel walls is neg-
ligible compared to the
total energy of the system.

(S5) Drag and lift forces are
ignored since the distance
the fragment travels before
it attains its maximum vel-
ocity is too short for
these forces to have a sig-
nificant effect.

A schematic depicting the essential
characteristics of the modified solution
for bursting cylinders is shown in Fig-
ure 2. Before accelerating into an
exterior vacuum, the cylinder has in~
ternal volume v°° ind contains a per-~

fect gas of adiabatic exponent (ratio
of specific heats) y and gas constant
R with initial pressure P°° and temp-

erature Too (Figure 2a). At a time

¢ = 0, rupture occurs along a perimeter
n, and the two fragments are propelled
in opposite directions due to forces
applied against the area F which is
perpendicular to the axis of motion

of the fragments (Figure 2b). The
masses of the fragments, Ml and Mz' are

considered large relative to the mass
of the remaining gas at elevated
pressure (Figure 2c).

The equations of motion and initial
conditions of the two fragments are:

FIGURE 1, ASSUMED BREAKUP INTO TWO UNEQUAL FRAGMENTS

i
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d Xy (1) dx1 (0)
Hl —dtz— = Fpl (T), with xl (o) = 0, T =0 (1)
2
4 x, (t) dx2 (0)
Mz —a—:r— = sz (1’), with x2 () =0, -—d—T———' =0 (2)
where subscripcs refer to each fragment where y is the adiabatic exponent
and x is a displacement distance taken (ratio of specific heats) for an ideal
along the axis of motion. To allow for gas. The volume is assumed to be vari-
cylindrical containment vessels, the able and can be described by
cross-sectional area F over which the
force is applied becomes V(1) =V + Fx (9)
o oo
F =1 (r-C )2 (3)
t Nearly all of the gas is assumed

to be accelerated with the fragments,
with gas immediately adjacent to the
fragments being accelerated to the vel-
linder. ocity of the fragments. From simple
one~dimensional flow relationships,

where Ct is the thickness of the cy-

The equation of state for the un-
accelerated gas remaining within the

confinement of the container fragments -1
is Pl(r) = P (1)
I[a ()]
P (1) Vv_ (1) = C(1) RT (1) (4)
° ° ° 2 \v/(x-1)
(1)
where subscript "o" denotes reservoir dr
conditions immediately ¢ fter failure, (10)
R is the gas constant, P is pressure, -1
V is volume, T is temperature and C(rt) (t) =P (1) {1 - -—1—————7
is the mass of gas confined at high 2{a ()]
pressure as a function of time. The
rate of change of the confined mass is
[dxz(r)] 2) /¢x=1)
QEET%}L =k x p,a, (5) B
_ To generalize the solution, one can use
where x = x) + x,, (6) the following nondimensional forms of

k is the coefficient of discharge in the the variables:
area between the fragments, and p, is
the gas density at critical gas velo-

city a,. The expression for perimeter

Dimension: »’:) = Xg(z), x,(r) = qu(CL

xz(r) = ng(c)

m is
T = (11)
I = 2nr (7) Time: T X4
Gas density p, and a, are standard Pressure: PO(T) = Poop*(r)
expressions
() 2 - 1/(y=1) The relationships between the deriva-
pw = polt) , tives are
\v + 7/
5 1/2 (8)
* % () (Y + 1 )
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Y+l

2 Y=
dxz(r) X B-k(y+1)

( 2 )1/2 nvoo

(15)
2 R 2
d xl(f)
"—-—2—' qg? (z),
dr ol 1 Differences between the Tazylor and Price
solution for spheres and our solution
(12) for cylinders, with spherical caps being
2 a special case of cylinder: occur in
d xz(r) X the determination of area ™ given by
—— gi‘ (z) Equation (3) and perimeter | given in
dr ) Equation (7) where = is cylindrical

radius instead of sphericai radius. A
difference also exists in the calcula~-
tion of initial volume of tl.. gas which,

ar_(r) P for the cylindrical case with spherical
__22__ = 00 P; segment endcaps with one base, becomes
dr 6

Initial conditions are:

ax, (0)  dx,(0) Voo = "{(“"Ct)z Cy * (Ez - Et)

dr = dr = (16)

[N RE-2)

where r ir the cylindrical radius, C!

xl(O) = x2(0)

(13)

91(0) = 92(0) gi(O) = 95(0) = 0

iz the length of the cylinder excluding
and P,(0) =1 the endcaps, El is the endcap length,

and Et is the endcap thickness.
where primes denote differentiation with

respect to 7. The pair of charact ~<is- For the adiabatic case,
tic values rur dimension X and time 6
chosen by Taylor and Price are: X

Y y=1
) PO(T) =[?°(T)] =[%°(T)}
X = Moo (_‘Z__) Poo Poo Too

' 17
F Poo Y 1 jb& (17
(14) i_ao(”]y-
M a 1/2 =
t oo ( 2 ) a
6 = =1 L oo
F Poo Y
The final derived equations contain two Substitution of Equations (10), (12)
dimensionless groups which define the through (15), and (17) into Equations
nature of the solutions, these are (1) and (2) gives
PV , 2 v/ {y=1)
o = 90 00 My 9;
Mtaoo E 1 =P, |1 -(:-(m (l8a)
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by analogy,

2 v/ (y=1)
" geemp |2 9
U R b 20767 | I

Differentiation of Equation (4) ¢ a sub~
stitution of Equations (5) throuyh (9),
(11} and (12) yields

P‘
-1)¢l + . 81 op (Y=1)/2v__ ..
9 =~ gP =-vg
[(17- ] L (19)
In the solution for equal fragments, the
fragment masses are equal, and the equa-
tions for the motion of the two frag-
ments become identical. However, since
the fragment masses in the new solution
are unequal, the equations of motion
become

2 v/{(y-1)
M H
gaa = __t P‘ 1 - 1
1N p.“"m'/' i (20
2 \ v/(y1)
M (- 4
o mwtp 1~ 2
%2 TH, p.(v-157v

Rearranging terms in Equation (19) pro-
duced

BY (g +g,)p, 3T /2Y_ (giaqp,

Y {(151) at (5 gz)}

21)

For initial .onditions, 91(0) =0, 92(0)
=0, qi(O) = 0, 95(0) = 0, and P,(0) =1,

nondimensional values of distance, velo-
city, acceleration and pressure as a
function of time can be calculated by
solving Equations (20) and (21) simul-
taneously using the Runge=-Kutta msiaod
of numerical iteration. Dimensional
values can then be calculateu .Jrom

T =0z, xl(t) - XQl(:). xz(t)

= Xg,(0), x{(0) = ¥ g7(2), x3(n)
(22)
- % gi(r). xi‘(t) = f% gi'(c)v

X3 (1) = By 937 (6), Bo(r) = B oPy(c)
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A- computer program was written to
solve the equations, and several computer
runs were made for various initial
conditions. Computer runs were also
made for gas pressure vessels bursting
into two or more equal fragwents (Baker,
et al, 1975 and Baker et al, 1978).
When the computer program was run for
cylinders bursting into two pieces
and with large length-to-diameter
ratios, it was found that the exit area,
when the velocity stabiliized, was
qgre-ter than the combhiied cross-
sectional open area of the two frag-
ments., Thus, as the distance between
fragments increased beyond a certain
point (the radius of the cylinder, in
this case), the computer program pre-
dicted larger losses in gas mass and
pressure “han possible. The final re-
sult was prediction of lower velocities
than possible. To remedy the situa-
tion, the computer code was stopped
when the exit area calcuvlated in the
program equaled the combined cross-
sectional open area of the two frag-
ments. Final velocity of each frag-
ment was then determined by deveioping
and exercisiny a computer code based
on ideal gas .aw isentropic expansion
through the opan cross-section (exit
area) of each fragment. Input to this
"rocketing" comp.ter code were the
initial velocity from the computer code
above, the state variables of the gas
at the atart of the calculations, the
mass of the fragment, and geometrical
aspects of the fragment. The results
from all of the computer runs coalesced
into convenient graphical form after
performing the model analysis desccibed
below.

B. Model Analysis

The model analysis was patterned
after vhe techniques described by Baker,
Westine, and Dodge (1872). The physi-
cal pa‘ameters which are indigenous to
the problem are listed in Table 1 and
include vessel characteristica, gas
properties, and a response term, Since
only spheres and cylinders with hemis-
pherical c..2caps and with an L/D ratio
of 10.0 (includes the endcaps) are being
considexed, one needs to include the
vessel's diameter d, thickness h, length
%, volume V, mass Mc' the yield strength,

.. of the material of the vessel'=z walls,

and the number of fragments n that the
vessel breaks into., It is assumed that
the vessel breaks into n equal fragments.
Cylinders break into either two equal
fragments along a plane perpendicular to
the axis of symmetry or n equal strip
fragments along the (ylindrical wall
(endcaps are ignored). The special

case involving cylinders breaking into



TABLE 1

PERTINENT PARAMETERS FOR BURSTING ZPHERICAL AND
CYLINDRICAL CONTAINMENT VE'SSELS

SYMBOL DESCRIJTION DIMENSIONS® [
d diameter L
* thickness L
L length L
v volume L3
Hc mass of container FTz/L
°y yield strength of material F/L2
n number of fragments -—
Y ratio of specific heats -
RH ideal gas constant (adjusted for molecular Lz/Tze

weight)
a, speed of sound in gas L/T
Po Jurst pressure F/L2
T, initial temperature of gas ]
E energy of gas FL
Pa atmospheric pressure F/L2
u velocity of fragments L/T
* L = length

F = force

T = time

6 = temperature

two unequal fragments will be included
at the end of the mode. aralysis. The
relevant gas parameters are the ratio
of specific heats y, tie ideal gas con-
stant Ry which is adjusted for moleculur

weighc, the speed of sound a, of the gas,
the pressure Po of the gas at burst, the
temperature T, of the contained gas at

burst, the energy F of the gac, and at-
mospheric pressure p, . ~he respcnse

term is the velocity u of the fragment,

There are 11 pi terms or nondimen-
sional ratlos which can be created from
the above 15 parameters using Bucking-
ham pi term thaory as erplained by Baker,
Westine, and Dcdge (1973)., Table 2
presents one possible list of these 11
pi torme. This list of 11 pi terms
can be reduced to a smaller number nf
pi terms by examining some interrela~
tionships among variables. There are
only two values for l/d(wz) being con-

sidered, spheres with an /4 of 1.0 and
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cylinders with hemispherical endcaps
and an &/d of 10,0, Since there are so
few values of ¢/¢, one might consider
putting several curves on one graph.

Pi terms L5 and ng are directly related

through the relationship
P i VAL A

For the sake of simplicity, pi term =
will be eliminated.

(23)

The thickness of the vessel is re-
lated to its diameter and the yield
strength of the vessel material. Con-
sider a sphere as shown in Figure 3a.
For the simplest design where the design
thickness is much smaller than the dia~-
meter of the vessel, the vessel will
burst when the foice exerted on the
vessel walls by the internal pressure
eyuals the force required to break the
vessel. If one considers that the ves-
sel (sphere) bursts in half, oue has



TABLE 2

LIST OF Pi TERMS FOR BURSTING
CONTAINMENT VESSELS

" g proportional to (Pj - Pa)ov *I
L5 g constant (equals 1.0 or 10.0)
Vo
"
3 a
" M a 2
4 Cc o
4
P
o
- X constant
5 P,
1!’6 14
n Y —— l
7 — - .
a yRMTo (see "y and LERY, i
RMTO y
/
"8 -7
3
!
” Po
? Pa
E (Po - pa)vo
1\'10 p_h;f E = —m-)-— (see ‘"3, 1Y7 and 1?9
a
L3 u
11 5;
— - — — .__{,.
wdz
(po - pa) == g)"dh (24) (£q = P,)d2 = o 2th (26,
or or
P -p
h o _"a (p_ - p,)
47wy OB CRC @
b4

The most likely plane of fracture
of a cylinder ma“e of a homogeneous
material ie along the longitudinal axis
as shcwn in Figure 3b. For vessels
whose thickness is much smaller than
its .iameter, the vessel will burst
when the force exerted on the vessel
walls by the internal pressure equals
the force required ’ » breal the vessel.
Thus,
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Equacions (25) and (26) indicate
that (h/d) is proportioral to
(P° - pa)/° and thus pi term "

can be eliminated. If one assunes that
only one material with one yield
strength will be used in constructing
the veessel, the- " term L can aiso

be elimirated.
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(a) Sphere

FIGURE 3.

“nergy E in the gas is defined as

(Po - pa)vo

— (28)

E =

Pi term L contains Po and P,s T3 con-
tains v° and T, contains y. Therefore,

the energy of the gas is completely de-
fined by these other pi terms and pi
term =, , can be eliminated.

Variables in LF and Tg appear in
L and LI It weems logical that the

problem has been overdefined and that
Ll and Ty can be excluded from the

anelysis.

Since Tar Ty and %9 have some terms
in common, it is beneficial to combine

them. Thus, one has
Tl o= ("9)("3) = -59;9-— (29)
9 Try) Mo ¥R To

Substituting (Po - pa) for Po in order

to emphasize the importance of the dif-
ferential in pressure between the inside
and outside of the vessel walls, one

obtains the abscissa of Figure 4, Plot-
ting ), with Equation (23) substituted

for a , versus the term in Equation (29)
yields the desired result, Figure 4
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(b) Cylinder

DETERMINA1.ON OF VESSEL THICKNESS

consolidates the presentation of the
analysis of aliowing one to plot sever-
al curves for different L/D ratios and
numbers of fragments n on one curve and
still maintain accurate estimation of
fragment velocity u. Several computer
checks have shown that the curves pre-
sented in Figure 4 can be used for mat-
erials of different densities and yield
strengths, prov.ded that the thickness
of the veasel is less than 1/3 of the
diameter of the vessel. For cylinders
bursting into three or more "strip"®
fragments as explained in Baker, Kulesz,
et al (1975), the hemispherical endcaps
were ignored. The dashed lines shown
in Figure 4 demonstrate the variance in
the results from the computer runs using
many u..ferent input condition combine-
ations,

Some cases were run for cylinders
with hemispherical endcaps and an L/D
ratio of 10,0 which burst into two
unequal segments perpendicular to the
cylindrical axis cf symmetry. It
seemed reasonable that the velocity of
each fragment would be related to the
velocity of the fragments from cylinders
bursting in half by some constant k
which depends on the unequal fragment's
fraction of the total mass of the con-
tainer. Figure 5 was plotted from an
average of several computer runs for
unequal fragments and the results show
amazing consistency. Note that for
equal fragments k equals 1.,0. For un-
equal fragments from bursting cylinders
(two fragments total), one must deter-
mine the fragment's fraction of the
total mass and find k in Figure 5.
dashed lines in Figure 5 demonstrate

The
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the variance in the results from the
computer runs using many different input
condition combinations. Once k is known,
Pigure 4 can be used to calculate the
velocity of the fragment. This figure
can be used for hydrogen, air, argon,
helium and carbon dioxide gases. The
accuracy of predictions decreases when
burst pressures are greater than 66.9
MPa (10,000 psi) because of phase
changes in the gases.

III. ROCKETING FRAGMENT

In an accident involving propellant
(propane, butane, etc.) storage systems,
fragments are often generated anéd pro-
palled by che force of an explosion.
The fragments jenerated in an explosion
which travel larye distances typically
are of much smaller mass than that of
the storage vessel. However, in some
instances, a large portion or portions
of the vessel (greater than one-fourth)
will break free intact and will travel
larger distances than would be possible
solely from the force ot the explosion,
These large fragments exhibit a rocket-
ing behavior which results from the
changing of the liquid propellant into
a gas when the external pressure is re-
Jeased during the fracturing of the
vessel. The gas escapes from the open-
ing in the vessel in a manner similar
to gas exiting a rocket motor and pro-
pels the fragment to great distances.

!

L)

L4

/

e . K3 .z T CHIO

Figure 6 schematically demonstrates
the fragment rocketing process. After
a portion of the vessel breaks off, the
remaining portion of the tank emits gas
out of its opsn end as the fluid in the
tank vaporizes. This mass flows out of
the aft end of the tank and produces a
force F(t) in the direction opposite
to the mass flow which varies as a
function of time t, and the tank accel-
erates along a trajectory angle 6 with
raspect to the horiszontal axis (ground).
The force of gravity Mg alsc acts on the
vessel inhibiting its verticai ascent.
Vertical and horizontal inertial
forces My and Mx, respectively, com-
plete the simplified free-body diagram
in Pigure 6. Drag and 1ift forces are
agssumed to be much smaller than the
thrust and gravitational forces and
are ignored, It is also assumed that
the "rocket” never changes its angle of
attack 6 during aics flight.

The equations of motion for this

simplified rocketing problem are then

M(t)g ~ M(t)} - P(t)sin 6 = 0 (30)
and

M(t)x - F(t)cos & = 0 (31)

Pa

FIGURE 6.
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Note that the mass (mass of the frag-
ment and its contents) as well as the
force, changes with time. From basic
rocketry, the thrust P is

v ?
¥ =A, (.‘%g. +p, - po) (32)
where
A_= axit area
= exit velocity
v_ = goecific volume of the gas

g = gravity constan:
Pe = exit pressure

Py = atmospheric pressure

Balancing the energy in the system, one
has

[]
hy+q=hy+ o= (33)

h, = enthalpy of the gas at time t

q '~ enerdy expended in heating the
gas

h_ = enthalpy of the gas at the

nogzle (exit)

1f the gas expansion is isentropic,
q = 0, and Equation (33) reduces to

v 2
'ﬁ;— =h = hy (34)

Flow continuity gives
wv = AU (3%)

where w is the mass flow rate.

To determine the fragment's trajec-
tory, one starts with a wet vapor in a
tank having known initial state condi-~
tions of precssure By’ specific volume

vy entropy 8 and enthalpy hi which

can be determined from tables of thermo-
dynamic properties. One next assumes
isentropic expansion through the nozzle,
that is

s, (36)

Si+1" %

where s, is the entropy of the gas at
the nozzle (exit) and 5 . is the
entropy at time ti +1°

When the backpressure Py is less
than the critical pressure P given by

*
o, = 0,58 Py (37)

the flow will be sonic and Pq in Equa~-
tion (32) equals Pge When the backpres-
sure p, is greater than the critical
pressure p., then Pg equals P, in Equa-

tion (32). Also, the pressure in the
vessel at time t 41 is given by

Py +1" P (38)

Equations (36) and (38) allow one
to obtain the value for hz, the enthalpy

at time t .+ from the table of ther~

modynamic properties once one knows the
values of -. and Py* Equation (34)

gives Ue' and th2 thrust obtained by

substitution into Bquation (32). At the
exit, Equation (35) gives

w_ =AU (39)

where v. is also obtained from the ther-

modynamic tables. 1In reality, the state
variables of the gas within the tank
change continuously, but, for computa-
tional purposes, we will assume quasi-
steady flow. From Equation (39), one
can obtain the mass flow rate w and
calculate a nev total mass of the fluid
after a small time At from

* Equation (37) can be found in Small-
wood and Potter (1946) p. 101, The co-
efficient 0.58 is an approximation and
is equal to the critical gas flow con-
stant for initially saturated steam.
For a perfect gas, the cosfficient is

(72 )(}EI)

=T » For this to be 0,58, ¥
would have to be 1.1,
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"1 +1" "1 - 7 At (40) Yi s1 " at “L - + Yy (45)
After this time, a new specific volume and
can be determined from
. (Picose)
x = At + X (46)
v -V (41) i+ M, i
i+l oM

where V is the total volume of the frag-
ment. Knowing vi 4+ | One can then ob-

tain P{ +1 from the table of thermo-
dynamic properties of the gas and start
a second iteration.

The above iteration process con-
tinues until backpressure Py is graater
than the critical pressure in Equation

(31). Then the flow becomes subsonic
and Equation (32) reduces to
0‘2
F= AQ @ (‘2)

Some thrusting will continue until the
internal pressure Pn equals Py’ and the

state of the gas in the vessel after n
iterations lies on the P, isobar,

To complete the process of calcu-
lating tank acceleration, velocity, and
position one must solve Equations (30)
and (31) during each iteration. The
accelerations in the y and x directions
are given by

- Filinﬁ 3

yi = —Ti— -4g ( )
and

. ricoce

xi = —-ﬁz— (44)

Assuming the thrust LA and mass of the
vessel and encloged substance Mi to be
constant during the time step At, one
can obtain velocity for time ti + 1 by
integrating Equations (43) and (44)
obtaining
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where
y(o) = x(o) = 0

Integrating Equations (45) and (46), one
can obtain displacement from

atl (riuno

Vi = T \"H, 9) typat by, 4D

and

{48)

2 [P, ,cosb
At i .
X " T( W, )* xgdt + x;
where y(o) = x(o) = 0

The thermodynamic procesaes follow-
ed by the expanding fluids are shown on
the pressure-volume (p = v) plane and
temperature entropy (T - s) plane in
Figures 7 and 8, respectively.

A computer program was written to
perform computations for determining
acceleration, velocity, and position
of a thrusting fragment as a function
of time., The program was exercised
using the state properties of propane
gas to compare with measurements made
after propane/butane accidents., The
results of the computations shown in
Table 3 are in good agreement with the
accident statistics, especially when
one takes the nncertaincty of the initial
conditions into account. Unfortunately,
we were unable to find any further in-
formation for comparison,

IV, RANGE

The analysis for calculating the
range of a fragment once it has ac-
quired an initial velocity is presented
in detail in Baker, et al (1975).
Allowing for the effect of drag and
lif: forces, one can calculate the
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TABLE 3.

COMPARISON CF COMPUTER PREDICTED RANGES AND REPORTED
RANGES FOR ACCIDENTS INVOLVING ROCKETING PRAGMENTS
{From Baker, et al., 1978)
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horizontal and vertical accelerations of X = horizontal velocity
a fragment from Y = vertical velocity
2 .2 X = horizontal acceleration
%= “ACpPo (X + Y) cos a Y = vertical acceleration
M (49) CD = drag coefficient
ALCLpo(xz + Yz) sin o Ay = drag area
o= L] c, = lift coefficient
AL = 1ift area
and
c (’.‘2 ‘.12) . %0 = density of air, kg/m3
. 0 + sin a
y--g-A“D" o M = mass, kg
. (50) ¢« = trajectory angle, radians
ALCLoo(xz + Yz) cos a a; = initial trajectory angle,
+— T radians
g = acceleration of gravity
-~ .. vhere at t = 0
X = tlngl. \ L]
Y = altitude, m X = vicon oy (51)
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By

Y = v.sin o (52)

i i

By solving the two second-order differen~
tial equations simultaneously, one can
obtain velocity, and by numerically
integrating the velocities, one can ob-
tain the displacement, i.e., fragment
range.

In crder to generalize the analysis
for determining the range of a flying
fragment from a bursting spherical or
cylindrical container, a model analysis
was performed. The pertinent physical
parameters in the analysis, i.e., drag
coefficient, drag area, 1ift coeffi-
cient, lift area, mass, etc., together
with their fundamental dimensions, in a
mass, length, and time (M, L, T) system
are listed in Table 4,

TABLE 4

LIST OF DIMENSIONAI, PARAMETERS
FOR FRAGMENT TRAJECTORIES

Parameter Diaension
CDADDO M/L
CLALoo M/L

v L/T
M M
g L/m
R L
c -

The coefficient of 1ift, the lift
area, and the density of air are inter-
related as are the coefficient of drag,
the drag arca, and the density of air,
These parameters are combined in the
table, The dimensional analysis pro-
duced the dimensionless parameters con-
tained in Table 5. With the aid of the
model analysis, the results of a large
number of computer runs, exercised to
obtain the range of fragments which
have varieus initial flight conditions,
can be consclidated into simple graph~-
ical form (Figure 9). Procedure for
their use are:

Step 1. Calculate the lift/drag ratio

Xy
D

a—g for the fragment.
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Step 2. Calculate the velocity term
2
p C \'4
- _2_9:2—- for the fragment,
Mg
Step 3. Select the curve on the graph

for the appropriate lift/drag ratio,
locate the velocity term on the hori-
zontal axis; find the corresponding

p C AR

o' DD

range term, —N and determine

the range, R.

TABLE 5.

DIMENSIONLESS PARAMETERS (PI TERMS)
FOR FRAGMENT TRAJECTORIES

'ul a
2
\'J
x poCDAD
2 Mg
. DOCUADR
3 M
. CIAL
4 CDK;

ClrL
For lift to drag ratios o that
D"'D
are not on the curve, a linear interpol-
ation procedure can be used to determine
the range from the curve. Interpolation
in the steep areas of the curve can
causc considerable error and it is
recommended that, for these cases, the
computer code FRISB be exercised.

V. CONCLUSIONE

This paper summarizes some useful
techniques for determining the velocity
of fragments from bursting pressure
vesgsels, the velocity and range »f large
fragments containing an evapcrating
fluid, and the range of fragnents sub~
jected to drag and 1lift forces during
flight., Results of computer analysis
of the bursting gas pressure vessels and
the range of flying fragments are sum-
marized in convenient graphical form,
over a broad range of applicability,
using similitude theory.
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