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Abstract—Quasi-Square Wave mode with Zero Voltage Switching (QSW-ZVS) is an operation mode in which the switching losses can be minimized. However, a large inductance current ripple is needed in this mode, which limits the maximum attainable power of the topology. A possible way to increase the power managed by a QSW-ZVS mode converter is to use a modular converter. An Input Parallel Output Parallel (IPOP) arrangement, in which the current can be shared among the modules, can increase the total power proportionally to the number of modules. This paper addresses two main proposals. The first one is a master-slave technique to extend the QSW-ZVS mode to an IPOP modular converter, achieving an interleaved solution which minimizes the total input current ripple and assures the current balance among the modules. The second one is a comparison of four different control techniques applied to the IPOP modular converter to improve the overall efficiency at light to medium load: balanced master-slave technique, master-slave with phase-shedding, asymmetrical master-slave and burst mode (or hysteretic control). These four strategies are theoretically analyzed, experimentally validated and compared using a 150V to 400V 2kW modular IPOP prototype made up of four synchronous boost converter operating in QSW-ZVS mode.
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I. INTRODUCTION

E


ergy management is one of the well-established topics in today’s concerns related to power electronics. Energy recovery systems [1]-[4], energy storage systems [5]-[9], renewable energies and zero emissions buildings [10]-[12], DC distribution grids and smart grids [12]-[16] are good examples of this topic. In these applications, an energy storage device is present in the power architecture, so a bidirectional DC-DC power converter is needed to manage it. Furthermore, DC-DC power converters are traditionally designed to achieve the highest efficiency when they work at full power. However, in the previously stated applications converter efficiency at intermediate and low power levels is actually more important due to the charge and discharge process of the energy storage element. Therefore, a bidirectional DC-DC converter with a high efficiency at medium and light load is required in these applications.
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The simplest bidirectional DC-DC power converter is the synchronous boost or buck converter [17], shown in Fig. 1. This topology is suitable for applications in which input and output voltages are close to each other and no galvanic isolation is needed for safety reasons. This converter can operate into different operation modes, as it is widely known. Continuous Conduction Mode (CCM) with a large inductance value allows to work with a small inductor current ripple, which is desirable for energy storage systems. However, the switching losses are dominant in this mode and might limit its performance in terms of the switching frequency (i.e. low power density) or total power. Quasi-Square Wave Mode with Zero Voltage Switching (QSW-ZVS), also known as Triangular Current Mode (TCM) is another operation mode which can be applied to this converter if the inductance value is reduced [18]. In this mode, during the dead time between the gate signals of the transistors, the inductance current becomes negative, forming a resonant circuit with the parasitic output capacitance of $S_1 (C_{DS1})$. Due to the resonance, the capacitor can be fully discharged and Zero Voltage Switching (ZVS) can then be achieved when $S_1$ is turned on. Moreover, in this case, $S_2$ is turned-off close to Zero Current Switching (ZCS), hence, the overall switching losses are reduced drastically. Nevertheless, the price to be paid in this operation mode is that a large current ripple is needed which is a disadvantage for energy storage applications.

Modular converters (also known as multiphase converters or composite converters) are formed by several converters (called here modules) connected in a particular arrangement (series, parallel or cascade) to take advantage of the reduction of current or voltage stress, in comparison with a stand-alone converter [19]-[21]. The Input Parallel Output Parallel (IPOP) connection has been widely used in DC-DC power converters in combination with an interleaved control [22]-[25]. This interleaved technique allows to reduce the total current ripple of the resulting IPOP modular converter, becoming an interesting approach for high power applications. Hence, an IPOP modular converter is suitable to minimize the

![Fig. 1. Synchronous boost converter.](image-url)
aforementioned disadvantage of QSW-ZVS mode, which is the large current ripple. Furthermore, another advantage of an IPOP modular converter is the scale laws which are inherent in any modular converter [19]. These scale laws allow to use better devices in terms of losses, and then, to increase even more the overall efficiency in the modular IPOP converter in comparison with a stand-alone converter.

This work faces two challenges. The first one is to develop a very simple control strategy for an IPOP modular converter composed by several synchronous boost converters operating in QSW-ZVS mode. The main goal of this first task is to develop a control technique to extend easily a variable switching frequency control to properly operate in QSW-ZVS mode for a modular converter. Moreover, this control has to deal with the current sharing among the modules and with the interleaved phase-shift, in order to reduce the input current ripple. Therefore, the advantages of QSW-ZVS operation mode (very high efficiency at full load and also a high efficiency at light load) can be extended to higher power levels, minimizing, at the same time, one of the problems of this operation mode (the high current ripple). The second challenge addressed in this paper is to propose some control techniques for an IPOP modular converter based on QSW-ZVS synchronous boost modules, to take advantage of the modular approach to improve even further the overall efficiency at medium and light load.

This paper is organized as follows. In Section II, a master-slave technique is presented and analyzed to control an IPOP modular converter. The proposed technique is developed to adopt an interleaved control for QSW-ZVS mode for reducing the current ripple. In Section III, three different control strategies to improve an IPOP modular QSW-ZVS converter efficiency are summarized and compared in terms of the overall losses: phase-shedding, asymmetrical master-slave and burst mode. The experimental results are presented in Section IV. An IPOP modular converter formed by four, up to six synchronous boost converters working in QSW-ZVS mode is built to validate and to compare the theoretical and experimental results. Finally, in Section V the main conclusions of this paper are outlined.

II. CONNECTING QSW-ZVS CONVERTERS IN PARALLEL

A. Variable frequency QSW-ZVS mode and its problematic

In this section, some important parameters of QSW-ZVS operation mode are summarized, even though this operation mode is well known in the literature. However, these parameters will play an important role in the analyzed modular techniques, as the variable switching frequency control.

The ideal waveforms of a synchronous boost converter operating in QSW-ZVS mode can be seen in Fig. 2. Four regions are observed during each switching period (T): the magnetizing interval (i.e. on-time, \( t_{on} \)), the demagnetizing interval (i.e. off-time, \( t_{off} \)), and two dead times (\( t_{d1} \) and \( t_{d2} \)). The on-time and off-time regions are known as linear intervals, while both dead time regions are known as resonant intervals. The lower limit for the first dead time (\( t_{d1} \)) is constrained by the need to avoid a short-circuit when \( S_2 \) is turned on and \( S_1 \) is turned off. On the other hand, excessive large values of \( t_{d1} \) will result in higher losses in the parasitic body diode of \( S_2 \). During the second dead time (\( t_{d2} \)) the inductance current becomes negative, forming a resonant circuit with the parasitic output capacitance of \( S_1 \) (\( C_{DS1} \)). Due to the resonance, the diode can be fully discharged and ZVS can then be achieved when \( S_1 \) is turned on. Moreover, in this case, \( S_2 \) is turned-off close to Zero Current Switching (ZCS), hence, the overall switching losses are reduced drastically. Dead time \( t_{d1} \) has little importance and is neglected in most of the studies on QSW-ZVS, only the interval \( t_{d2} \) being considered for ZVS [18], [26] and [27].

A disadvantage of QSW-ZVS is the operation at light load. There are two possibilities to face this problem: operate at constant switching frequency [26], [28]-[30] or at variable switching frequency [31], [32]. With constant switching frequency, the level of reactive current of the converter increases when power decreases and, therefore the converter power losses increase, reducing the efficiency at light load. In the second approach, the dead time \( t_{d2} \) and the switching period are adjusted to keep exactly the necessary negative current to achieve ZVS, the lower the power, the higher the switching frequency. Following this variable switching frequency approach is possible to keep a high efficiency even at light load, which is desirable for the applications stated in this work. However, the price to be paid is the increase in the electromagnetic emissions and a more complex control, most of them based on peak current controls [31], software based calculations of \( t_{on} \), \( t_{off} \) and \( t_{d2} \) (with the subsequently increase in the processing time) [32] or in Look-up-Tables (LUT) [33]. To minimize the control stage complexity, a direct variable frequency control is proposed in [34]. In this approach, the switching period and the switching time intervals are generated directly based on two events: a Zero Current Detection (ZCD) for the inductor current and a Zero Voltage Detection (ZVD) for the drain-to-source voltage of \( S_1 \). Therefore, this approach is very simple and it does not have a high computational cost as the previous ones. In this paper, this particular control is extended to IPOP connection to maintain a high efficiency at light load operation.

An IPOP modular converter can extend the QSW-ZVS operation mode advantages to higher power levels. Nevertheless, the variable switching frequency performance
adds more complexity to the modular converter control, which also has to interleave all the modules and to balance the current among them. Some current sharing techniques can be adopted to minimize this problem [31]-[39]. However, most of them are based on an additional current control loop, which increases the complexity of the control stage, especially when a large number of modules are planned to be used as an IPOP modular converter. In this section a control technique to extend the direct variable frequency control proposed in [34] is going to be studied in order to simplify traditional current sharing solutions and to obtain a very simple control for an IPOP QSW-ZVS converter.

B. Master-slave technique for IPOP QSW-ZVS modular converters

A possible way to address the aforementioned challenge is to use a master-slave approach. This approach has been widely used in interleaving control techniques for AC-DC Power Factor Corrector converters [38], [39]. This section summarizes a description of how to adopt this technique for a QSW-ZVS operation mode with a direct frequency control.

Under the master-slave approach, one module plays the role of master. The other \( N-1 \) modules play the role of slaves (being \( N \) the total number of modules in the IPOP modular QSW-ZVS converter). Only the master module is operating in closed loop (the slave modules are operating in open loop). The master control stage uses the direct variable frequency control to generate its control signals. These control signals are shared among the slaves to be used as their own control signals in the next switching period. To illustrate this control, in Fig. 3 an example of the control signals of a master and a slave module is shown. This \( T_{\text{prev}} \) time interval is phase-shifted \( \phi \) degrees according to the interleaved strategy and the number of modules used (\( N \)) (i.e. \( \phi = 360/N \)). As the same on-time is applied to all the slaves, the current balancing is naturally achieved without the addition of any other control or circuitry.

Nevertheless, there are some small differences among the modules, due to the tolerances and component derating. So, there is a degree of freedom under this master-slave control, which is the second dead time \( t_{d2} \). This time is generated based on ZVD event for each module and it can be different for each converter, which is a difference in comparison with the traditional master-slave approach, and it can be adopted thanks to the use of the direct frequency control. This ZVD event is generated when the drain-to-source voltage of main transistor (\( S_1 \)) reaches zero. By adopting this solution, ZVS is achieved in all the modules, despite of the difference of the output capacitor value of each MOSFET among them. The price to be paid is a little current unbalance due to the different switching period of each module. However, it should be noted that \( t_{d2} \) is always several orders of magnitude lower than \( t_{\text{on}} \) and \( t_{\text{off}} \), so this unbalance is in general bearable. Therefore, a natural current sharing among modules is achieved by the application of the same switching time (\( T_{\text{prev}} \)) in all of them. The current sharing among the modules under this control technique strongly depends on the component values, especially in the inductance value. Even though a natural current balance is achieved, some differences may appear if this inductance is very different from one slave module to the other. However, in QSW-ZVS operation mode the inductor should be carefully design and build, because this inductance determines the maximum peak current and the nominal switching frequency. Hence, small variations of the inductance value are expected when this mode is used.

A basic diagram of the master-slave control technique is shown in Fig. 4. As can be seen, the master module needs 5 different input signals which are: the number of slaves (\( N \)), the discretized output voltage which is coming from an analog-to-digital converter (named here as ADC), the ZCD and ZVD events from the direct frequency control previously detailed, and the value of \( t_{d1} \), which is constant.

The slave module only needs four input signals, which are: the number of slaves (\( N \)), the previous time from the master (\( T_{\text{prev}} \), i.e. \( t_{\text{on}}+t_{\text{off}}+t_{d1} \)), the ZVD event from the direct frequency control and a synchronization signal (i.e. \( \text{sync} \)). This signal is needed to apply the phase-shift between the control signals of different slave modules, according to the interleaving approach. In this case, the main switch signal of the master (\( S_1 \)) is used as synchronization.

A detailed control block diagram for this master-slave strategy is shown in Fig. 5. The master module (see Fig. 5(a)) generates two complementary Digital Pulse Width Modulated

![Fig. 3. Example of control waveforms for master-slave solution.](image-url)

![Fig. 4. Master-slave control diagram.](image-url)
(DPWM) signals \(d[n]\) and \(d_c[n]\) from the ADC after being processed by the regulator and ZCD event. A discrete regulator determines the on-time based on the output voltage sensed \((v_o[n])\) and the ZCD event determines the off-time. Then, a dead time generator applies both dead times (i.e. \(t_{d1}\) and \(t_{d2}\)), the former being constant, the latter based on the ZVD event. An enable signal \((ENB)\) is also added for safety reasons.

The block diagram of a slave module is slightly different (see Fig. 5(b)). In this case, both complementary DPWM signals are obtained directly from the input information coming from the master (i.e. \(T_{prev}\)). A phase-shift generator is used here with signals \(N\) and \(sync\) to phase-shift the digital ramp (and consequently the DPWM signal). Finally, ZVD event is also used to define the second dead time \(t_{d2}\) as in the master case.

III. PROPOSED CONTROL TECHNIQUES TO IMPROVE EFFICIENCY

The previously stated master-slave technique can extend the direct frequency control to an IPOP modular converter, assuring a good current balance among the modules. However, this totally balance approach could not provide the maximum efficiency. To illustrate this point, suppose a general IPOP converter, independently of the control strategy applied.

Each module has an input and output currents named here as \(I_{in}\) and \(I_{on}\) for a given \(n\)-module. Furthermore, each module also has a certain amount of losses (for the \(n\)-module, \(P_{Ln}\)) and, therefore a certain efficiency \((\eta_n)\).

Based on this general structure, the total efficiency of the modular converter can be calculated based on the individual efficiency of each module. Hence, the efficiency of a module is defined as

\[
\eta_n = \frac{P_{on}}{P_{in}} = \frac{V_{on} \cdot I_{on}}{V_{in} \cdot I_{in}} = \frac{V_{o} \cdot I_{on}}{V_{i} \cdot I_{in}}
\]  

(1)

In an IPOP modular converter, the total input and output currents are the sum of the input and output currents of each module,

\[
I_o = \sum_{n=1}^{N} I_{on}
\]  

(2)

\[
I_i = \sum_{n=1}^{N} I_{in}
\]  

(3)

Then, the total efficiency of an IPOP modular converter can be expressed as

\[
\eta_T = \frac{P_o}{P_i} = \frac{\sum_{n=1}^{N} P_{on}}{\sum_{n=1}^{N} P_{in}} = \frac{\sum_{n=1}^{N} P_{Ln}}{\sum_{n=1}^{N} P_{in}}
\]  

(4)

where \(P_{on}\) and \(P_{in}\) are the output and input power of a given \(n\)-module. This efficiency can also be calculated in terms of the losses of each module, as

\[
\eta_T = \frac{P_{o}}{P_{i}} = \frac{P_{o} - P_{LT}}{P_{i}} = \frac{P_{o} - \sum_{n=1}^{N} P_{Ln}}{P_{i}}
\]  

(5)

where \(P_{LT}\) are the power losses of the IPOP modular converter. Equations (4) and (5) are always valid for an IPOP modular converter, independently of the control strategy applied.

In the master-slave control strategy, all the modules operate, theoretically, with the same power and current balanced. In order to simplify the explanation, a linear variation of total power \(P_o\) will be considered for all the cases (see Fig. 7). So, if \(P_o\) of the modular converter varies linearly from 0 to the maximum power \(P_T\), then the power of each module varies following the same pattern from 0 to \(P_T/N\).

This basic power profile example is shown in Fig. 7(a). Under this balanced current control the previously expressions can be simplified by imposing that all the modules work with the same current level,

\[
I_{on} = \frac{I_o}{N} = \frac{P_o}{N} \quad (6)
\]

\[
I_{in} = \frac{I_i}{N} = \frac{P_i}{N} \quad (7)
\]

Then, using (6) and (7) and replacing them into (4) and (5) yields

\[
\eta_T = \frac{P_o}{P_i} = \frac{V_{o} \cdot \sum_{n=1}^{N} I_{on}}{V_{i} \cdot \sum_{n=1}^{N} I_{in}} = \frac{V_{o} \cdot N \cdot I_{on}}{V_{i} \cdot N \cdot I_{in}} = \eta_n
\]  

(8)

\[
\eta_T = \frac{P_o}{P_i} = \frac{P_{o} - P_{LT}}{P_{i}} = \frac{P_{o} - N \cdot P_{Ln}}{P_{i}}
\]  

(9)
As it seems logical, equation (8) establishes that the efficiency of the IPOP modular converter when is controlled with a balanced current technique is the same as the efficiency of a module. Moreover, from another point of view, the total losses of an IPOP modular converter are N times the losses of a module (9). Therefore, this control strategy is not increasing the efficiency in comparison with a standalone converter. In this section, three different control techniques will be explored to take advantage of the modular design in order to improve this efficiency.

A. Phase-shedding (sequential turn-on)

The phase-shedding technique has been proposed in [40]-[43]. This control technique is based on sequentially turn-on the modules when the power increases and vice-versa. Hence, only the modules needed are active (i.e. providing energy to the load) depending on the total power demanded, reducing the total losses of the modular converter. The classic approach to implement this phase-shedding technique is based on an extra functionality of the controller which implies a module manager or similar control block. This new block determines the number of modules which must be active, and how much power they have to provide. Most precisely, the previous proposed approach is depicted in Fig. 7(b). As can be seen, for a linear variation on the total output power \( P_T \) demanded from 0 to \( P_T \), each module increases its power till it reaches its maximum attainable value \( P_T/N \). The rest of the modules keep disconnected (i.e. without processing any power). Then, another module is turned-on and this scheme is repeated till the total demanded power is fulfilled. The inverse strategy is followed when total power decreases. The main problem of this technique is the increase in the control complexity due to the necessity of a manager. As can be seen in Fig. 7(b), every single module has to be able to vary its own power and the control has to deal with the turn-on and turn-off process of the whole modular converter.

A possible way to implement this technique in a very simple way is to take advantage of the master-slave control explained in the previous section. Instead of allowing all the modules to vary its power, under this solution only the master module is performed to change its power. The other modules operate in open loop and at constant power (i.e. at its maximum attainable power, \( P_T/N \)). Therefore, the master module (manager) only has to deal with the turn-on and turn-off of slaves modules. The same power profile example using this method is shown in Fig. 7(c). This solution is simpler than the previous one and it is more flexible because the addition of a new slave module does not change the control strategy of the modular converter (as it will be shown later on).

This approach has a limitation regarding the component tolerances, which is related to the ZVS condition. Under this control technique, all the slave modules work with constant \( t_{d2} \). This parameter \( t_{d2} \) depends on the MOSFET output parasitic capacitor. Hence, if this capacitance varies among the different slave modules due some component tolerance then ZVS cannot be guaranteed during the dead time in all of them. In this case, partial ZVS operation is achieved instead, but the efficiency is not degraded a lot, as it has been proved in [44]. Moreover, if change were critical, then the ZVS operation would be used as in the balanced control technique, to assure full ZVS operation, but this solution is more complex than the use of the same \( t_{d2} \) for all the slave modules. Nevertheless, the manufacturing tolerances are low enough to expect very small variations of this parasitic capacitance.

This master-slave with phase-shedding control can be implemented following the control diagram shown in Fig. 8. Here, the master module uses the same input signals as the master-slave explained in the previous section (Fig. 5). However, now it generates two output signals for all the slaves: \( n_{slave} \) and \( n_{en} \). The index \( n_{slave} \) varies from 0 up to \( N-1 \) and is used to determine how many slaves modules must work together. The index \( n_{en} \) varies from \( n_{slave} \) down to 0, and is used for enabling the control signals of each slave module (i.e. to activate or deactivate a slave module). The phase-shift of the slave modules is also calculated based on \( n_{slave} \) and \( n_{en} \), as it will be explained later. The slave module has these indexes as inputs, as well as a synchronization signal as in the previous
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case. It should be noted that all the slave modules work with the same switching period (i.e. same $t_{on}$, $t_{off}$, $t_{d1}$ and $t_{d2}$). Hence, the current is naturally balanced among these modules without the addition of any other control circuitry due to the fact that all of them operate with the same amount of current (either at $P_f/N$ watts or zero watts).

The internal block diagrams for both master and slave modules are pretty similar to the previous technique shown in Fig. 5. The only difference here is the module manager. This block calculates both indexes $n_{slave}$ and $n_{en}$ depending on the total number of modules ($N$) and the output power. Once again, it should be highlighted that the master module is the only one which is operating in closed loop operation. The main challenge is the generation of the phase-shift according to the variable number of active slave modules, in order to keep them interleaved. First, the interleaving cannot be applied to all the modules because the master operates in closed loop with the direct frequency control. Therefore, this module operates with variable switching frequency. On the other hand, all the slaves operate in open loop, so they operate at constant switching frequency. Hence, the synchronization of a variable frequency signal with a constant frequency one require high computational effort, which implies the loss of simplicity needed in this control stage. Due to this, under this master-slave with phase-shedding control technique, only the slaves modules are interleaved each other. It should be noted that the more slaves operate, the lower the total input current ripple. At heavy load operation, the total input current ripple is lower in comparison with light load, in which few slaves operate together.

The second important thing to be taken into account is that the interleaved phase-shift ($\phi$) can be calculated with $n_{slave}$ and the switching period of a slave module ($T$) as $\phi = T/n_{slave}$. As synchronization signal, the slave module uses the control signal of the previous slave module for $S_1$. The first slave module is not synchronized and this signal is '0' (see Fig. 8). Hence, this phase-shift is always the same for all the slave modules, independently of their position. Moreover, the phase-shift value changes almost immediately when the master recalculates $n_{slave}$ depending on the output power.

Finally, the index $n_{en}$ is decreased in every slave module being $n_{slave}$ for slave number 1, $n_{slave}$-1 for slave number 2 and so on till it reaches 0. Therefore, by using this method, the slaves are enabled without any other calculation or addition of any other control block.

For this phase-shedding control strategy, the total losses of the IPOP modular converter can be calculated as

$$P_{L} = P_{L_{en}} + n_{ps} \cdot P_{L_{ps@P_{max}}}$$

where $P_{L_{en}}$ are the losses of the active module (i.e. the module which is varying its power), $P_{L_{ps@P_{max}}}$ are the losses of a module when it is working at its maximum power and $n_{ps}$ is the number of active modules which are working at its maximum power. This $n_{ps}$ might vary from 0 up to $N$-1. It should be highlighted that (10) is also valid for the master-slave with phase-shedding approach, in which $P_{L_{en}}$ will be the total losses of the master module and $P_{L_{ps@P_{max}}}$ will be the total losses of a slave and $n_{ps}$ will be the number of slaves ($n_{slave}$).

These losses can be minimized due to the slave modules operate in open loop and only at maximum power (only in one point). So, these modules can be optimized for working at this load, choosing the best components in terms of losses to obtain a maximum efficiency, thanks to QSW-ZVS operation mode. Furthermore, this master-slave with phase-shedding control can be easily applied to a QSW-ZVS synchronous boost converter due to the current source behavior of this topology when it works in open loop operation.

B. Asymmetrical master-slave mode

In the two previous control strategies, all the modules are equal (i.e. they are designed following the same specifications and with the same components). Under balanced control, all the modules work together at the same time, and all of them have to face the light load condition. Under master-slave with phase-shedding this problem is minimized, because only one module (the master) has to work with a variable power (the slave modules only provide their maximum power or zero watts). Nevertheless, both techniques have a common disadvantage. In case of QSW-ZVS operation mode with variable switching frequency, the light load operation is achieved by increasing the switching frequency (as it was explained in Section II). Then, the lower the power, the higher the frequency. Therefore, the traditional procedure to design a converter operating in QSW-ZVS is to define the lowest switching frequency at maximum output power providing a good efficiency at full load operation. Then, when the load decreases, the switching frequency increases introducing more switching losses and, consequently, decreasing the efficiency. However, the switching frequency cannot increase indefinitely. Hence, the switching frequency is always limited to a maximum (this maximum can be chosen taking into account the switching losses, inductance losses, EMI emissions, or other criteria). This maximum switching frequency is given for a minimum power, which can be calculated from [18] as

$$P_{min} = \frac{V_1^2(V_2 - V_1)}{2L} \frac{1}{f_{max}}$$  

\[11\]
Moreover, if the load decreases below $P_{\text{min}}$ the converter starts working at constant switching frequency, increasing the reactive current and, consequently, the losses, as was mentioned before.

This problem can be faced with different control strategies [31]-[33] and is quite common in other bidirectional converters which work under ZVS. The best example is the Dual Active Bridge (DAB), and the control strategies to maintain ZVS under light load condition such as adding a PWM control, implementing a different phase-shift pattern or adopting a burst mode [35]. These control techniques might be adopted, but most of them increase the control complexity, which goes against the philosophy followed in this paper.

The asymmetrical master-slave approach could avoid this increase of complexity in the control stage. This control technique actually is the same as the previous one, but changing the design procedure. Instead of using equal modules, under this asymmetrical solution, the master module and the slaves are different, and they work at different maximum powers. The idea is to keep the master module working above its minimum power ($P_{\text{min}}$), avoiding the zone in which the losses are increased due to the reactive current. To do that, the power of a slave module is the difference between the maximum and the minimum power of the master module ($P_{\text{slave}} = P_{\text{Mmax}} - P_{\text{min}}$). As the master and the slave modules are not the same, then the number of modules is different from the previous symmetrical techniques. The number of slaves needed ($N_{s}$) can be determined as

$$N_{s} = \frac{P_{T} - P_{\text{Mmax}}}{P_{\text{slave}}}$$

where $P_{\text{Mmax}}$ is the maximum power of the master module and $P_{\text{slave}}$ is the power of a slave. As in the previous control technique, it should be pointed out that only the master operates in closed loop and varying its power. The slave modules operate in open loop, and they only can be operating either at full power ($P_{\text{slave}}$) or at zero output power. All the control strategy, signals and block diagrams are the same as the previously stated for the master-slave phase-shedding technique. The only difference here is the maximum power of the slave module. A power profile example of this technique is shown in Fig. 7(d).

The only condition that must be fulfilled to achieve an efficiency higher than other control techniques is that the efficiency of the slave module (when it is working at $P_{\text{slave}}$ power) must be higher than the efficiency of the master module when it is working at the same power ratio (i.e. when the master works at $P_{\text{slave}}$). Mathematically, this condition can be expressed as

$$\eta_{\text{slave}} > \eta_{\text{master}}(P_{\text{slave}})$$

As in the case of phase-shedding technique, the design of the slave module can be optimized because it only operates at a specific output power. In this work, it is going to take advantage of QSW-ZVS operation mode to reach (13) condition, because now the design must be carried out for a specific output power level ($P_{\text{slave}}$, different to the master one) and for a given constant switching frequency. Obviously, the efficiency results obtained for a specific operation point design could be higher than the results obtained for a design which must fulfill an operation range. Moreover, it can take advantage of the degree of freedom of the selection of $P_{\text{slave}}$ from the efficiency point of view. An example of this optimization to reach (13) condition is provided in in Section III-D.

Finally, the overall modular converter losses under this asymmetrical control technique can be calculated as

$$P_{\text{ct-asim}} = P_{\text{master}} + \eta_{s-act} \cdot P_{\text{slave}}$$

where $P_{\text{master}}$ are the losses of the master module, $P_{\text{slave}}$ are the losses of a slave module and $\eta_{s-act}$ is the number of active slaves. The $\eta_{s-act}$ parameter ranges from 0 up to $N_{s}$. The condition shown in (13) can be used for relating (14) and (10) to obtain a maximum for the slave module losses:

$$P_{\text{slave}} < k_{\text{eff}} \cdot \frac{\eta_{\text{eff}}}{\eta_{s-act}} \cdot P_{\text{master}} \cdot \eta_{\text{eff}}$$

where $P_{\text{master}} \cdot \eta_{\text{eff}}$ are the losses of master module operating at a power of $P_{\text{slave}}$ and $k_{\text{eff}}$ is a figure-of-merit of the efficiency. This parameter ranges from 0 to 1. The lower this parameter, the higher the efficiency improvement obtained in the asymmetrical master-slave in comparison with the master-slave with phase-shedding, if the same master module is used in both control techniques. If $k_{\text{eff}}$ is 1, then both techniques (asymmetrical and phase-shedding) obtain the same efficiency.

C. Burst mode (hysteretic turn-on)

With the previous asymmetrical control technique, the master module works in a certain power range (higher than $P_{\text{min}}$) in which its efficiency is high enough. However, when no slaves are needed (i.e. when the total power demanded by the load is lower than $P_{\text{Mmax}} + P_{\text{slave}}$) then the master module could work out of this power range. Hence, the efficiency of the overall modular power converter decreases. Once again, the use of a modular approach may be able to overcome this problem by the adoption of a proper control strategy. In this case, the main goal is not to design the master to work in a certain power range, but in a certain operational point (for a given power) in which its efficiency is maximized, turning-on or off all the modules for regulating the output voltage an improvement of the efficiency at light load can be achieved. This control strategy is called burst mode or hysteretic turn-on and is not new. It has been widely applied in analog control ICs since several decades ago, to prevent or implement a light load operation [45]-[48]. Nevertheless, in this case this technique is applied not only at light load, but with any power demanded by the load. This burst control can be seen as a limit case of the previous control strategy, assuming that the minimum power of the master module equals to the maximum power. A power profile example for this burst control is shown in Fig. 7(e). For simplicity, in this case all modules are considered identical once again but this is not mandatory, and they could manage a power of $P_{T}/N$, being $P_{T}$ the maximum power demanded by the load.

As can be seen in Fig. 7(e), the slave modules are turned-on when power increases in the same way of the master-slave with phase-shedding control technique. The master module can now work only in two states: turned-on providing its maximum power ($P_{T}/N$) or turned-off. To implement this control strategy, a hysteretic control could be implemented, as it was proposed
in [48] for resonant converters. Under this control technique, the master operates at constant switching frequency (constant $t_{on}$) and the hysteretic control is in charge of the output voltage regulation, depending on the total power demanded. The slave modules operate in open loop (as in the two previous control techniques). Under this control technique, when the total power demanded by the load is lower than $P_T/N$ and no slaves are needed, then the master module operates always as its maximum output power (i.e. at its maximum efficiency), keeping the efficiency as high as possible, even at very light load. All the control signals and block diagrams are, once again, the same as the previously stated for the master-slave phase-shedding technique. The only difference here is the addition of the hysteretic control block in the master module. As in the previous control technique, the burst mode operation is quite simple to implement based on a master-slave approach.

The total IPOP modular converter power losses when operates under burst control can be estimated as

$$P_{LT-burst} = \frac{t_{onHyst}}{T_{Hyst}} \cdot P_{LSTOP} + n_s \cdot burst \cdot P_{LStopPower}$$  \hspace{1cm} (16)

where $P_{LSTOP}$ are the losses of a module when it works at its maximum power, $T_{Hyst}$ is the hysteretic period of the master module, $t_{onHyst}$ is the on-time of the master module (i.e. the time in which this module is working at its maximum power) and $n_s \cdot burst$ is the number of slaves working. The $n_s \cdot burst$ index ranges from 0 up to N-1, being N the total number of modules. Equation (16) is only an approximation of the total power losses, because the turn-on and turn-off losses of a module are not considered here. It should be pointed out that this technique can also be applied to an asymmetrical IPOP modular converter (i.e. with different modules and different maximum powers). The control strategy does not vary and (16) can be generalized as

$$P_{LT-burst} = \frac{t_{onHyst}}{T_{Hyst}} \cdot P_{LSTOP} + K \cdot n_s \cdot power \cdot P_{LStopPower}$$  \hspace{1cm} (17)

where $n_s \cdot power$ are the number of slave modules which can work at $P_{slave}$ power, $P_{LStopPower}$ are the losses of a slave module when it works at $P_{slave}$ power and $K$ are the number of slave modules.

D. Theoretical efficiency estimation and comparison

As a summary of this section, a theoretical efficiency comparison of the four previous control techniques is shown. A basic power losses estimation is done for a synchronous boost converter working in QSW-ZVS mode. Once the efficiency of a specific module has been estimated, expressions (9), (10), (14), (16) and (17) are used to estimate the total power losses of the IPOP modular converter.

To illustrate the different behavior of each control technique the following scenario has been chosen. A conversion from 150V to 400V has been selected. The maximum power demanded to the modular converter is set to 2kW. Then, for balanced control (master-slave), master-slave with phase shedding technique and burst mode, master and slave modules are considered equal and each of them are able to manage a maximum output power of 500W. Hence, the number of modules in those techniques is $N = 4$. For the asymmetrical master-slave control technique, the same master module has been considered here for a fair comparison. The nominal switching frequency is set to 100kHz (i.e. the switching frequency at maximum power). The maximum attainable switching frequency is set to 220kHz. The inductance value for QSW-ZVS for these specifications is 97µH. Then, the minimum power according to (11) is around 200W. The estimated efficiency for a 500W module is shown in Fig. 9. As can be seen, below 200W, the efficiency begins to decrease.

Between 200W and full power, the efficiency keeps almost constant and higher than 97.3%. It should be highlighted that in this theoretical efficiency estimation, gate losses, conduction losses and switching losses (including reverse recovery) of both transistors, inductance losses (hysteresis, fringe, proximity and AC losses) and capacitor losses are considered. The driver losses are not included in this efficiency calculation.

As it was stated previously for the asymmetrical master-slave technique, the design of the slave module is slightly different. First, the power of the slave module has to be chosen. In this case, as the minimum power of the master module is 200W, then the power of the slave module is set to 300W. The number of slave modules needed is obtained from (12), in this case $N_S = 5$. Once the number of slave modules and its power are known, the minimum efficiency of these slave modules, needed to improve the efficiency at light load in comparison with the previous control techniques, can be found using (14) in order to fulfill condition (13). In this example, the efficiency of the master module at 300W is estimated in 97.38%, as it has been highlighted in Fig. 9. Then, the efficiency of the slave module must be higher than this value to improve the overall efficiency. For this given example, the efficiency of the slave module after its optimization is estimated to 97.98%. With this efficiency, parameter $k_{eff}$ can be calculated from (15), being in this example 0.8, which means that the overall efficiency of the asymmetrical master-slave approach has an improvement of 0.2 in comparison with balanced master-slave following (15) and (16). This efficiency is a condition that must be fulfilled in the design of the slave modules. Moreover, for the overall efficiency estimation in the asymmetrical master-slave technique, the minimum efficiency of the master module is 97.25%.

Once the estimation of losses of all modules of all control techniques has been outlined, the overall efficiency of an IPOP modular converter is plotted in Fig. 10. This estimated

![Fig. 9. Estimated efficiency of 500W module playing the role of master and values needed for the asymmetrical master-slave technique.](http://dx.doi.org/10.1109/TPEL.2017.2705803)
efficiency can be calculated using equations (9), (10), (14), (16) and (17) for every single control technique.

As can be seen, the balanced control technique obtains an estimated efficiency which is similar to the estimated efficiency of one module (i.e. the master module shown in Fig. 9). The maximum estimated efficiency is 97.4% and it is obtained at full load (2kW). Below 1kW, this estimated efficiency decreases, being 96.5% at 200W. With the master-slave with the proposed phase-shedding technique, this overall estimated efficiency is improved below 1kW (see the black curve in Fig. 10). As it was expected, under light load the use of an optimum number of slave modules allow to reduce the overall estimated losses of the modular converter. However, this technique has almost the same efficiency at full load in comparison with the balanced control. The asymmetrical master-slave approach obtains the estimated efficiency plotted in red in Fig. 10. Under this control technique, the number of modules has been increased from 4 to 6, and 5 modules work with 300W instead of 500W. As can be seen, this technique allows to improve even more the overall estimated efficiency from 500W to 2kW. In this range, the overall estimated efficiency is always above 98% due to the optimization of slave modules. The saw-tooth pattern in the shape of the estimated efficiency curve is due to the activation of the slave modules (i.e. the turn-on and off of each slave). Moreover, as can be seen, the overall efficiency under this control technique hits a peak exactly when a slave module is turned on and then decreases. This peak is due to the relationship between the master and the slave efficiencies. As it was stated before, the slave module has a very high efficiency at 300W (97.98%). Then, when another slave is turned on, the additional power losses due to the new slave module are very low. The master module has to provide 200W and its efficiency is still high at this power level. Consequently, the sum of the total power losses of all modules are also low. This effect does not happen under phase-shedding control, because the master module starts working at almost 0W and the efficiency of this module is very low at this power level.

Finally, the overall estimated efficiency for the burst mode control technique with four 500W modules is plotted in green in Fig. 10. Once again, this control technique improves the overall estimated efficiency for power ranges from 0 up to 1kW, where efficiency is always around 99%. This demonstrates that this control technique is more suitable than the previous ones when the efficiency at medium and light load has to be very high. However, the overall estimated efficiency of the burst mode above 1kW is lower than the estimated efficiency obtained for the asymmetrical master-slave control technique (but higher than balanced and phase-shedding techniques). This effect is related to the scale laws in a modular converter. The higher the number of modules (N), the lower the theoretical losses obtained in the modular converter [19], even if no better devices are used. Following this reasoning, the asymmetrical master-slave approach deals with 6 modules, while the burst mode uses only 4 modules. This difference may explain the lower estimated efficiency obtained by the latter one in comparison with the former. In order to obtain a fair comparison, a burst mode approach but using 6 modules is also studied. In this case, a 500W master module is used in combination with 5 300W slave modules (i.e. following the same design for the asymmetrical master-slave technique). The overall estimated efficiency obtained in this case is plotted in purple in Fig. 10.

IV. EXPERIMENTAL RESULTS

Once the potential improvements in the overall efficiency of each control technique have been explored, an IPOP modular converter has been built in the laboratory to experimentally test these control techniques. Two different modules has been designed and built: module-type I and II. Specifications and main components of module-type I and module-type II are shown in Table I.

The control platform used is a Spartan 6 FPGA from Xilinx. To implement the direct frequency control, a simple resistor divider and a LM393 comparator from Texas Instruments is used for the ZVD event. A current sensor based on a custom made toroid, a series resistance and another LM393 comparator is used for obtaining the ZCD event. The output voltage is measured directly with a resistor divider and an aliasing filter, and then is discretized by a 12 bit Analog to Digital Converter (i.e. AD7476A from Analog Devices). The inductance has been designed taking into account the AC losses and fringe effect

![Fig. 10. Overall estimated efficiency comparison of the IPOP modular converter under balanced control, master-slave with phase-shedding, asymmetrical master-slave and burst mode (with 4 and 6 modules).](image-url)

**TABLE I. COMPONENTS AND MAIN SPECIFICATIONS FOR THE MODULE-TYPE I.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Module-Type I</th>
<th>Module-Type II</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_I$</td>
<td>150V</td>
<td>150V</td>
</tr>
<tr>
<td>$V_o$</td>
<td>400V</td>
<td>400V</td>
</tr>
<tr>
<td>$f_s$</td>
<td>100kHz (min. 80kHz-max. 240kHz)</td>
<td>100kHz (min. 80kHz-max. 240kHz)</td>
</tr>
<tr>
<td>Maximum power</td>
<td>500W</td>
<td>300W</td>
</tr>
<tr>
<td>$C_{oss}$</td>
<td>2.2nF</td>
<td>2.2nF</td>
</tr>
<tr>
<td>$L$</td>
<td>97µH, ETD41, 3F3, Ferroxcube, Litz wire 0.1mm.</td>
<td>138µH, ETD39, 3F3, Ferroxcube, Litz wire 0.1mm.</td>
</tr>
<tr>
<td>$C_1$</td>
<td>$2 \times 3.3\mu F$, 250V, MKT $1 \times 22 \mu F$, 250V, electr.</td>
<td>$2 \times 3.3\mu F$, 250V, MKT $1 \times 22 \mu F$, 250V, electr.</td>
</tr>
<tr>
<td>$C_2$</td>
<td>$2 \times 1\mu F$, 680V, MKP $1 \times 4.7\mu F$, 450V, electr.</td>
<td>$2 \times 1\mu F$, 680V, MKP $1 \times 4.7\mu F$, 450V, electr.</td>
</tr>
<tr>
<td>Transistors</td>
<td>Infineon 600V, 46A, 83mΩ, 2200pF</td>
<td>Infineon 600V, 46A, 83mΩ, 2200pF</td>
</tr>
<tr>
<td>Switch driver</td>
<td>EL7104</td>
<td>EL7104</td>
</tr>
</tbody>
</table>
losses, placing the wires far from the air-gap. The prototypes built can be seen in Fig. 11. The power stage of a module-type I is depicted in Fig. 11(a). The heatsink and the inductance have been removed for clarity reasons. The IPOP modular converter is depicted in Fig. 11(b).

A power supply model 6813B and an electronic load N3300A (both from Keysight) are used for testing the modular converter. The overall input and output currents and voltages are measured with multimeters Fluke 187. The driver losses are not measured in these tests.

The most significant waveforms measured of both module-types can be seen in Fig. 12, both operating at maximum power. Both modules achieve ZVS being the current ripple larger in module-type I (Fig. 12(a)) in comparison to module-type II (Fig. 12(b)), as it was expected.

The measured efficiency of module-type I is shown in Fig. 13. The efficiency at full power is 98.01% which is slightly higher than the estimated one. However, in spite of this little error, the shape of the efficiency curve fits pretty well with the estimation shown in Fig. 9. Once again, for power higher than 200W efficiency is above 97.5%, being almost flat from 250W to 500W. Below 200W, the efficiency decreases due to the constant switching frequency behavior, as it was predicted by the theoretical and estimated model. According to this measured efficiency, for the design of the asymmetrical master-slave control, then the 300W module-type II, which will always play the role of a slave, must have an efficiency higher than the efficiency of the module-type I (which is going to act as master) at 300W, being 97.98%.

The measured efficiency for the module-type II was 98.69%. In this case, the efficiency curve is not provided, because this module only works either at its maximum output power, either at zero power. Hence, condition (13) is fulfilled for improving the overall IPOP modular converter efficiency with these modules, using the proposed control techniques.

Some experimental operational waveforms of the balanced master-slave control proposed here can be found in Fig. 14 for the IPOP modular converter working at full power (i.e. 2kW, 4 modules-type I of 500W each one, only one operating in closed loop as a master). As can be seen in Fig. 14(a), the slaves are naturally balanced following this approach, and they are pretty well interleaved with the master module, see Fig. 14(b). Moreover, all the modules work under ZVS and roughly at its optimum point of reactive inductance current.
Finally, in Fig. 15 the total input current ripple of the IPOP modular converter is shown in purple when it works at full load. It should be highlighted that the scale of this signal is 500mA per division. As can be seen, the input current ripple is very low, around 50mA peak to peak. Based on this results, the master-slave approach is validated to be used in an IPOP modular converter with QSW-ZVS topologies. Once the balanced master-slave control has been validated, then the other control techniques has been tested. In Table II the main design parameters for each control technique are summarized. As it was done in the estimated efficiency results comparison, the burst mode has been tested with four 500W modules and also with 6 modules (1 module of 500W and 5 modules of 300W) to obtain a fair comparison. All the operational waveforms for these techniques are almost the same, and there is not any significant difference among them to be pointed out. The overall measured efficiency of the IPOP modular converter can be seen in Fig. 14. The measured results fit pretty well with the theoretical comparison shown in Fig. 10 and the previously extracted conclusions are validated.

<table>
<thead>
<tr>
<th>Control technique</th>
<th>Balanced master-slave</th>
<th>Master-slave with phase-shedding</th>
<th>Asymmetrical master-slave</th>
<th>Burst mode (4 modules)</th>
<th>Burst mode (6 modules)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modules</td>
<td>4 modules-type I, 1 as master, 3 as slaves.</td>
<td>4 modules-type I, 1 as master, 3 as slaves.</td>
<td>1 module-type I, as master. 5 modules-type II as slaves.</td>
<td>4 modules-type I.</td>
<td>1 module-type I. 5 modules-type II.</td>
</tr>
</tbody>
</table>

The measured efficiency curves allow to compare all the control techniques depending on the load. However, it is hard to conclude how was the improvement (or not) of each one based on this curves, because the efficiency improvement depends on the power level. Hence, some weighted efficiency are applied here in order to obtain a fair comparison of the four control techniques analyzed here. Some of this weighted efficiencies are used in PV installations and renewable energy sources, such as the Californian Efficiency (CEC) [49] or the Euro-Efficiency [50], [51]. The expressions of these weighted efficiencies are:

\[
\text{CEC} = 0.04 \cdot \eta_{10\%} + 0.05 \cdot \eta_{20\%} + 0.12 \cdot \eta_{30\%} + 0.21 \cdot \eta_{50\%} + 0.53 \cdot \eta_{75\%} + 0.05 \cdot \eta_{100\%}
\]

(18)

\[
\text{EuroEff} = 0.03 \cdot \eta_{50\%} + 0.06 \cdot \eta_{10\%} + 0.13 \cdot \eta_{20\%} + 0.1 \cdot \eta_{30\%} + 0.48 \cdot \eta_{50\%} + 0.2 \cdot \eta_{100\%}
\]

(19)

where \(\eta_{x\%}\) is the converter efficiency when it operates at \(x\%\) of the total output power.

Therefore, in Fig. 17 the measured weighted efficiencies using the previous expressions are plotted for each control technique. The highest weighted efficiency is obtained for burst mode (both with 4 and 6 modules), followed by the
asymmetrical master-slave, the master-slave with phase-shedding and last the balanced master-slave. It should be highlighted that the burst mode obtains the best results in terms of the medium and light operation (custom efficiency, red column in Fig. 17). However, the other techniques do not obtain a higher custom weighted efficiency for medium and light load operation, especially the balanced master-slave technique, which custom efficiency cannot be seen in Fig. 17.

V. CONCLUSIONS

A master-slave control technique has been proposed to extend the variable direct frequency control to an IPOP modular converter composed by several synchronous boost QSW-ZVS modules. This technique has the advantage of the simplicity and the current is naturally balanced among the modules without the addition of any complex circuitry or more calculations for the control stage. Thanks to the use of ZVD event, the slave modules work with different \( t_{ZVD} \); hence, the ZVS is warranted in all of them. However, the current balance depends on the tolerances of the components used by each module. This technique allows to extend the benefits of QSW-ZVS operation mode with variable switching frequency to higher power levels, especially the high efficiency at light load, and to reduce the input current ripple in a very simple way.

Moreover, four different control techniques have been deeply analyzed in this paper in terms of the efficiency at light to medium load. These techniques can be used to improve even further the efficiency at light load, taking advantage of the modular approach and the QSW-ZVS mode. The balanced control technique is based on the previous master-slave control and it does not bring any advantage from the point of view of the modular converter efficiency at light load. The phase-shedding control technique has already been modified in this paper to be adopted to an IPOP modular converter made up with QSW-ZVS boost converters. Then, an asymmetrical master-slave control technique has also been developed to improve the performance of the IPOP modular converter when it has to operate below medium output power. This technique is based on the use of modules of different power. Finally, a burst mode technique has also studied as a possible extreme approach for improving the efficiency at light load.

The four control techniques have been theoretically analyzed in terms of the losses of the overall IPOP modular converter. A comparison of the estimated efficiency is carried out and two different modules (type I and II) has been built in the lab in order to experimentally validate these results with a prototype of 2kW, up to six different modules. The obtained results are good enough to compare the four control techniques under study. Furthermore the estimated results and the experimental ones are pretty similar. Finally, a third comparison is established using weighted efficiencies (such as CEC and EuroEff).

The balanced control technique has the advantage of the simplicity and the reduction of the input current ripple. However, it does not have any advantage from the efficiency point of view. The master-slave with phase-shedding control technique has the advantage of the improvement in the efficiency in comparison with the previous one, but the price to be paid is that only the slave modules are interleaved, so, the total input current ripple is not minimized, especially at light load. The asymmetrical master-slave control technique is another possibility to improve even more the efficiency at light load, thanks to QSW-ZVS operation mode. Although the efficiency is improved, this control technique has the previously stated disadvantage for the phase-shedding control technique, and it is even more complex to design. The burst mode control technique can be seen as the application of the previous one pushed to the boundary. This control technique has been the best in terms of the efficiency at light load. Nevertheless, a hysteretic control (or similar) is needed under this control technique and, from the dynamic point of view, this could be an important drawback to take into account.
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