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Abstract
Exponential Lawson methods are well known to have a severe order reduction when integrating stiff problems. In a previous paper, the precise order observed with Lawson methods when integrating linear problems is justified in terms of different conditions of annihilation on the boundary. In fact, the analysis of convergence with all exponential methods when applied to parabolic problems has always been performed under assumptions of vanishing boundary conditions for the solution. In this paper, we offer a generalization of Lawson methods in order to approximate problems with nonvanishing and even time-dependent boundary values. This technique is cheap and allows to avoid completely order reduction independently of having vanishing or non-vanishing boundary conditions.

1 Introduction
The advantages of using exponential methods when integrating in time partial differential equations are clear from the literature [11, 12, 14]. As they integrate the linear
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and stiff part of the differential equation in an exact way, methods which are explicit and linearly stable at the same time are achieved when integrating such type of problems, which is not possible with classical methods. However, up to our knowledge, exponential methods have always been applied and analysed to integrate partial differential problems under the assumption of vanishing or periodic boundary conditions. Nonvanishing boundary conditions have not been considered.

Moreover, one of the oldest particular types of exponential methods (Lawson methods [12]), which are very easy to construct from a Runge-Kutta method, have many times been excluded from the analysis [10]. (They do not even satisfy the condition of stiff order 1 for the methods considered in that paper.) In any case, a recent manuscript of the authors [4] makes a thorough study of the precise order which these methods show when integrating linear problems, which strongly depends on several conditions of annihilation on the boundary of its solution.

On the other hand, for classical methods which do have stages, such as Runge-Kutta, Fractional-Step-Runge-Kutta, Runge-Kutta-Nyström or Rosenbrock methods, some techniques have been suggested in the literature to avoid order reduction [2, 3] when integrating linear problems. These techniques are based on applying the method of lines by integrating first in time and then in space. Then, for the elliptic problems which the stages define, appropriate boundary conditions must be considered. It happens that, in the exponential case, when the problem is linear, the stages are not relevant since they are not necessary for the calculation of the numerical solution at each step. Therefore, another strategy is necessary.

In this paper, in the first place, we give a technique to deal with the problem of nonvanishing boundary conditions when integrating linear problems with Lawson methods. Moreover, we assume that the differential operator is the infinitesimal generator of a $C_0$-semigroup and, in this way, both hyperbolic and parabolic cases are included. Secondly, we prove that the suggested technique allows to avoid order reduction completely. More precisely, the order observed is that of the underlying classical Runge-Kutta method when applied to a non-stiff problem. Besides, this technique is not expensive as it just implies to add some terms concerning boundary values which are negligible in number compared to the values to approximate in the interior of the domain. In such a way, it is not necessary to resort to methods of high stiff order (and necessarily more stages) if high accuracy is required. We also want to remark here that it is not an aim of this paper to study how to calculate in the most efficient way the necessary terms to avoid order reduction. That could be a subject of future research.

The paper is structured as follows. Section 2 gives some preliminaries. In Section 3, the suggested technique (when integrating just in time) is described and the local and global errors without considering spatial discretization errors are analysed. In Section 4, the full discretization is considered, a framework for the analysis of the space discretization is given and the precise formulas to implement the technique after full discretization are stated. Moreover, local and global errors are again thoroughly analysed. Finally, in Section 5, some numerical experiments are given which corroborate that order reduction is avoided. Problems with vanishing and nonvanishing boundary conditions are considered as well as different time Lawson integrators and spatial
discretizations.

2 Preliminaries

Let $X$ and $Y$ be two complex Banach spaces, $D(A)$ a dense subspace of $X$ and $A : D(A) \subseteq X \to X$, $\partial : D(A) \subseteq X \to Y$ a pair of linear operators. We consider the linear abstract initial boundary value problem

\[ u'(t) = Au(t) + f(t), \]
\[ u(0) = u_0, \]
\[ \partial u(t) = g(t), \]

where $A$ and $\partial$ satisfy the following assumptions:

(A1) The boundary operator $\partial : D(A) \subseteq X \to Y$ is onto.

(A2) $\ker(\partial)$ is dense in $X$ and $A_0 : D(A_0) = \ker(\partial) \subseteq X \to X$, the restriction of $A$ to $\ker(\partial)$, is the infinitesimal generator of a $C_0$-semigroup $\{e^{tA_0}\}_{t \geq 0}$ in $X$, which type is denoted by $\omega$.

(A3) If $z \in \mathbb{C}$ satisfies $\text{Re}(z) > \omega$ and $v \in Y$, then the steady state problem

\[ Ax = zx, \]
\[ \partial x = v, \]

possesses a unique solution denoted by $x = K(z)v$. Moreover, the linear operator $K(z) : Y \to D(A)$ satisfies

\[ \|K(z)v\|_X \leq L\|v\|_Y, \]

where the constant $L$ holds for any $z$ such that $\text{Re}(z) > \omega_0 > \omega$.

With these assumptions, the problem (1) is well-posed in $BV/L^\infty$ sense [16]:

(WP1) If $u_0 \in D(A)$, $g : [0, T] \to Y$ is smooth enough with $\partial u_0 = g(0)$, and $f \in C^1([0, T], X)$, then there exists a unique solution $u \in C^1([0, T], X)$ of (1), and

(WP2) there exist constants $M > 0$ and $\alpha = \max(\omega, 0)$ such that, for $0 \leq t \leq T$,

\[ \|u(t)\|_X \leq Me^{\alpha t}\left(\|u_0\|_X + \|g(0)\|_Y + \int_0^T \|f'(s)\|_Y ds + \int_0^T \|f(s)\|_X ds\right). \]

Remark 1. Instead of (A3), we can impose equivalently,

(A3') The operator $(A, \partial) : D(A) \subseteq X \to X \times Y$ is closed.

Remark 2. Although the previous well-posedness is sufficient for our analysis, it is possible to prove the well-posedness of the problem (1) when other norms of $L^p$-type are used for the solution and the boundary datum [5].
Remark 3. From now on, we assume for the sake of simplicity that the type $\omega$ of the semigroup $\{e^{tA_0}\}_{t \geq 0}$ is negative. As a consequence, the semigroup decays exponentially when $t \to 0$. Moreover, the operator $A_0$ is invertible and, since we can take $z = 0$ in (2), the operator $K(0) : Y \to D(A) \subset X$ is well defined and it is continuous.

Because of hypothesis (A2), $\{\varphi_j(tA_0)\}_{j=0}^{\infty}$ are bounded operators for $t > 0$, where $\{\varphi_j\}$ are the standard functions used in exponential methods [11], which are defined by

$$\varphi_j(tA_0) = \frac{1}{j!} \int_0^t e^{(t-\tau)A_0} \frac{\tau^{j-1}}{(j-1)!} d\tau,$$

and can be calculated in a recursive way through the formula

$$\varphi_{k+1}(z) = \frac{\varphi_k(z) - 1/k!}{z}, \quad z \neq 0, \quad \varphi_{k+1}(0) = \frac{1}{(k+1)!}, \quad \varphi_0(z) = e^z. \quad (5)$$

These functions are well known to be bounded on the complex plane when $\text{Re}(z) \leq 0$.

Since we are interested in approximations of high order, we assume that the solution of (1) is regular. We will assume that, for a natural number $p$,

$$A^{p+1-j}u^{(j)} \in C([0,T], X), \quad 0 \leq j \leq p+1. \quad (6)$$

This assumption implies that the time derivatives of the solution are regular in space, but without to impose any restriction on the boundary values. Theorem 3.1 in [1] shows that this is satisfied when the data $u_0$, $f$ and $g$ are regular and the boundary values $\partial u_0$, $\partial f(0)$ and $g(0)$ satisfy certain natural compatibility constraints. As a consequence, from (1),

$$u^{(j)}(t) = \sum_{l=0}^{j-1} A^lf^{(j-1-l)}(t) + A^lu(t), \quad 0 \leq j \leq p+1, \quad (7)$$

which implies that the boundary values

$$\partial A^lu(t) = g^{(j)}(t) - \sum_{l=0}^{j-1} \partial A^lf^{(j-1-l)}(t), \quad 0 \leq j \leq p+1, \quad (8)$$

can be obtained from the data of the problem (1). These boundary values are crucial in our analysis below.

For the time integration, we will center on Lawson methods [12], which applied to a finite-dimensional linear problem like

$$U'(t) = BU(t) + F(t), \quad (9)$$

where $B$ is a matrix, are described by the following formula at each step

$$U_{n+1} = e^{kB}U_n + k \sum_{i=1}^{s} b_i e^{(1-c_i)kB} F(t_n + c_i k). \quad (10)$$
Here, the coefficients \( \{b_i\}, \{c_i\} \) are those of an underlying Runge-Kutta method. For this problem, they just correspond in fact to a quadrature rule approximation to the integral in the equality

\[
U(t_{n+1}) = e^{kB}U(t_n) + k \int_0^1 e^{k(1-s)B} F(t_n + sk)ds,
\]

which is satisfied by the solutions of (9) when \( t_{n+1} = t_n + k \). Notice that, when the method has order \( p \), the corresponding quadrature rule exactly integrates all polynomials of degree \( \leq p - 1 \). (As distinct, notice that, with exponential quadrature rules, \( F \) is approximated by a polynomial and then the integral is performed exactly.)

**3 Time semidiscretization**

In this section, we give the technique to avoid in time order reduction with vanishing and non-vanishing boundary conditions. Besides, we prove the full-order convergence for the local error of the time semidiscretization.

**3.1 Description of the technique**

Our idea is to generalize the exponential Lawson method (10) to be able to use it to time integrate the initial boundary value problem (1).

When the boundary values vanish, in which case \( A \equiv A_0 \) is the infinitesimal generator of a \( C_0 \)-semigroup, the method (10) can be generalized in an obvious way by taking \( e^{tA_0} \) as the semigroup generated by \( A_0 \).

The key in order to include non vanishing boundary values is to realize that \( v(t) = e^{tA_0}\alpha \) is the solution of the abstract differential problem

\[
\begin{align*}
v'(t) &= A_0v(t), \\
v(0) &= \alpha,
\end{align*}
\]

which, with the notation of (1), corresponds to the initial boundary value problem

\[
\begin{align*}
v'(t) &= Av(t), \\
v(0) &= \alpha, \\
\partial v(t) &= 0. \tag{12}
\end{align*}
\]

Then, we add suitable boundary values to (12) and we replace \( v(t) = e^{tA_0}\alpha \) in the exponential Lawson method with its solution. If we choose the boundary values

\[
\begin{align*}
v'(t) &= Av(t), \\
v(0) &= \alpha, \\
\partial v(t) &= \sum_{j=0}^p \frac{t^j}{j!}\partial A^j\alpha,
\end{align*}
\]

we deduce that

\[
v(k) = \sum_{j=0}^p \frac{k^j}{j!}A^j\alpha + O(k^{p+1}),
\]
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(see Lemma 4) and we can prove the consistency of order $p$ for the whole method just as in the case of an ordinary differential system (see Theorem 7.)

With this idea, for the time integration of (1) we suggest to advance a stepsize from $u_n$ in the following way

$$u_{n+1} = \hat{u}_{n,0} + k \sum_{i=1}^{s} b_i \hat{f}_{n,i},$$

(13)

where $\hat{u}_{n,0}$ is the value at $t = k$ of the solution of

$$u'_{n,0}(t) = Au_{n,0}(t),$$
$$u_{n,0}(0) = u_n,$$
$$\partial u_{n,0}(t) = \sum_{j=0}^{p} \frac{\nu_j}{j!} \partial A^j u(t_n),$$

(14)

and $\hat{f}_{n,i}$ is the value at $t = k(1 - c_i)$ of the solution of

$$f'_{n,i}(t) = Af_{n,i}(t),$$
$$f_{n,i}(0) = f(t_n + c_i k),$$
$$\partial f_{n,i}(t) = \sum_{l=0}^{p-1} \frac{\nu_l}{l!} \partial A^l f(t_n + c_i k).$$

(15)

We notice that the boundary values in (14) can always be calculated in terms of data taking (8) into account.

### 3.2 Local error of the time semidiscretization

In order to study the local error, we consider the value obtained in (13) starting from $u(t_n)$ in (14), and (15). Then, we obtain

$$\bar{u}_{n+1} = \hat{u}_{n,0} + k \sum_{i=1}^{s} b_i \hat{f}_{n,i},$$

where $\hat{u}_{n,0}$ is the value at $t = k$ of the solution of

$$\bar{u}'_{n,0}(t) = A\bar{u}_{n,0}(t),$$
$$\bar{u}_{n,0}(0) = u(t_n),$$
$$\partial \bar{u}_{n,0}(t) = \partial (\sum_{j=0}^{p} \frac{\nu_j}{j!} A^j u(t_n)),$$

(16)

and $\hat{f}_{n,i}$ is that defined in (15).

To bound the local error $\rho_{n+1} = \bar{u}_{n+1} - u(t_{n+1})$, we use the following lemma

**Lemma 4.** Let us assume hypotheses (A1)-(A2)-(A3) of Section 2, and that $\alpha \in D(A)$, $\beta \in D(A^{p+1})$ satisfy $\partial \alpha = \partial \beta$. Consider the auxiliary problem

$$v'(t) = Av(t),$$
$$v(0) = \alpha,$$
$$\partial v(t) = \partial z(t),$$

(17)
where
\[ z(t) = \sum_{j=0}^{p} \frac{t^j}{j!} A^j \beta. \]

Then,
\[ v(t) = e^{tA_0} (\alpha - \beta) + \sum_{j=0}^{p} \frac{t^j}{j!} A^j \beta + t^{p+1} \varphi_{p+1}(tA_0) A^{p+1} \beta \]

and
\[ Av(t) = e^{tA_0} A_0 (\alpha - \beta) + \sum_{j=0}^{p-1} \frac{t^j}{j!} A^{j+1} \beta + t^p \varphi_p(tA_0) A^{p+1} \beta, \]

where \( \varphi_p(z) \) and \( \varphi_{p+1}(z) \) are defined in (4).

Proof. By considering \( w(t) = v(t) - z(t) \) one gets
\[ w'(t) = A_0 w(t) + \frac{t^p}{p!} A^{p+1} \beta, \quad w(0) = \alpha - \beta, \]
which means that
\[ w(t) = e^{tA_0} (\alpha - \beta) + \int_0^t e^{(t-\tau)A_0} \frac{\tau^p}{p!} A^{p+1} \beta d\tau, \]

and (18) follows. Now, we can apply Lemma 1 in [4] (see also [17]) and we deduce that
\[ \int_0^t e^{(t-\tau)A_0} \frac{\tau^p}{p!} A^{p+1} \beta d\tau \in D(A_0) \]

and
\[ A_0 \int_0^t e^{(t-\tau)A_0} \frac{\tau^p}{p!} A^{p+1} \beta d\tau = -\frac{t^p}{p!} A^{p+1} \beta + \int_0^t e^{(t-\tau)A_0} \frac{\tau^{p-1}}{(p-1)!} A^{p+1} \beta d\tau, \]

which proves the second formula. \( \square \)

From this result, we can study more thoroughly \( \bar{u}_{n,0}(t) \) and \( f_{n,1}(t) \).

Lemma 5. Let us assume hypotheses (A1)-(A2)-(A3)-(WP1)-(WP2) of Section 2. Then,
\[ \bar{u}_{n,0}(t) = \sum_{j=0}^{p} \frac{t^j}{j!} A^j u(t_n) + t^{p+1} \varphi_{p+1}(tA_0) A^{p+1} u(t_n), \]

and
\[ A \bar{u}_{n,0}(t) = \sum_{j=0}^{p-1} \frac{t^j}{j!} A^{j+1} u(t_n) + t^p \varphi_p(tA_0) A^{p+1} u(t_n). \]
Let us assume hypotheses \((A1)-(A2)-(A3)-(WP1)-(WP2)\) of Section 2. Then,

\[
f_{n,i}(t) = \sum_{j=0}^{p-1} \frac{t^j}{j!} A^j f(t_n + c_i k) + t^p \varphi_p(t A_0) A^p f(t_n + c_i k).
\]

and

\[
Af_{n,i}(t) = \sum_{j=0}^{p-2} \frac{t^j}{j!} A^{j+1} f(t_n + c_i k) + t^{p-1} \varphi_{p-1}(t A_0) A^p f(t_n + c_i k).
\]

We now deduce the consistency of order \(p\).

**Theorem 7.** Under hypotheses \((A1)-(A2)-(A3)-(WP1)-(WP2)\) of Section 2, and assuming that \(u(t) \in D(A^{p+1})\) for \(t \in [0,T]\), with \(A^j u \in C([0,T],X), j = 0, \ldots, p + 1,\) and \(f^{(0)}(t) \in D(A^{l})\) for \(t \in [0,T]\), with \(A^l f^{(j)}(t) \in C([0,T],X), l = 0, \ldots, p + 1 - j, j = 1, \ldots, p,\) whenever the method has order \(p\), the local error satisfies

\[
\rho_{n+1} = \Xi_n u(t_{n+1}) = O(k^{p+1}).
\]

where the constant in Landau notation for the residue depends on a bound for \(A^{p+1} u, A^p f, A^j f^{(p-j)}, j = 0, \ldots, p - 1,\) and the bound for the operators \(\varphi_{p+1}(k A_0)\) and \(\varphi_p((1 - c_i) k A_0)\).

**Proof.** By considering \(t = k\) in Lemma 5 and \(t = (1 - c_i) k\) in Lemma 6, it is clear that

\[
\tilde{u}_{n+1} = \sum_{j=0}^{p} \frac{k^j}{j!} A^j u(t_n) + k \sum_{i=1}^{s} b_i \sum_{j=0}^{p-1} \frac{k^j(1 - c_i)^j}{j!} A^j f(t_n + c_i k) + O(k^{p+1}).
\]

where the residue depends on \(A^{p+1} u, A^p f\) and the bound for the operators \(\varphi_{p+1}(k A_0)\) and \(\varphi_p((1 - c_i) k A_0)\). This can be rewritten as

\[
\tilde{u}_{n+1} = u(t_n) + \sum_{j=1}^{p} \frac{k^j}{j!} [A^j u(t_n) + \sum_{i=1}^{s} b_i (1 - c_i)^j \sum_{l=0}^{j-1} \frac{c_i^j l!}{l!} A^{j-l} f^{(j-l)}(t_n)] + O(k^{p+1})
\]

\[
= u(t_n) + \sum_{j=1}^{p} \frac{k^j}{j!} [A^j u(t_n) + \sum_{l=0}^{j-1} \frac{\tilde{f}(j-l-1) . . . (j-l)}{l!} (\sum_{i=1}^{s} b_i (1 - c_i)^{j-l-1} c_i^j) A^{j-l-1} f^{(j-l)}(t_n)]
\]

\[+ O(k^{p+1}),
\]

where the change of variables \(\tilde{j} = j + l\) has been used for the second term in the bracket of (19), and the residue now also depends on a bound for \(A^j f^{(p-j)}, j = 0, \ldots, p - 1.\) Now, it suffices to take into account that the quadrature rule which is associated to the method integrates exactly polynomials of degree \(\leq p - 1.\) Then, for \(j \leq p,\)

\[
\sum_{i=1}^{s} b_i (1 - c_i)^{j-l-1} c_i^j = \int_{0}^{1} (1 - x)^{j-l-1} x^l dx = \frac{l!}{\tilde{j} (j-1) . . . (j-l)},
\]
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where integration-by-parts has been used for the second equality. This implies, from (19) and (7), that
\[
\bar{u}_{n+1} = u(t_n) + \sum_{j=1}^{p} \frac{k^j}{j!} [A^j u(t_n) + \sum_{l=0}^{j-1} A^{j-l-1} f^{(l)}(t_n)] + O(k^{p+1})
\]
\[
= u(t_n) + \sum_{j=1}^{p} \frac{k^j}{j!} u^{(j)}(t_n) + O(k^{p+1}) = u(t_{n+1}) + O(k^{p+1}),
\]
which proves the theorem.

4 Full discretization

In this section, we study the full discretization of problem (1). A crucial point is to take into account that the boundary values are nonvanishing.

When problem (1) has homogeneous boundary conditions, it can be written as the initial value problem
\[
\begin{align*}
  u'(t) &= A_0 u(t) + f(t), \\
  u(0) &= u_0,
\end{align*}
\]
where, in our more general approach, the operator \( A_0 : D(A_0) \subset X \to X \) is the generator of a \( C_0 \)-semigroup. To reduce a problem with nonvanishing boundary conditions to one of that type, we need to assume that it is possible to find a suitable extension of the boundary value data to the whole domain where the solution is defined. That is, for each \( t \in [0, T] \), the boundary value \( g(t) \) is extended to an element \( x_g(t) \in D(A) \) such that \( \partial x_g(t) = g(t) \). Then, the function \( v(t) = u(t) - x_g(t) \) satisfies the initial boundary value problem
\[
\begin{align*}
  v'(t) &= u'(t) - x'_g(t) = Au(t) + f(t) - x'_g(t) = Av(t) + f(t) - x'_g(t) + Ax_g(t), \\
  v(0) &= u(0) - x_g(0), \\
  \partial v(t) &= \partial u(t) - \partial x_g(t) = 0,
\end{align*}
\]
which can be written as (20).

However, this is not a practical way to obtain a numerical approximation since, at least, two problems come up when this idea is carried out. Firstly, the extension operator is not easily obtained. A possibility is to consider the extension operator \( x_g(t) = K(0) g(t) \) in (3), but it is not easy at all to obtain it for multidimensional problems. Moreover, approximating it in a numerical way at each step would lead to the necessity of solving a linear system at each step and to numerically calculate \( x'_g(t_n) \). Secondly, it is necessary to choose carefully \( x_g(t) \) in order to avoid completely the order reduction phenomenon. For example, the choice \( x_g(t) = K(0) g(t) \) only permits, in general, to recover an order of consistency and convergence. If we want to avoid completely the order reduction, the extension operator must be obtained in a more complex way [7].
As a suitable alternative, we use a spatial discretization which takes into account the boundary values in a natural way (cf. with [1, 2]).

4.1 Spatial discretization

We first consider an abstract spatial discretization. As we will check in the examples of Section 5, this framework includes problems which are discretized in space by usual Galerkin finite element and finite difference techniques.

Let us denote by \( h \in (0, h_0] \) the parameter of the spatial discretization. Let \( X_h \) be a family of finite dimensional spaces, approximating \( X \). The norm in \( X_h \) is denoted by \( \| \cdot \|_h \). We suppose that

\[
X_h = X_{h,0} \oplus X_{h,b}
\]

in such a way that the internal approximation is collected in \( X_{h,0} \) and \( X_{h,b} \) accounts for the boundary values.

The elements in \( D(A_0) \), which are regular in space and have vanishing boundary conditions, can be approximated in \( X_{h,0} \). However, it is possible to consider elements \( u \in X \) which are regular in space but with non-vanishing boundary conditions, i.e. \( u \in D(A) \). Then, it is necessary to use the whole discrete space \( X_h \).

Since the solution is known at the boundary, our goal is to obtain a value in \( X_{h,0} \) which is a good approximation inside the domain.

Let us take a projection operator

\[
L_h : X \rightarrow X_{h,0}.
\]

When \( x \in D(A_0) \), \( L_h x \) will be its best approximation in \( X_{h,0} \). We also assume that there exists another operator

\[
Q_h : Y \rightarrow X_{h,b},
\]

which permits to discretize spatially the boundary values.

Then, we define

\[
P_h := (L_h - L_hQ_h \partial) : D(A) \rightarrow X_{h,0}
\]

which is the internal spatial approximation of an element in \( D(A) \).

On the other hand, the operator \( A : D(A) \subset X \rightarrow X \) is approximated by means of the operators

\[
A_h : X_h \rightarrow X_{h,0},
\]

in such a way that \( A_{h,0} : X_{h,0} \rightarrow X_{h,0} \), the restrictions of \( A_h \) to the subspaces \( X_{h,0} \), are approximations of \( A_0 : D(A_0) \subset D(A) \rightarrow X \). Therefore, when \( x_h = x_{h,0} + x_{h,b} \in X_{h,0} \oplus X_{h,b} \), we have

\[
A_h x_h = A_{h,0} x_{h,0} + A_{h,b} x_{h,b}.
\]
We pose the following semidiscrete problem: Find $U_h(t) \in X_{h,0}$ such that

\[
U_h'(t) + L_h Q_h g'(t) = A_h (U_h(t) + Q_h g(t)) + L_h f(t),
\]

or, equivalently,

\[
U_h'(t) = A_h U_h(t) + A_h Q_h g(t) + L_h Q_h (\partial f(t) - g'(t)) + P_h f(t),
\]

(21)

which results from the discretization in space of problem (1).

The subsequent analysis is carried out under the following hypotheses, which are very close to those in [6] (see also [1]).

(H1) The operators $A_{h,0}$ are invertible and generate uniformly bounded $C_0$-semigroups $e^{tA_{h,0}}$ on $X_{h,0}$ satisfying

\[ ||e^{tA_{h,0}}||_h \leq M, \]

(22)

where $M \geq 1$ is a constant.

(H2) For each $u \in X$,

\[ \|L_h u\|_h \leq C \|u\|_X, \]

(23)

where $C$ is constant, and, for each $v \in Y$,

\[ \|Q_h v\|_h \leq \gamma_h \|v\|_Y, \]

(24)

where $\gamma_h$ may increase in a moderate way when $h \to 0$.

(H3) We define the elliptic projection $R_h : D(A) \to X_{h,0}$ as follows. If $u \in D(A)$, then $R_h u$ satisfies

\[ A_h (R_h u + Q_h \partial u) = L_h A u, \]

(25)

or, equivalently,

\[ R_h u = A_{h,0}^{-1} (L_h A u - A_h Q_h \partial u). \]

Notice that the elliptic projection $R_h u$ is the discretized solution of the steady state problem with exact solution $u$.

We assume that there exists a subspace $Z$ of $X$, such that, for $u \in Z$,

(a) $A_{0}^{-1} u \in Z$ and $e^{tA_{0}} u \in Z$, for $t \geq 0$,

(b) for some $\varepsilon_h$ which is small with $h$,

\[ \| (L_h - L_h Q_h \partial) u - R_h u \|_h = \| P_h u - R_h u \|_h \leq \varepsilon_h \| u \|_Z, \]

(26)

That is, the solution of the spatial discretization of a steady state problem with solution $u$ is a good approximation of $u \in Z$. 
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4.2 Time integration. Lawson methods.

We now obtain a full discretization of (1). Notice that, since (21) is in practice an ordinary differential system, it is possible to obtain a full discretization by applying a standard Lawson method to it. However, this method comes to a very inaccurate result due to the high order reduction phenomenon arising when nonvanishing boundary values are present. (When \( g \neq 0 \), the source term in (21) is, in practice, infinitely large when \( h \) goes to zero.)

Our idea is to begin with the time semidiscretization (13) by using the solutions of problems (14) and (15). Then, we apply the space discretization described above to those problems and we obtain the scheme

\[
U_{h,n+1} = \hat{U}_{h,n,0} + k \sum_{j=1}^{s} b_j \hat{F}_{h,n,j},
\]

(27)

where \( \hat{U}_{h,n,0} \) equals \( U_{h,n,0}(k) \) with \( U_{h,n,0}(t) \in X_{h,0} \) the solution of

\[
U'_{h,n,0}(t) + L_h Q_h \partial u'_{n,0}(t) = A_h(U_{h,n,0}(t) + Q_h \partial u_{n,0}(t)),
\]

(28)

and \( u_{n,0} \) is the same as in (14) and, for \( i = 1, \ldots, s \), \( \hat{F}_{h,n,i} = F_{h,n,i}((1 - c_i)k) \) with \( F_{h,n,i}(t) \in X_{h,0} \) the solution of

\[
F'_{h,n,i}(t) + L_h Q_h \partial f'_{n,i}(t) = A_h(F_{h,n,i}(t) + Q_h \partial f_{n,i}(t)),
\]

\[
F_{h,n,i}(0) + L_h Q_h \partial f(t_n + c_i k) = L_h f(t_n + c_i k),
\]

(29)

where \( f_{n,i} \) is the same as in (15). Moreover, we will assume that we take, as initial condition,

\[
U_{h,0} = P_h u(0).
\]

(30)

4.2.1 Final formula for the implementation

In this section, we state the final formula to be implemented in order to integrate the boundary value problem with possibly nonhomogeneous boundary conditions and avoiding order reduction. We will state how to obtain the exact solution of (28) and (29) through the functions \( \{ \varphi_j \} \).
The numerical solution in (27) can be written as

\[ U_{h,n+1} = e^{kA_h} U_{h,n} + \sum_{j=1}^{p} k^j \varphi_j(kA_{h,0}) [A_h Q_h \partial A^{j-1} u(t_n) - L_h Q_h \partial A^j u(t_n)] + k^{p+1} \varphi_{p+1}(kA_{h,0}) A_h Q_h \partial A^p u(t_n) \]

\[ + k \sum_{i=1}^{s} b_i \left[ e^{(1-c_i)kA_h} P_h f(t_n + c_i k) + k^{p-1} \varphi_{p-1}(1-c_i)kA_{h,0}) A_h Q_h \partial A^{p-1} u(t_n + c_i k) \right] \]

\[ + \sum_{i=1}^{p-1} (1 - c_i)^i k^{i+1} \varphi_i((1 - c_i)kA_{h,0}) [A_h Q_h \partial A^{i+1} f(t_n + c_i k) - L_h Q_h \partial A^i f(t_n + c_i k)] \]

\[ + (1 - c_i)^p k^p \varphi_p((1 - c_i)kA_{h,0}) A_h Q_h \partial A^{p-1} f(t_n + c_i k) \],

(31)

where \( u(t_n) \) is the solution of (1) we want to approximate and \( \partial A^j u(t_n) \) is calculated in terms of the data \( g \) and \( f \) of (1) through (8).

Proof. Integrating exactly (28) and (29), using the boundary values in (14)-(15) and the definition of the functions \( \{ \varphi_j \} \) (4), the method can be written as

\[ U_{h,n+1} = e^{kA_h} U_{h,n} + \int_0^k e^{(k-s)A_h} [A_h Q_h \partial u_{n,0}(s) - L_h Q_h \partial u'_{n,0}(s)] ds \]

\[ + k \sum_{i=1}^{s} b_i \left[ e^{(1-c_i)kA_h} P_h f(t_n + c_i k) + \int_0^{(1-c_i)k} e^{(k-s)A_h} [A_h Q_h \partial f_{n,i}(s) - L_h Q_h \partial f'_{n,i}(s)] ds \right] \]

\[ = e^{kA_h} U_{h,n} + \sum_{j=0}^{p} k^{j+1} \varphi_{j+1}(kA_{h,0}) A_h Q_h \partial A^j u(t_n) \]

\[ - \sum_{j=1}^{p} k^j \varphi_j(kA_{h,0}) L_h Q_h \partial A^j u(t_n) \]

\[ + k \sum_{i=1}^{s} b_i \left[ e^{(1-c_i)kA_h} P_h f(t_n + c_i k) + \sum_{l=0}^{p-1} (1 - c_i)^l k^{l+1} \varphi_{l+1}((1 - c_i)kA_{h,0}) A_h Q_h \partial A^l f(t_n + c_i k) \right] \]

\[ - \sum_{i=1}^{p-1} (1 - c_i)^i k^i \varphi_i((1 - c_i)kA_{h,0}) L_h Q_h \partial A^{i} f(t_n + c_i k) \],

from what the result follows. \( \square \)

Remark 9. In [4], it is well justified that no order reduction turns up with the standard Lawson method (without avoiding order reduction) when there is enough regularity in
space and the following vanishing boundary conditions are satisfied
\[ \partial u(t) = \partial A u(t) = \cdots = \partial A^p u(t) = 0. \]

This is in correspondence with the fact that the standard Lawson method in such a case is like (31) but eliminating all terms which contain the functions \( \{ \varphi_j \} \). This comes from the fact that, applying the space discretization to (1) in such a case and considering (21), the following problem arises
\[ U'_h(t) = A_h U_h(t) + P_h f(t). \]

Time integration with (10) explains the remark.

Remark 10. We remark that, for many space discretizations, for \( v \in Y \), \( A_h Q_h v \) and \( L_h Q_h v \) are local in the sense that they vanish in the interior of the domain \( \Omega \) (or great part of it). In such a way, the calculation of the terms which contain the functions \( \{ \varphi_j \} \) is much cheaper than it could be expected at first sight. Just some columns of the matrices which represent \( \varphi_j (skA_{h,0}) \) are necessary. That is thoroughly explained with an example in Subsection 5.3.1.

4.2.2 Local errors
In order to define the local error, we consider
\[ \hat{U}_{h,n+1} = \hat{U}_{h,n,0} + k \sum_{j=1}^{s} b_j \hat{F}_{h,n,j}, \]
where \( \hat{U}_{h,n,0} \) equals \( U_{h,n,0}(k) \), with \( U_{h,n,0}(t) \) the solution of
\[ U'_{h,n,0}(t) + L_h Q_h \partial u'_{n,0}(t) = A_h(U_{h,n,0}(t) + Q_h \partial u_{n,0}(t)), \quad U_{h,n,0}(0) = R_h u(t_n), \quad (32) \]
and, for \( j = 1, \ldots, s \), \( \hat{F}_{h,n,j} = F_{h,n,j}((1 - c_j)k) \) with \( F_{h,n,j}(t) \) the solution of
\[ F'_{h,n,j}(t) + L_h Q_h \partial f'_{n,j}(t) = A_h(F_{h,n,j}(t) + Q_h \partial f_{n,j}(t)), \quad F_{h,n,j}(0) = R_h f(t_n + c_j k). \quad (33) \]

We now define the local error at \( t = t_n \) as
\[ \rho_{h,n} = R_h u(t_n) - U_{h,n}, \]
and study its behaviour in the following theorem.

Theorem 11. Under the assumptions of Section 2, if \( u \) and \( f \) in (t) satisfy
\[ A^j u(t) \in Z, \quad j = 0, \ldots, p + 1, \quad A^j f(t) \in Z, \quad j = 0, \ldots, p, \quad t \in [0, T], \quad (34) \]
for the space $Z$ which is introduced in (H3) and the method has order $p$,

$$
\rho_{h,n+1} = O(\varepsilon_h k^{p+1} + k^{p+1} + \gamma_h k^{p+1}) + O(k \varepsilon_h) = O(\gamma_h k^{p+1} + k \varepsilon_h),
$$

where $\varepsilon_h$ and $\gamma_h$ and are those in (24)-(26) and the constants in Landau notation are independent of $k$ and $h$. (In fact, they do depend on bounds for $\mathcal{A}^j u, j = 1, \ldots, p + 1$, $\mathcal{A}^j f, j = 1, \ldots, p$ and $\varphi_j(sA_0), j = p - 1, p, p + 1$.)

**Proof.** From the definition of $\rho_{h,n},$

$$
\rho_{h,n+1} = R_h u(t_{n+1}) - \bar{U}_{h,n+1} = (R_h u(t_{n+1}) - R_h \bar{u}_{n+1}) + (R_h \bar{u}_{n+1} - \bar{U}_{h,n+1}).
$$

Notice that, using (34), Lemmas 5 and 6, hypothesis (a) in (H3), and the recursive definition of the functions $\varphi_j(z)$ (5), we deduce that $\rho_{n+1} \in Z$. Then, for the first term in parenthesis and using Theorem 7, (23)-(24) and (26),

$$
R_h u(t_{n+1}) - R_h \bar{u}_{n+1} = R_h \rho_{n+1} = (R_h - P_h) \rho_{n+1} + L_h \rho_{n+1} - L_h Q_h \partial \rho_{n+1} = O(\varepsilon_h k^{p+1} + k^{p+1} + \gamma_h k^{p+1}),
$$

Moreover, the implicit constant in Landau notation is independent of $k$ and $h$. Now, we apply the operator $R_h$ to (16) and use (25),

$$
R_h \bar{u}_{n,0}'(t) + L_h Q_h \partial \bar{u}_{n,0}'(t) = R_h A \bar{u}_{n,0}(t) + L_h Q_h \partial \bar{u}_{n,0}'(t) = L_h A \bar{u}_{n,0}(t) + (R_h - L_h) A \bar{u}_{n,0}(t) + L_h Q_h \partial A \bar{u}_{n,0}(t) = A_h (R_h \bar{u}_{n,0}(t) + Q_h \partial \bar{u}_{n,0}(t)) + (R_h - P_h) A \bar{u}_{n,0}(t) = R_h u(t).
$$

Then, subtracting (35) from (32),

$$
\begin{align*}
\overline{U}'_{h,n,0}(t) - R_h \bar{u}_{n,0}'(t) & = A_{h,0}(\overline{U}_{h,n,0}(t) - R_h \bar{u}_{n,0}(t)) + (P_h - R_h) A \bar{u}_{n,0}(t), \\
\overline{U}_{h,n,0}(0) - R_h \bar{u}_{n,0}(0) & = 0.
\end{align*}
$$

Solving this problem exactly,

$$
\overline{U}_{h,n,0}(k) - R_h \bar{u}_{n,0}(k) = \int_0^k e^{(k-\tau)} A_{h,0} (P_h - R_h) A \bar{u}_{n,0}(\tau) d\tau,
$$

which is $O(k \varepsilon_h)$ according to (22) and (26) in hypothesis (H3). This can be applied because $A \bar{u}_{n,0}(\tau) \in Z$ due to (34) and Lemma 5.

In a similar way,

$$
R_h f'_{n,j}(t) + L_h Q_h \partial f'_{n,j}(t) = R_h A f_{n,j}(t) + L_h Q_h \partial f'_{n,j}(t) = L_h A f_{n,j}(t) + (R_h - L_h) A f_{n,j}(t) + L_h Q_h \partial A f_{n,j}(t) = A_h (R_h f_{n,j}(t) + Q_h \partial f_{n,j}(t)) + (R_h - P_h) A f_{n,j}(t),
$$

$$
R_h f_{n,j}(0) = R_h (t_n + \varepsilon_h k),
$$
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and, subtracting from (33),

\[
F_{h,n,j}(t) - R_h f_{n,j}'(t) = A_{h,0}(F_{h,n,j}(t) - R_h f_{n,j}(t)) + (P_h - R_h)A_{n,j}(t),
\]

\[
F_{h,n,j}(0) - R_h f_{n,j}(0) = R_h f(t_n + c_jk) - R_h f(t_n + c_jk) = 0.
\]

Solving this problem exactly,

\[
F_{h,n,j}(k) - R_h f_{n,j}(k) = \int_0^k e^{(k-\tau)A_{h,0}}(P_h - R_h)A_{n,j}(\tau)d\tau,
\]

which is \(O(k\varepsilon_h)\) again through the same argument as above. (We take now into account that \(A_{n,j}(\tau) \in Z\) due to (34) and Lemma 6.)

Therefore, we deduce that

\[
R_h u_{n+1} - U_{n+1} = R_h \hat{u}_{n,0} - \hat{U}_{n,0} + k \sum_{j=1}^s b_j(R_h \hat{f}_{n,j} - \hat{F}_{h,n,j}) = O(k\varepsilon_h).
\]

4.2.3 Global errors

We now study the global errors at \(t = t_n\), which are given by

\[
e_{h,n} = P_h u(t_n) - U_{h,n}.
\]

**Theorem 12.** Under the same assumptions of Theorem 11,

\[
e_{h,n} = O(\gamma_h k^p + \varepsilon_h),
\]

where \(\gamma_h\) and \(\varepsilon_h\) are those in (24)-(26) and the constants in Landau notation are independent of \(k\) and \(h\).

**Proof.** Because of its definition, \(e_{h,n+1}\) can be decomposed as

\[
e_{h,n+1} = P_h u(t_{n+1}) - U_{h,n+1}
\]

\[
= (P_h u(t_{n+1}) - R_h u(t_{n+1})) + R_h u(t_{n+1}) - U_{h,n+1}
\]

\[
= O(\varepsilon_h) + R_h u(t_{n+1}) - U_{h,n+1},
\]

where (26) has been used. Besides,

\[
R_h u(t_{n+1}) - U_{h,n+1} = R_h u(t_{n+1}) - \hat{U}_{n+1} + \hat{U}_{n+1} + U_{h,n+1} - U_{h,n+1}
\]

\[
= \rho_{h,n+1} + \hat{U}_{h,n+1} - U_{h,n+1}.
\]

We now study \(\hat{U}_{n+1} - U_{h,n+1}\). Subtracting and considering the previous subsection,

\[
\hat{U}_{h,n+1} - U_{h,n+1} = \hat{U}_{n,0} - U_{n,0} + k \sum_{j=1}^s b_j(\hat{F}_{h,n,j} - \hat{F}_{h,n,j}).
\]
Due to (32) and (28), $\hat{U}_{h,n,0} - \hat{U}_{h,n,0}$ is the value at $t = k$ of the solution of

$$
\frac{\partial}{\partial t} U_{h,n,0}(t) - U_{h,n,0}(t) = A_{h,0}(U_{h,n,0}(t) - U_{h,n,0}(t)),
$$
and, therefore, solving exactly,

$$
\hat{U}_{h,n,0} - \hat{U}_{h,n,0} = e^{kA_{h,0}}(R_h u(t_n) - U_{h,n}).
$$

Similarly, from (29) and (33), $\hat{F}_{h,n,j} - \hat{F}_{h,n,j}$ is the value at $t = (1 - c_j)k$ of the solution of

$$
\frac{\partial}{\partial t} F_{h,n,j}(t) - F_{h,n,j}(t) = A_{h,0}(F_{h,n,j}(t) - F_{h,n,j}(t)),
$$
and, therefore, solving exactly,

$$
\hat{F}_{h,n,j} - \hat{F}_{h,n,j} = e^{(1-c_j)kA_{h,0}}(R_h - P_h) f(t_n + c_j k).
$$

Finally, we deduce from this, Theorem 11 and (26), the following recursion formula

$$
R_h u(t_{n+1}) - U_{h,n+1} = R_h u(t_n) - U_{h,n} + k \sum_{j=1}^s b_j (\hat{F}_{h,n,j} - \hat{F}_{h,n,j})
$$

$$
= e^{kA_{h,0}}(R_h u(t_n) - U_{h,n}) + k \sum_{j=1}^s b_j e^{(1-c_j)kA_{h,0}}(R_h - P_h) f(t_n + c_j k)
$$

$$
= e^{kA_{h,0}}(R_h u(t_n) - U_{h,n}) + O(\gamma h^p + \epsilon_h).
$$

This implies that

$$
R_h u(t_n) - U_{h,n} = e^{t_nA_{h,0}}(R_h u(0) - U_{h,0}) + O(\gamma h^p + \epsilon_h),
$$

which, together with (30) and (22), proves the theorem.

5 Examples and numerical results

In this section, we corroborate the results of previous sections by integrating parabolic problems with homogeneous and non-homogeneous Dirichlet boundary conditions. (We remark that it is possible to consider other boundary conditions with slight modifications.) We will use different time Lawson integrators and different spatial discretizations.
5.1 Parabolic problem formulation

Our main reference for this section is [18]. The references [8, 9, 20, 21, 22] are also of interest.

Let \( \Omega \) be a bounded domain in \( \mathbb{R}^d \) \((d = 1, 2, 3)\) with a Lipschitz continuous boundary \( \partial \Omega \). We consider the second order linear operator

\[
Aw := \sum_{i,j=1}^{d} D_i(a_{ij}D_jw) - \sum_{i=1}^{d}(D_i(b_iw) + c_iD_iw) - a_0w,
\]

where \( D_i = \frac{\partial}{\partial x_i} \). We assume that the coefficients \( a_{ij}(x), b_i(x), c_i(x) \) and \( a_0(x) \) are real smooth functions on the domain \( \Omega \) and \(-A\) is elliptic, i.e. there exists a constant \( \alpha_0 > 0 \) such that

\[
\sum_{i,j=1}^{d} a_{ij}(x)\xi_i\xi_j \geq \alpha_0|\xi|^2,
\]

for all \( \xi \in \mathbb{R}^d \) and almost every \( x \in \Omega \).

From the operator \( A \), we derive the bilinear form

\[
a(w, v) := \int_{\Omega} \left[ \sum_{i,j=1}^{d} a_{ij} \frac{\partial w}{\partial x_j} \frac{\partial v}{\partial x_i} - \sum_{i=1}^{d}(b_iwD_i v - c_i vD_iw) + a_0 w v \right],
\]

for \( v, w \in V \), which is a suitable subspace of functions defined over \( \Omega \).

In the case of a Dirichlet problem, we take \( V = H^1_0(\Omega) \). Then, the bilinear form \( a(\cdot, \cdot) \) is well defined and continuous in \( V \times V \), i.e.

\[
|a(u, v)| \leq C||u||_V||v||_V, \quad u, v \in V.
\]

Moreover, under suitable conditions, \( a(\cdot, \cdot) \) is coercive (see [18], p.164), i.e.

\[
a(u, u) \geq \alpha ||u||^2_V,
\]

and we deduce that the variational problem “find \( u \in V \) such that

\[
a(u, v) = (f, v), \quad v \in V, \quad (36)
\]

is uniquely solvable for \( f \in L^2(\Omega) \). Moreover, a smooth solution of (36) is also the solution of the homogeneous Dirichlet elliptic problem

\[
-Au = f, \\
u|_{\partial \Omega} = 0.
\]

We are mainly interested in non-homogeneous boundary problems. Assuming that the boundary datum \( g \) belongs to \( H^{1/2}(\partial \Omega) \), \( g \) may be extended to the whole \( \Omega \) to a function \( \tilde{g} \in H^1(\Omega) \) and the variational problem is
“find \( u \in V \) such that
\[
a(u + \tilde{g}, v) = (f, v), \quad v \in V.
\] (37)

We take \( X = L^2(\Omega), Y = H^{3/2}(\partial\Omega) \) and we denote \( D(A) = H^2(\Omega) \subset X \). Consider the operator acting on \( D(A) \),
\[
\partial u = u|_{\partial\Omega}.
\]

On the other hand, we consider the operator \( A_0 = A|_{\ker(\partial)} \). Then, \( D(A_0) = H^2(\Omega) \cap H^1_0(\Omega) \) and \( A_0 \) is the infinitesimal generator of an analytic semigroup \( \{e^{tA_0}\} \) in \( X \). Therefore, with the notation above, the IBVP
\[
\frac{du}{dt}(t) + \tilde{g}(t), v) + a(u(t) + \tilde{g}(t), v) = (f, v), \quad v \in V.
\] (38)

can be fitted into the theory of abstract IBVPs developed in [1, 5, 16] and it can be written as (1).

5.2 Example 1. Galerkin finite element methods

Finite elements are used for the semidiscretization of the weak formulation of (38),
\[
\text{“find } u \in L^2(0; T; V) \cap C([0, T], L^2(\Omega)) \text{ such that}
\]
\[
\frac{du}{dt}(t) + \tilde{g}(t), v) + a(u(t) + \tilde{g}(t), v) = (f, v), \quad v \in V.
\]

where \( u(0) + \tilde{g}(0) = u_0, \tilde{g}(t) \) is a suitable extension of the boundary datum \( g(t) \) in whole \( \Omega \) and \( f \in L^2(\Omega \times (0, T)) \). Our approach is closely based on Remark 6.2.2 in [18].

We suppose that \( T_h \) is a partition of \( \Omega_h = \bigcup_{T \in T_h} T \), a suitable subdomain of \( \overline{\Omega} \). Moreover, \( X = L^2(\Omega) \) and \( \{V_h\}_{h>0} \subset X \) is a family of finite dimensional spaces with the inherited norm which is made up of finite elements. We suppose that the partition \( \Omega_h = \bigcup_{T \in T_h} T \) and the finite elements satisfy the assumptions in Theorem 6.2.1 in [18].

Let us take \( X_h = V_h \). The elements of \( X_h \) are functions which are defined as piecewise polynomial interpolants of their values in the nodes associated to the partition \( T_h \). Some of these nodes are on the boundary and we denote \( X_{h,b} \subset X_h \) to the subspace formed by the polynomial functions which vanish on the internal nodes and \( X_{h,0} \subset X_h \) to the subspace formed by the piecewise polynomial functions which vanish on the boundary nodes. Then, we can write \( X_h = X_{h,0} \oplus X_{h,b} \). We denote by \( Q_h \partial u \in X_{h,b} \) to the piecewise interpolating polynomial of the boundary values of \( u \in D(A) \). Therefore, in (24) inside hypothesis (H2), the factor \( \gamma_h \) depends on the approximation of the domain \( \Omega \) and on the boundary condition (see for example section 4.4 in [20]). In particular, when the boundary conditions are Dirichlet and the norm is the \( L^2 \)-norm, \( \gamma_h = O(1) \).
As the projection operator $L_h : X \to X_{h,0}$, we take the orthogonal projection which satisfies (23) inside hypothesis (H2).

The operators $A_h : X_h \to X_{h,0}$ are defined through the relation

$$(A_h u_h, \chi) = -a(u_h, \chi), \quad u_h \in X_h, \quad \chi \in X_{h,0},$$

and $A_{h,0}$ is the restriction of $A_h$ to $X_{h,0}$. Then, the operators $A_{h,0}$ are invertible and generate analytic semigroups on $X_h$ satisfying (H1) (see [9], section 6 and 7). The Ritz (or elliptic) projection is defined by

$$(A_h(R_h u + Q_h \partial u), \chi) = (Au, \chi) = (L_h Au, \chi),$$

for $u \in D(A)$ and $\chi \in X_{h,0}$.

We assume that the solution $u$ of problem (38) is in the space $H^s(\Omega)$, for certain $s > 0$. Since $D(A^r) = H^{2r}(\Omega)$, for any $r > 0$, (34) is satisfied for $Z = H^{2r}(\Omega)$ whenever $u(t) \in H^{2(p+1+r)}(\Omega)$ and $f(t) \in H^{2(p+r)}(\Omega)$. Moreover, with suitable hypotheses on the finite elements being used (see e.g. Remark 6.2.2 in [18]), we can obtain (26) with

$$\varepsilon_h = O(h^l), \quad \text{for} \ l = \min(m, r - 1),$$

(39)

where we suppose that the basis functions of $X_h$ are included in the space of piecewise-polynomials of degree less than or equal to $m$. The estimate on the global error which is obtained then in Theorem 12 is

$$O(k^p + h^l),$$

with $l = \min(m, r - 1)$.

In the first place, we have considered the following Dirichlet problem with nonvanishing boundary conditions:

$$u_t(x, t) = u_{xx}(x, t) - 2e^{x-t}, \quad x \in [0, 1], \ t > 0,$$
$$u(0, t) = e^{-t},$$
$$u(1, t) = e^{1-t},$$
$$u(x, 0) = e^x.$$  \hspace{1cm} (40)
whose exact solution is \( u(x,t) = e^{x-t} \). For the space discretization, we have used quadratic finite element methods, for which \( m = 2 \) in (39). As for the time integration, we have chosen the Lawson method which is based on the quadrature rule approximation corresponding to \( c_1 = 0, c_2 = 1, b_1 = b_2 = 1/2 \), which is the trapezoidal rule. This method, when applied to (9), is well-known to have order \( p = 2 \). We have firstly integrated the problem without avoiding order reduction, by solving (21) directly. Then, we have integrated it by using the suggested formula (31). We have measured the error when using the method of lines without avoiding order reduction and with the technique suggested here. More precisely, we measure the \( L^2 \)-norm of the difference between the piecewise quadratic interpolants of the exact solution and the obtained numerical solution. Figure 1 shows error just after a timestepsize (local error, *) and at a final time \( t = 1 \) (global error, o) when using as space grid \( h = 2.5 \times 10^{-3} \) and timestepsizes \( k = 0.1, 0.05, \ldots \). We can observe that the errors, without avoiding order reduction, are completely unacceptable. In fact, the errors are bigger and bigger when-

<table>
<thead>
<tr>
<th></th>
<th>Local error order without avoiding O. R.</th>
<th>0.93</th>
<th>0.96</th>
<th>0.98</th>
<th>0.99</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Local error order avoiding O. R.</td>
<td>2.88</td>
<td>2.92</td>
<td>2.95</td>
<td>2.96</td>
</tr>
<tr>
<td></td>
<td>Global error order without avoiding O. R.</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Global error order avoiding O. R.</td>
<td>2.26</td>
<td>2.13</td>
<td>2.06</td>
<td>2.03</td>
</tr>
</tbody>
</table>

Table 2: Order corresponding to the integration of problem (40), with quadratic finite elements in space and trapezoidal Lawson rule in time, \( h = 2.5 \times 10^{-3} \), \( k = 0.1, 0.05, \ldots \).
ever $h$ diminishes. (See Table 1.) However, with the technique suggested in this paper, we achieve to integrate the problem in an accurate way and, what’s more, avoiding completely order reduction. That can be observed in the slope of lines of Figure 1 and also in Table 2, where the precise values of the order (estimated from consecutive values of the error) are written. This corroborates Theorems 11 and 12 since order 3 for the local error and order 2 for the global one is observed.

In the second place, we have considered the vanishing boundary value problem

$$ u_t(x,t) = u_{xx}(x,t) + (x^2 - x + 2)e^{-t}, \quad x \in [0,1], \quad t > 0, $$
$$ u(0,t) = u(1,t) = 0, \quad (41) $$

whose exact solution is $u(x,t) = x(1-x)e^{-t}$. We have discretized it in the same way than the previous problem. We notice in Figure 2 that, when avoiding order reduction, not only the slope of the lines increases, but also the size of the errors is much smaller even for the biggest values of $k$. The precise values of the order are written in Table 3.
The second and fourth line of the table corroborate Theorems 11 and 12 because order 3 for the local error and order 2 for the global one are observed when order reduction is avoided. This means a significant improvement in contrast with the order 1.25 which is observed for the local and global errors without avoiding order reduction, as it was justified in [4].

5.3 Example 2. Finite-difference schemes

The finite-difference case can also be analysed under the framework in Section 4.1. Now, we can consider $X = C(\Omega)$ and $Y = C(\partial \Omega)$. Besides, for each parameter $h$, we can consider a grid $\Omega_h$ with some interior nodes in the interior of $\Omega$ and some boundary nodes in $\partial \Omega$. Associated to each $\Omega_h$, we can think of $\{X_h\}$ as any finite dimensional family of subspaces of $X$ such that there is a one-to-one correspondence between each element of $X_h$ and its nodal values in $\Omega_h$. The interior nodal values determine the element in $X_{h,0}$ (for which the nodal values on the boundary vanish) while the boundary ones do the same in $X_{h,b}$ (for which the nodal values in the interior vanish). The corresponding norm in $X_h$ will be the discrete $L^2$-norm. We will consider the interpolating operator $Q_h : Y \rightarrow X_{h,b}$, which takes any $g \in Y$ to the function in $X_{h,b}$ whose nodal values on the boundary of $\Omega_h$ coincide with those of $g$. Then, the restriction of the operator $A_h : X_h \rightarrow X_{h,0}$ (which approximates $A$) to $X_{h,0}$ will be represented by a certain square matrix, which we will denote as $B_{h,0}$.

5.3.1 1-dimensional problem

We will firstly discretize problem (40) in space with the classical symmetric second-order FD scheme for the second derivative. For the discretization of the

$$w_{xx}(x) = f(x), \quad x \in (0, 1), \quad w(0) = w_0, w(1) = w_1,$$

this can be written as

$$B_{h,0}W_{h,0} + E_h[w_0 w_1]^T = f_{h,0},$$

where $W_{h,0}$ is the vector which contains the searched interior grid nodal values of $w$, $f_{h,0}$ is the vector which contains the interior grid nodal values of $f$ and

$$B_{h,0} = \frac{1}{h^2} \begin{bmatrix} -2 & 1 & 0 \\ 1 & -2 & 1 \\ 0 & 1 & -2 \\ \vdots & \ddots & \ddots \\ 0 & \cdots & 1 \\ 0 & 1 & -2 \end{bmatrix}, \quad E_h \begin{bmatrix} w_0 \\ w_1 \end{bmatrix} = \frac{1}{h^2} \begin{bmatrix} w_0 \\ 0 \\ \vdots \\ 0 \\ w_1 \end{bmatrix}.$$

In such a way, using the framework in (25), $R_h w$ is represented by $W_{h,0}$, $B_{h,0}$ is the matrix which represents $A_{h,0}$ and $E_h$ is the one which represents $A_h Q_h$, $L_h$ is just the inside nodal projection and therefore, in this case, $L_h Q_h \equiv 0$, which implies that $L_h \equiv P_h$. As it is well known, the eigenvalues of $B_{h,0}$ are negative, which implies (H1),
Figure 3: Global error against cpu time when integrating (40) with trapezoidal Lawson quadrature rule without avoiding order reduction (dashed line), avoiding order reduction (continuous line) and with the exponential quadrature rule (44) (dash-dotted line), $h = 2.5 \times 10^{-3}$, $k = 0.1, 0.05, \ldots$. (Implementation calculating exponential-type matrices once and for all at the very beginning.)

Figure 4: Global error against cpu time when integrating (40) with trapezoidal Lawson quadrature rule avoiding order reduction (continuous line) and with the exponential quadrature rule (44) (dash-dotted line), $h = 2.5 \times 10^{-3}$, $k = 0.1, 0.05, \ldots$. (Implementation with Krylov techniques.)
and (23) and (24) in (H2) are clear. On the other hand, (H3) is also well-known to be satisfied with $Z = H^4(0,1)$ and $c_h = O(h^2\|\omega\|_{H^4(0,1)})$.

Notice that, in this particular case, when integrating in time with trapezoidal Lawson rule using the implementation in (31), the following scheme turns up:

$$U_{h,n+1} = e^{kA_n}u_{h,n} + \frac{k}{2}P_hf(t_n) + \frac{k}{2}P_hf(t_{n+1}) + k\varphi_1(kA_{h,0})A_hQ_h\partial[u(t_n) + \frac{k}{2}f(t_n)]$$

$$+ k^2\varphi_2(kA_{h,0})A_hQ_h\partial[Au(t_n) + \frac{k}{2}Af(t_n)] + k^3\varphi_3(kA_{h,0})A_hQ_h\partial A^2u(t_n).$$

Therefore, the only terms which must be calculated, apart from those which appear when applying trapezoidal Lawson method without avoiding order reduction to a vanishing boundary conditions problem, are, for $j = 1, 2,

$$\frac{k^j}{h^2}\varphi_j(kB_{h,0}) = \left[\begin{array}{c}
A^{j-1}u(0, t_n) + \frac{k}{2}A^{j-1}f(0, t_n) \\
0 \\
\vdots \\
0 \\
A^{j-1}u(1, t_n) + \frac{k}{2}A^{j-1}f(1, t_n)
\end{array}\right], \quad \frac{k^3}{h^2}\varphi_3(kB_{h,0}) = \left[\begin{array}{c}
A^2u(0, t_n) \\
0 \\
\vdots \\
0 \\
A^2u(1, t_n)
\end{array}\right].$$

When the stepsize is fixed, as we assume in our analysis, what is just required is then to calculate the first and last column of $\varphi_j(kB_{h,0})$ ($j = 1, 2, 3$) once and for all at the very beginning, and then at each step just the corresponding linear combination of those two columns must be performed. As distinct, all columns of $e^{kB_{h,0}}$ should be calculated since, in principle, $U_{h,n}$ and $P_hf(t_n)$ have no vanishing components. Because of that, the cost of computing (43) is negligible compared with that of calculating the first term in (42).

The global discrete $L^2$-errors have been calculated without avoiding and avoiding order reduction. The results against CPU time when integrating till time $t = 1$ are shown in Figure 3. The time required to calculate the exponential-type matrices has not been considered since those calculations are performed just at the very beginning, and the relative cost of that part would very much depend on the final time of integration. The values of $k$ and $h$ which have been considered are the same as in Figure 1 and, as the error in space is negligible with respect to that in time, the values for the errors are practically the same as in that figure. It is clear that, for each value of $k$, avoiding order reduction implies a big reduction on the size of the error but a very small increase in computational time. Moreover, although it is not an aim of the paper to recommend any particular method, we have compared the results with the exponential quadrature rule which is based on interpolating $F$ in (11) by a linear polynomial. When integrating (21) with the mentioned rule and the above space discretization, for which $L_hQ_h = 0$, the scheme is given by

$$U_{h,n+1} = e^{kA_n}u_{h,n} + k\varphi_1(kA_{h,0})[A_hQ_hg(t_n) + P_hf(t_n)]$$

$$+ k\varphi_2(kA_{h,0})[A_hQ_h(g(t_{n+1}) - g(t_n)) + P_hf(t_{n+1}) - P_hf(t_n)].$$

This formula has been proved to have stiff order 2 for homogeneous boundary conditions [10] and it happens to show the same order for our non-homogeneous boundary
conditions problem. However, as it can also be observed in Figure 3, it is approximately twice more expensive than trapezoidal Lawson rule in this problem. The reason for that is that $\varphi_1(kB_h;0)$ and $\varphi_2(kB_h;0)$ must be calculated over full non-zero vectors. Notice that, if the number of stages with other exponential methods had to be increased to achieve a higher stiff order, the comparison would be even more beneficial for the implementation of Lawson methods as suggested here since the classical order is obtained without increasing the number of stages.

On the other hand, we have also made the numerical comparison between both second-order methods calculating the actions of the exponential-type matrices over vectors through Krylov techniques. In such a way, it is not necessary to calculate the exponential-type matrices at the very beginning, and the procedure could also be applied with variable stepsizes. For that, we have used the subroutines in [13] with the default values for the parameters in them. Figure 4 shows the results that we have obtained. At least for that problem, for the smallest values of $k$, the technique described here to implement the trapezoidal Lawson method is a bit cheaper than the mentioned exponential quadrature rule.

5.3.2 2-dimensional problems

In this subsection we have considered two particular problems in two dimensions. One corresponds to vanishing boundary conditions and another one to non-vanishing boundary conditions, for which the standard Lawson method gives completely unacceptable
results. The problem is

\begin{equation}
\begin{aligned}
  u_t(t,x,y) &= u_{xx}(t,x,y) + u_{yy}(t,x,y) + f(t,x,y), \quad t > 0, \quad (x,y) \in \Omega = (0,1) \times (0,1), \\
  u(t,x,y) &= g(t,x,y), \quad (x,y) \in \partial \Omega,
\end{aligned}
\end{equation}

with functions \( f(t,x,y) \) and \( g(t,x,y) \) such that the exact solutions are

\[ u(t,x,y) = x(1-x)y(1-y)e^{x+y-t} \] and \( u(t,x,y) = e^{x+y-t} \).

For the space discretization of the Laplacian, we have considered the well-known fourth-order nine-point formula [19] while for the time integration we have used Lawson method based on Simpson’s quadrature rule, which is also of fourth order for problem (9). More precisely, the scheme for the discretization of the Laplacian in a square,

\[ w_{xx}(x,y) + w_{yy}(x,y) = f(x,y), \quad \partial w = g \text{ in } \partial \Omega, \]

can be written (in terms of the searched nodal values in the interior \( W_{h,0} \), the given values of \( g \) on the boundary \( w_{h,b} \) and the values of \( f \) in the interior and boundary grid nodes \( f_{h,0} \) and \( f_{h,b} \)) as

\begin{equation}
C_h W_{h,0} + D_h w_{h,b} = M_h f_{h,0} + N_h f_{h,b},
\end{equation}

where \( C_h \) and \( M_h \) are the tridiagonal block matrices

\begin{equation}
C_h = \frac{1}{h^2} \begin{bmatrix}
-\frac{10}{3} I + \frac{2}{3} J & \frac{2}{3} I + \frac{1}{6} J & 0 & \ldots & 0 \\
\frac{2}{3} I + \frac{1}{6} J & -\frac{10}{3} I + \frac{2}{3} J & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & \frac{2}{3} I + \frac{1}{6} J \\
0 & \ldots & 0 & \frac{2}{3} I + \frac{1}{6} J & -\frac{10}{3} I + \frac{2}{3} J \\
\end{bmatrix},
\end{equation}

\begin{equation}
M_h = \frac{1}{12} \begin{bmatrix}
8I + J & I & 0 & \ldots & 0 \\
I & 8I + J & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & I \\
0 & \ldots & 0 & I & 8I + J \\
\end{bmatrix},
\end{equation}

with

\[ J = \begin{bmatrix}
0 & 1 & 0 & \ldots & 0 \\
1 & 0 & 1 & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & 1 \\
\vdots & \ddots & \ddots & \ddots & 1 \\
0 & \ldots & 0 & 1 & 0 \\
\end{bmatrix}, \]

and \( D_h, N_h \) correspond respectively to the associated block-matrices in \( C_h \) and \( M_h \) acting on the boundary. This can be written as

\[ M_h^{-1} C_h W_{h,0} + M_h^{-1} D_h w_{h,b} = f_{h,0} + M_h^{-1} N_h f_{h,b}, \]
which resembles (25), where $B_{h,0} = M_h^{-1}C_h$ represents the discretization $A_{h,0}$ and the operator $L_h$, when applied to the function $f$ is represented by $f_{h,0} + M_h^{-1}N_h f_{h,b}$. In such a way, $P_h f = L_h f - L_h Q_h f$ is represented by the interior nodal values of $f$ ($f_{h,0}$).

From the form of the matrices $C_h$ and $M_h$ (47)-(48), it is easy to see that both matrices are symmetric and commute. Because of this, they diagonalize in the same base of eigenvectors. Applying Gerschgorin theorem, the eigenvalues of $C_h$ are negative and those of $M_h$ are positive. Therefore, the eigenvalues of $B_{h,0} = M_h^{-1}C_h$ are negative, which implies (H1) with $M = 1$. On the other hand, (24) in (H2) is clear for $\gamma_h = 1$.

Besides, because of the fact that the eigenvalues of $M_h$ are in $(\frac{4}{3}, 1]$ by Gerschgorin theorem, the Euclidean norm of $M_h^{-1}$ (which is symmetric) is bounded by 3. If we add to that the boundedness of the coefficients of $N_h$, (23) in (H2) follows. Finally, from [19],

$$C_h w_{h,0} + D_h w_{h,b} = M_h f_{h,0} + N_h f_{h,b} + O(h^4 \|w\|_{H^6(\Omega)}),$$

where $w_{h,0}$ is the vector which represents $P_h w$ and has the interior nodal values of $w$. Subtracting from (46) and bounding in the corresponding norm,

$$\|w_{h,0} - W_{h,0}\| = O(h^4 \|w\|_{H^6(\Omega)} \|C_h^{-1}\|).$$

(Notice that $h^2 C_h$ can be written as the Kronecker product $\frac{1}{h^2}(4I + J) \otimes (4I + J) - 6I$ and, as the eigenvalues of $J$ are $\{2 \cos(2\pi j/N)\}_{j=1,...,N-1}$ with $N$ such that $Nh$ equals the side of the square, the eigenvalues of $h^2 C_h$ are $\{\frac{4}{h} (4 + 2 \cos(2\pi j/N))(4 + 2 \cos(2\pi l/N)) - 6\}_{j,l=1,...,N-1}$. From this it is clear that the smallest in modulus of the eigenvalues is $O(h^2)$ and therefore $C_h^{-1}$ is bounded independently of $h$.) As $W_{h,0}$ is the vector which represents $R_h w$, (26) in (H3) follows with $Z = H^6(\Omega)$ and $\varepsilon_h = O(h^4)$.

Again the local and global discrete $L^2$-errors have been calculated for the vanishing boundary conditions problem without avoiding and avoiding order reduction. The results when using a uniform grid space with $h = 0.01$ and time stepsizes $k = 0.1, 0.05, \ldots$ are shown in Figure 5. (The errors in the space discretization are then negligible against time discretization errors.) Again the advantages of using the technique suggested in the paper are obvious in terms of order and in terms of the magnitude of the errors. Moreover, the biggest the classical order the biggest the benefits of avoiding order reduction. Table 4 confirms more precisely the results on the recovery of the classical order, where now the order is estimated from the consecutive values of the errors shown in Figure 5.

| Local error order without avoiding O. R. | 1.29 | 1.34 | 1.41 |
| Local error order avoiding O. R. | 5.17 | 5.07 | 5.01 |
| Global error order without avoiding O. R. | 1.36 | 1.38 | 1.43 |
| Global error order avoiding O. R. | 5.11 | 4.47 | 4.09 |

Table 4: Order corresponding to the integration of problem (45) with vanishing boundary conditions, with nine-point formula in space and Simpson Lawson rule in time, $h = 0.01, k = 0.1, 0.05, \ldots$
<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Local error order</td>
<td>4.67</td>
<td>4.73</td>
<td>4.86</td>
</tr>
<tr>
<td>avoiding O. R.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global error order</td>
<td>4.27</td>
<td>4.10</td>
<td>4.09</td>
</tr>
<tr>
<td>avoiding O. R.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Order corresponding to the integration of problem (45) with non-vanishing boundary conditions, with nine-point formula in space and Simpson Lawson rule in time, $h = 0.01, k = 0.1, 0.05, \ldots$

As for the problem with non-vanishing boundary conditions, we notice that it is not so easy to reduce it to a problem with vanishing boundary conditions for which there is no order reduction (see the first paragraph of Section 4). The technique suggested in this paper offers an easy and cheap way to tackle the problem which, at the same time, has no order reduction. Table 5 confirms this excellent result, showing again the orders estimated from consecutive errors for the same values of $h$ and $k$ as before.
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