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SUMMARY  

Friction stir welding, FSW, is a solid-state joining method that is ideally suited for welding aluminum 

alloys. Welding of the aluminum is accomplished by way of a hardened steel tool that rotates and is 

pushed with great force into the work pieces. Friction between the tool and the aluminum causes heat to 

be generated, which softens the aluminum, rendering it easy to deform plastically. In recent years, the 

FSW process has steadily gained interest in various fabrication industries. However, wide spread 

acceptance has not yet been attained. Some of the main reasons for this are due to the complexity of 

the process and the capital cost to procure the required welding equipment and infrastructure. To date, 

little attention has been paid towards finding optimal process parameters that will increase the economic 

viability of the FSW process, thus offsetting the high initial investment most. In this research project, a 

robust and efficient numerical simulation code called SPHriction-3D is developed that can be used to 

find optimal FSW process parameters. The numerical method is meshfree, allowing for all of the phases 

of the FSW process to be simulated with a phenomenological approach. The dissertation starts with a 

focus on the current state of art. Next an in-depth development of the proposed meshfree formulation is 

presented. Then, the emphasis turns towards the presentation of various test cases along with 

experimental validation (the focus is on temperature, defects, and tool forces). The remainder of the 

thesis is dedicated to the development of a robust approach to find the optimal weld quality, and the 

associated tool rpm and advancing speed. The presented results are of engineering precision and are 

obtained with low calculation times (hours as opposed to days or weeks). This is possible, since the 

meshfree code is developed to run in parallel entirely on the GPU. The overall outcome is a cutting edge 

simulation approach for the entire FSW process. 
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Résumé 

Le soudage par friction malaxage, SFM, est une méthode idéale pour relier ensemble des pièces en 

aluminium. Lors du procédé, un outil en acier très dur tourne à haute vitesse et est presser dans les 

plaques avec beaucoup de force. L’outil frotte sur les plaques et génère la chaleur, ce qui ramollie 

l’aluminium, ceci le rendant plus facile à déformé mécaniquement. Récemment, le SFM a connu une 

croissance de reconnaissance important, par contre, l’industrie ne l’as pas encore adopté 

unilatéralement. Il existe encore beaucoup de terrain à défricher avant de bien comprendre comment les 

paramètres du procédé font effet sur la qualité de la soudure. Dans ce travail, on présente une approche 

de simulation numérique sans maillage pour le SFM. Le code développé est capable de prendre en 

considération des grandes déformations plastiques, le ramollissement de l’aluminium avec la 

température, et la condition de frottement complexe. Cette méthode permet de simulé tous les phases 

du procédé SFM dans une seule modèle. La thèse commence avec un mis en contexte de l’état actuel 

de la simulation numérique du SFM. Une fois la méthodologie de simulation sans maillage présenté, la 

thèse concentre sur différents cas de vérification et validation. Finalement, un travail d’optimisation des 

paramètres du procédé est réalisé avec le code numérique. La méthode de simulation présentée s’agit 

d’une approche efficace et robuste, ce qui le rend un outil de conception valable pour les ingénieurs qui 

travaille dans le domaine de SFM. 

  



 

iv 

 

 

 

 

This work was only possible due to the support and love of my wife, Laurie, my daughter, Kaïla and my 

son, Alexander.  

 

They are my reason to live, love and continually improve 

 

I dedicate this work to them 

  



 

v 

 

 

 

 

Success is no accident. It is hard work, perseverance, learning, studying, sacrifice and most of all, love 

of what you are doing or learning to do.  

Pele 

Companies have too many experts who block innovation. True innovation really comes from 

perpendicular thinking.  

Peter Diamandis 

Effort only fully releases its reward after a person refuses to quit.  

Napoleon Hill 

  



 

vi 

 

ACKNOWLEDGEMENTS 

Firstly, I would like to thank both my research directors, Professor Lyne St-Georges, ing, Ph.D., MBA, 

and Professor and director of GRIPS, Laszlo I. Kiss, Ph.D. at Université du Quebec a Chicoutimi (UQAC). 

From the first moment that we met, we have had many thought-provoking and motivating discussions. 

Their support and belief in my ability as an engineer and researcher helped me to achieve all the goals 

set out at the start of the project. Without their unwavering support and guidance, I would not have 

endeavoured to enter into the PhD program. They provided a positive and nurturing learning environment 

that was elemental to the success of the project. I would also like to deeply thank the support and 

friendship of George Laird, Ph.D., PE, and owner of Predictive Engineering. I cherish the more than 10 

years that we have known each other and the many interesting and stimulating engineering projects that 

we have completed together. George’s support of my Ph.D. project has been a key factor in its success. 

His give it all, 110% attitude has been an inspiration in not only my engineering work, but also my life in 

general.  

Over the last decade, I have had the opportunity to work with many encouraging and supportive 

engineers and technicians. My time at AP-Dynamics gave me a strong foundation as a numerical 

simulation engineer. Mario Forcinito, P.Eng., Ph.D., and Paul Alves, P.Eng, M.Sc., owners of AP-

Dynamics, instilled a strong interest in achieving personal excellence and more importantly, a perceived 

need to continually improve myself and the team that I work with. I would not have considered embarking 

in the doctoral program without their mentoring at the early stage of my career. I would also like to thank 

the many colleagues at CPI Proco and Roche.  

The successful completion of a Ph.D. project requires an extensive support staff. I would like to thank all 

the technicians that have helped to make the research work possible. Special thanks go out to Alexandre 

Morin, Université du Quebec a Chicoutimi (UQAC), for his dedication and continued help preparing the 

experiments, maintaining the equipment, and operating the FSW equipment. I would also like to thank 

the help of Alexandre Maltais, CSFM-UQAC, for his help with performing various industry scale FSW 

tests. I also would like to extend my gratitude to my fellow researchers and colleagues at Université du 

Quebec a Chicoutimi (UQAC) for their help with many different aspects of the research project. 

Undertaking and completing a doctorate requires a certain mindset and attitude. I would like to thank my 

mom, Donna Fraser, and my Dad, Ian Fraser, for instilling in me at an early age, the drive to give my 

best in everything I do. Words are not enough to express my gratitude for the time and dedication that 

they expended in raising me to be a strong and independent person. Who I am today is in direct reflection 

of whom they raised me to be. I would also like to extend further appreciation towards the in depth 

interest that my Dad took in my research work. The countless hours spent creating a graphical user 



 

vii 

 

interface for the simulation code, as well as the extensive time reviewing and correcting each and every 

one of my reports, articles, and this dissertation.  

Over the course of my doctoral research project, I was lucky enough to receive numerous grants and 

scholarships. I would like to extend my warmest appreciation towards Fonds de recherche Nature et 

technologie du Quebec (FRQNT) for providing a generous scholarship. I would like to thank Rio-Tinto-

Alcan for awarding me with the bourses du groupe de produits Aluminium de Rio Tinto. Also, thanks to 

the Fondation de l’UQAC (FUQAC), Bombardier (bourse Fondation J. Armand Bombardier), INALCO, 

and UQAC PAIR for their generous scholarships. 

I would also like to thank NVIDIA for their donation of a GTX Titan Black GPU for the research work. I 

would like to acknowledge the support from The Portland Group (PGI) for providing a licence for the PGI 

CUDA Fortran compilers. Also, thanks to the Centre de recherche sur l’aluminium – REGAL for 

generously providing funds for my participation in the 13th International LS-DYNA Conference, The 4th 

International Particles Conference, and the 11th International FSW Symposium. Without these generous 

contributions, the research project would not have been possible. 

Finally, and most importantly, I would like to thank my best friend for her boundless and unconditional 

support and love. Her incredible gift for mathematics and strategy were major driving forces to complete 

my undergraduate degree and to take on the challenges of a Ph.D. She is a beautiful person, an 

incredible mother, and the love of my life.   

Saguenay, Quebec, April , 2017 

Kirk Fraser, Eng.  



 

viii 

 

CONTENTS 

1 INTRODUCTION ................................................................................................................ 1 

1.1 Problem Statement ................................................................................................................................ 3 

1.2 Research Project Objectives ................................................................................................................... 3 

1.3 Major Developments in this Project ....................................................................................................... 4 

1.4 Thesis Layout ......................................................................................................................................... 5 

1.5 A Note on Notation ................................................................................................................................ 7 

2 CURRENT STATE OF THE ART ............................................................................................. 9 

2.1 Solid-State Joining Processes ............................................................................................................... 10 

2.1.1 Linear Friction Welding ................................................................................................................. 10 

2.1.2 Rotary Friction Welding ................................................................................................................. 11 

2.1.3 Explosion Welding ......................................................................................................................... 12 

2.2 FSW Process ......................................................................................................................................... 12 

2.2.1 0a – Clamping ............................................................................................................................... 15 

2.2.2 0b - Tool approach ........................................................................................................................ 15 

2.2.3 0c - Initial tool contact................................................................................................................... 16 

2.2.4 1 - Plunge ...................................................................................................................................... 16 

2.2.5 2 - Dwell........................................................................................................................................ 17 

2.2.6 3 - Advance ................................................................................................................................... 17 

2.2.7 4 - Tool retraction, un-clamping, and cooling ................................................................................. 18 



 

ix 

 

2.3 FSW Variants ........................................................................................................................................ 18 

2.4 Common FSW Defects .......................................................................................................................... 21 

2.5 Fluid or Solid Formulation .................................................................................................................... 23 

2.6 Numerical Methods ............................................................................................................................. 24 

2.6.1 Mesh (Grid) Based Methods .......................................................................................................... 25 

2.6.2 Meshfree Methods Requiring a Background Mesh ......................................................................... 27 

2.6.3 Meshfree Methods Not Requiring a Background Mesh (True Meshfree) ........................................ 28 

2.7 Material Models .................................................................................................................................. 29 

2.8 Friction and Contact Behaviour ............................................................................................................ 33 

2.9 FSW Process Parameter Optimization .................................................................................................. 36 

2.10 Mass and Time Scaling ......................................................................................................................... 37 

3 METHODOLOGY ...............................................................................................................39 

3.1 Continuum Mechanics for FSW ............................................................................................................ 40 

3.2 The Smoothed Particle Method ........................................................................................................... 44 

3.2.1 Discrete Interpolation ................................................................................................................... 45 

3.2.2 Smoothing Functions..................................................................................................................... 47 

3.3 Solid Mechanics Approach For FSW ..................................................................................................... 52 

3.3.1 Equation of State for Weakly Compressible Material ..................................................................... 53 

3.3.2 Thermal Expansion ........................................................................................................................ 55 

3.3.3 J2 Plasticity – von Mises ................................................................................................................ 55 



 

x 

 

3.3.4 Radial Return Plasticity .................................................................................................................. 56 

3.4 SPH Form of the Continuum Equations ................................................................................................ 59 

3.4.1 Conservation of Mass .................................................................................................................... 59 

3.4.2 Conservation of Momentum ......................................................................................................... 60 

3.5 SPH Form of the Constitutive Equations ............................................................................................... 62 

3.5.1 Strain Rate Tensor ......................................................................................................................... 62 

3.5.2 Spin Tensor ................................................................................................................................... 62 

3.5.3 Jaumann Rate Equation ................................................................................................................. 63 

3.6 Artificial Viscosity................................................................................................................................. 63 

3.7 Velocity Averaging using the XSPH Approach ....................................................................................... 64 

3.8 Some Common issues with the Smoothed Particle Method ................................................................. 65 

3.8.1 Completeness and Consistency ..................................................................................................... 65 

3.8.2 Tensile Instability – Artificial Stress ................................................................................................ 68 

3.9 Heat Transfer ....................................................................................................................................... 70 

3.9.1 Plastic Work .................................................................................................................................. 73 

3.9.2 Friction Work ................................................................................................................................ 74 

3.9.3 Finding the Free Surface Elements ................................................................................................. 75 

3.9.4 Visualizing Heat Flux Vectors ......................................................................................................... 77 

3.9.5 Surface Convection ....................................................................................................................... 79 

3.9.6 Surface Radiation .......................................................................................................................... 81 

3.10 FKS Flow Stress Model ......................................................................................................................... 81 

3.10.1 Experimental Work – Compression Testing .................................................................................... 81 



 

xi 

 

3.10.2 Strain Hardening Effect ................................................................................................................. 86 

3.10.3 Strain Rate Effect .......................................................................................................................... 86 

3.10.4 Thermal Softening Effect ............................................................................................................... 87 

3.10.5 The Flow Stress Model .................................................................................................................. 87 

3.10.6 Iterative Plasticity ......................................................................................................................... 91 

3.11 SPH-FEM Hybrid ThermoMechanical Contact ....................................................................................... 91 

3.11.1 Contact Pair Bucket Sort ................................................................................................................ 93 

3.11.2 Node to Surface Contact Detection ............................................................................................... 95 

3.11.3 Mechanical Contact Formulation ................................................................................................... 99 

3.11.4 Thermal Contact Approach .......................................................................................................... 102 

3.12 Cumulative Damage Friction Model ................................................................................................... 105 

3.12.1 The Stick-Slip Friction Model ....................................................................................................... 106 

3.12.2 The Contact Interface .................................................................................................................. 107 

3.12.3 Idealization of the Contact Interface with a Cumulative Damage Model ....................................... 108 

3.12.4 Cumulative Damage Friction Force Equation................................................................................ 109 

3.13 Pin Thread and Shoulder Scroll Model ............................................................................................... 110 

3.14 Tool Wear Prediction ......................................................................................................................... 113 

3.15 Solution Procedure ............................................................................................................................ 114 

4 PARALLEL PROGRAMMING ............................................................................................. 119 

4.1 GPU Architecture ............................................................................................................................... 120 

4.2 CUDA Fortran ..................................................................................................................................... 122 



 

xii 

 

4.2.1 Memory ...................................................................................................................................... 125 

4.2.2 CUDA Kernels .............................................................................................................................. 126 

4.3 Parallelization Strategy of the SPH Code ............................................................................................ 128 

4.3.1 Neighbor List Data Structure ....................................................................................................... 128 

4.3.2 Structure of Arrays (SoA) ............................................................................................................. 130 

4.3.3 SPH Sums (Reductions)................................................................................................................ 131 

4.4 Performance Comparison – Heat Transfer Simulation ........................................................................ 132 

4.4.1 Performance Results ................................................................................................................... 133 

4.5 Adaptive Neighbor Search On the GPU .............................................................................................. 135 

4.6 An Efficient Parallel Surface Triangulation Algorithm ......................................................................... 138 

5 MODELLING, VALIDATION AND TEST CASES .................................................................... 140 

5.1 Butt Joint Weld – Friction Stir Weld ................................................................................................... 141 

5.1.1 Model Description....................................................................................................................... 145 

5.1.2 Simulation Results – Material Model Testing ............................................................................... 151 

5.1.3 Simulation Results - Friction Model Testing ................................................................................. 156 

5.1.4 Simulation Results - Process Parameter Testing ........................................................................... 157 

5.2 Lap Joint - Friction Stir Spot Weld ...................................................................................................... 161 

5.2.1 Model Description....................................................................................................................... 164 

5.2.2 Simulation Results ....................................................................................................................... 166 

5.3 Complex Joint Geometry .................................................................................................................... 168 

5.3.1 Model Description....................................................................................................................... 169 



 

xiii 

 

5.3.2 Simulation Results ....................................................................................................................... 172 

5.4 Hollow Core Joint - Bobbin Tool ......................................................................................................... 182 

5.4.1 Model Description....................................................................................................................... 184 

5.4.2 Simulation Results ....................................................................................................................... 185 

5.5 Parametric Test Cases ........................................................................................................................ 189 

5.5.1 Smoothing length scale factor ..................................................................................................... 191 

5.5.2 Smoothing function ..................................................................................................................... 192 

5.5.3 Velocity Scaling Factor................................................................................................................. 195 

5.5.4 CFL Number ................................................................................................................................ 197 

5.5.5 XSPH ........................................................................................................................................... 199 

5.5.6 Thread Pitch ................................................................................................................................ 200 

5.5.7 Support Base Material ................................................................................................................. 203 

5.6 Cooling and Distortion of a Butt Joint Weld ....................................................................................... 206 

5.6.1 Model Description....................................................................................................................... 206 

5.6.2 Digital Image Correlation ............................................................................................................. 211 

5.6.3 Residual Stress Results ................................................................................................................ 214 

6 PROCESS PARAMETER OPTIMIZATION ............................................................................ 216 

6.1 Weld Quality Metrics ......................................................................................................................... 218 

6.1.1 Defect Metric .............................................................................................................................. 219 

6.1.2 Mixing Metric.............................................................................................................................. 222 

6.1.3 Maximum Temperature Metric ................................................................................................... 224 

6.1.4 Moving Thermo-Couple Variation Metric ..................................................................................... 225 

6.1.5 Tool Wear Metric ........................................................................................................................ 227 



 

xiv 

 

6.1.6 Overall Weld Quality ................................................................................................................... 228 

6.2 Weld Quality Results .......................................................................................................................... 229 

6.2.1 Defects ....................................................................................................................................... 229 

6.2.2 Experimental Validation of Simulated Defects ............................................................................. 232 

6.2.3 Mixing ......................................................................................................................................... 236 

6.2.4 Max Temperature and MTC1 Variation ........................................................................................ 240 

6.2.5 Tool Wear ................................................................................................................................... 244 

6.2.6 Overall Weld Quality ................................................................................................................... 247 

6.3 Response Surface Construction .......................................................................................................... 248 

6.3.1 Results ........................................................................................................................................ 250 

6.4 Optimization - Maximizing overall Weld Quality ................................................................................ 252 

6.5 Optimization - Minimizing Defects ..................................................................................................... 256 

6.6 Optimization - Maximizing Advance Speed Based on Weld Quality ................................................... 258 

7 CONCLUSIONS AND OUTLOOK........................................................................................ 264 

8 REFERENCES .................................................................................................................. 268 

9 APPENDICES .................................................................................................................. 286 

USEFUL FORMULAE .............................................................................................................. 287 

VERIFICATION CASE - HEAT TRANSFER IN A SOLID BLOCK ...................................................... 290 



 

xv 

 

VERIFICATION CASE - BEAM WITH FIXED ENDS ...................................................................... 292 

VERIFICATION CASE - ELASTIC VIBRATION OF AN ALUMINUM CANTILEVER BEAM .................. 296 

VERIFICATION CASE - ELASTIC-PLASTIC TENSILE TEST ............................................................. 299 

VERIFICATION CASE - ELASTIC-PLASTIC COMPRESSION TEST WITH HEAT GENERATION ........... 302 

CONVECTION AS A SURFACE INTEGRAL ................................................................................. 309 

FULL IMPLICIT SMOOTHED PARTICLE METHOD (FISPM) ......................................................... 310 

3D COMPUTED TOMOGRAPHY PARAMETERS - YXLON MULTIPLEX 5500M ............................. 320 

  



 

xvi 

 

LIST OF TABLES 

TABLE 3-1 – DIMENSIONAL SPECIFIC SMOOTHING CONSTANTS ................................................................ 51 

TABLE 3-2 – CONSTANTS USED FOR PROPOSED FLOW STRESS MODEL ...................................................... 89 

TABLE 3-3 – CUMULATIVE DAMAGE CONSTANTS USED FOR PROPOSED FRICTION MODEL ........................... 108 

TABLE 5-1 – THERMAL-PHYSICAL PROPERTIES SIMULATION MODEL COMPONENTS .................................... 150 

TABLE 5-2 – JOHNSON-COOK PARAMETERS – AA6061-T6 ................................................................... 150 

TABLE 5-3 – TEMPERATURE COMPARISON AT END OF DWELL PHASE (TC9) .............................................. 152 

TABLE 5-4 – MAXIMUM TEMPERATURE COMPARISON DURING ADVANCE PHASE (TC4) ............................... 152 

TABLE 5-5 – MAXIMUM TEMPERATURE COMPARISON DURING ADVANCE PHASE (TC4) ............................... 158 

TABLE 5-6 – THERMOPHYSICAL PROPERTIES OF AA6005-T6 ................................................................. 171 

TABLE 5-7 - MATERIAL FLOW COMPARISON BETWEEN EXPERIMENT AND SIMULATION ............................... 188 

TABLE 5-8 – THERMAL PROPERTIES OF BASE MATERIALS USED IN TEST CASE ........................................... 203 

TABLE 5-9 – MATERIAL PROPERTIES USED IN COOLING ANALYSIS ........................................................... 207 

TABLE 6-1 – OPTIMIZATION STUDY PROCESS PARAMETERS .................................................................. 217 

TABLE 6-2 – WELD QUALITY METRICS ................................................................................................. 228 

TABLE 6-3 – COMPARISON OF DEFECT SURFACE AREA BETWEEN EXPERIMENT AND SIMULATION................. 233 

TABLE 6-4 – RESPONSE SURFACE COEFFICIENT RESULTS ...................................................................... 250 

TABLE 6-5 – WELD QUALITY OPTIMIZATION RESULTS ............................................................................. 255 

TABLE 6-6 – DEFECT OPTIMIZATION RESULTS ....................................................................................... 257 



 

xvii 

 

TABLE 6-7 – ADVANCING SPEED OPTIMIZATION RESULTS ....................................................................... 262 

LIST OF FIGURES 
FIGURE 1-1 – A HAFTED TOOL [1] ............................................................................................................ 1 

FIGURE 1-2 – FSW PROCESS [2] ............................................................................................................ 2 

FIGURE 2-1 – LINEAR FRICTION WELDING PHASES [4] .............................................................................. 10 

FIGURE 2-2 – TURBINE ASSEMBLED BY LINEAR FRICTION WELDING [4] ....................................................... 11 

FIGURE 2-3 – ROTARY FRICTION WELDING [3]......................................................................................... 11 

FIGURE 2-4 – EXPLOSION WELDING PROCESS (ADAPTED FROM [18])......................................................... 12 

FIGURE 2-5 – FSW PROCESS PARAMETERS AND TOOL GEOMETRY [25, 26] ............................................... 13 

FIGURE 2-6 – FSW PROCESS PHASES [29] ............................................................................................ 14 

FIGURE 2-7 – BOBBIN TOOL PROCESS [55] ............................................................................................. 19 

FIGURE 2-8 – FSSW PROCESS [66] ...................................................................................................... 19 

FIGURE 2-9 – REFILL FSW PROCESS [75].............................................................................................. 20 

FIGURE 2-10 – TWIN STIRTM PROCESS [89] ............................................................................................ 21 

FIGURE 2-11 – COMMON DEFECTS IN FSW WELDS – TOP LEFT: LAZY S OR KISSING BOND; TOP RIGHT: FLASH 

AND PARTICLE DEPOSITS; BOTTOM LEFT: WORMHOLE; BOTTOM RIGHT: SURFACE DEFECT ................... 22 

FIGURE 2-12 – MACROGRAPH OF GROOVE PATTERN IN FSW WELD TRACK ................................................ 23 

FIGURE 2-13 – FLOW STRESS MODEL USED BY DIALAMI ET AL. [107] ......................................................... 30 

FIGURE 2-14 – HANSEL-SPITTEL MODEL FOR AA6061-T6 – ASSIDI ET AL. [139] ........................................ 31 

FIGURE 2-15 – JOHNSON-COOK MODEL FOR AA6061-T6 – KUYKENDALL ET AL. [143] ............................... 32 

file:///F:/6DIG993%20-%20Thesis/6DIG993%20-%20Robust%20and%20Efficient%20Meshfree%20Solid%20Thermo-Mechanics%20Simulation%20of%20Friction%20Stir%20Welding%20(Thesis)%20-%20Static%20References.docx%23_Toc480372803
file:///F:/6DIG993%20-%20Thesis/6DIG993%20-%20Robust%20and%20Efficient%20Meshfree%20Solid%20Thermo-Mechanics%20Simulation%20of%20Friction%20Stir%20Welding%20(Thesis)%20-%20Static%20References.docx%23_Toc480372804
file:///F:/6DIG993%20-%20Thesis/6DIG993%20-%20Robust%20and%20Efficient%20Meshfree%20Solid%20Thermo-Mechanics%20Simulation%20of%20Friction%20Stir%20Welding%20(Thesis)%20-%20Static%20References.docx%23_Toc480372805
file:///F:/6DIG993%20-%20Thesis/6DIG993%20-%20Robust%20and%20Efficient%20Meshfree%20Solid%20Thermo-Mechanics%20Simulation%20of%20Friction%20Stir%20Welding%20(Thesis)%20-%20Static%20References.docx%23_Toc480372806
file:///F:/6DIG993%20-%20Thesis/6DIG993%20-%20Robust%20and%20Efficient%20Meshfree%20Solid%20Thermo-Mechanics%20Simulation%20of%20Friction%20Stir%20Welding%20(Thesis)%20-%20Static%20References.docx%23_Toc480372807


 

xviii 

 

FIGURE 2-16 – TEMPERATURE DEPENDENT INITIAL YIELD ......................................................................... 33 

FIGURE 3-1 – CONTINUUM DESCRIPTION ................................................................................................ 41 

FIGURE 3-2 – INTERPOLATION IN SPH METHOD ...................................................................................... 44 

FIGURE 3-3 – COMPARISON OF SMOOTHING FUNCTION WITH 2R SUPPORT ................................................ 50 

FIGURE 3-4 – COMPARISON OF SMOOTHING FUNCTION DERIVATIVES WITH 2R SUPPORT ............................. 51 

FIGURE 3-5 – COMPARISON OF LINEAR AND GRUNEISEN EOS ................................................................. 54 

FIGURE 3-6 – SCHEMATIC OF THE UPDATE OF THE YIELD STRESS ............................................................. 57 

FIGURE 3-7 - SCHEMATIC OF THE UPDATE OF THE YIELD STRESS .............................................................. 59 

FIGURE 3-8 – INCOMPLETE INTERPOLATION (ADAPTED FROM XU [207]) ..................................................... 65 

FIGURE 3-9 – INCOMPLETE INTERPOLATION EXAMPLE.............................................................................. 66 

FIGURE 3-10 – CORRECT DENSITY FIELD WITH RE-NORMALIZATION APPROACH .......................................... 67 

FIGURE 3-11 – TENSILE INSTABILITY ..................................................................................................... 68 

FIGURE 3-12 – TENSILE INSTABILITY REMOVED ....................................................................................... 70 

FIGURE 3-13 – NORMAL VECTORS AND SURFACE PARTICLES – LEFT: NORMAL VECTORS; RIGHT: FREE SURFACE 

PARTICLES ................................................................................................................................. 77 

FIGURE 3-14 – HEAT FLUX VECTORS ..................................................................................................... 78 

FIGURE 3-15 – SURFACE CONVECTION BOUNDARY CONDITION ................................................................. 79 

FIGURE 3-16 – EQUIVALENT SURFACE AREA OF AN SPH ELEMENT ........................................................... 80 

FIGURE 3-17 - GLEEBLE DYNAMIC MATERIAL RESEARCH SYSTEM .............................................................. 82 

file:///F:/6DIG993%20-%20Thesis/6DIG993%20-%20Robust%20and%20Efficient%20Meshfree%20Solid%20Thermo-Mechanics%20Simulation%20of%20Friction%20Stir%20Welding%20(Thesis)%20-%20Static%20References.docx%23_Toc480372822


 

xix 

 

FIGURE 3-18 – TEMPERATURE COMPARISON AT CENTER OF SPECIMEN FOR Ε = 1.0 ................................... 83 

FIGURE 3-19 – THERMOCOUPLE COMPARISON DURING COMPRESSION TESTING (Ε = 0.001, T=150°C) ........ 83 

FIGURE 3-20 – COMPRESSION TEST RESULTS: Ε = 0.001 ........................................................................ 84 

FIGURE 3-21 - COMPRESSION TEST RESULTS: Ε = 1.0............................................................................. 85 

FIGURE 3-22 - COMPRESSION TEST RESULTS: Ε = 10.0 ........................................................................... 85 

FIGURE 3-23 – FINAL SHAPE OF THE COMPRESSED CYLINDERS (Ε = 0.001) .............................................. 86 

FIGURE 3-24 – FKS FLOW STRESS SURFACE, 𝜎𝑦(𝜀𝑝, 𝑇) UPPER, 𝜎𝑦(𝜀, 𝑇) .................................................. 88 

FIGURE 3-25 – COMPARISON OF THE YIELD VALUES ................................................................................ 89 

FIGURE 3-26 – COMPRESSION TEST RESULTS FOR STRAIN RATE 0.001, 1.0, 10.0, AND 100.0 ..................... 90 

FIGURE 3-27 – CONTACT EXAMPLE ....................................................................................................... 92 

FIGURE 3-28 – NODE TO SURFACE CONTACT.......................................................................................... 93 

FIGURE 3-29 – EMBEDDED SPHERES IN TRIANGULAR FINITE ELEMENT MESH .............................................. 94 

FIGURE 3-30 – DETERMINING THE RADIUS OF THE EMBEDDED SPHERE ...................................................... 95 

FIGURE 3-31 – CONTACT DETECTION .................................................................................................... 96 

FIGURE 3-32 – CONTACT POINT INSIDE OR OUTSIDE OF FINITE ELEMENT .................................................... 98 

FIGURE 3-33 – SPRING AND DAMPER CONTACT MODEL .......................................................................... 100 

FIGURE 3-34 – HYBRID THERMO-MECHANICAL CONTACT EXAMPLE ........................................................ 103 

FIGURE 3-35 – FULL NEIGHBORS LIST (NEIB)........................................................................................ 104 

FIGURE 3-36 – DEFORMABLE BODY NEIGHBORS (𝑁𝑒𝑖𝑏𝑀𝑒𝑐ℎ) ................................................................. 104 



 

xx 

 

FIGURE 3-37 – THERMAL PROBLEM NEIGHBORS (𝑁𝑒𝑖𝑏𝑇ℎ𝑒𝑟𝑚) ............................................................... 105 

FIGURE 3-38 – POTENTIAL CONTACT PAIRS NEIGHBOR (𝑁𝑒𝑖𝑏𝐶𝑜𝑛𝑡𝑎𝑐𝑡) .................................................. 105 

FIGURE 3-39 – WELD SURFACE OF A FSW JOINT .................................................................................. 106 

FIGURE 3-40 – ASPERITY EVOLUTION WITH RELATION TO SLIP RATIO ....................................................... 107 

FIGURE 3-41 – EVOLUTION OF THE SLIP RATIO AS A FUNCTION OF SURFACE DAMAGE ................................ 109 

FIGURE 3-42 – TYPICAL MESH DENSITY IN A THREADED TOOL CFD SIMULATION MODEL [229] .................... 111 

FIGURE 3-43 – EQUIVALENT TOOL MODEL WITHOUT THREADS ................................................................ 111 

FIGURE 3-44 – EQUIVALENT THREAD FORCE MODEL.............................................................................. 112 

FIGURE 3-45 – TOOL WEAR PREDICTION EXAMPLE ................................................................................ 114 

FIGURE 4-1 – GPU ARCHITECTURE ..................................................................................................... 121 

FIGURE 4-2 – CODE COMPARISON BETWEEN FORTRAN AND CUDA FORTRAN ......................................... 123 

FIGURE 4-3 – GPU ARCHITECTURE (RUETSCH AND FATICA [250]) ......................................................... 124 

FIGURE 4-4 – SOFTWARE AND HARDWARE SCHEMATIC (NVIDIA, [268]) ................................................. 124 

FIGURE 4-5 – HOST AND DEVICE MEMORY SCHEMATIC (BALFOUR [212]) ................................................ 125 

FIGURE 4-6 – NEIGHBOR ARRAY LAYOUT, NEIB(NTOTAL,NNEIB_MAX) .................................................... 130 

FIGURE 4-7 – AOS AND SOA DATA STRUCTURES .................................................................................. 131 

FIGURE 4-8 – SPH SUM EXAMPLE ....................................................................................................... 132 

FIGURE 4-9 – TOTAL SIMULATION TIME COMPARISON............................................................................. 134 

FIGURE 4-10 – SPEED UP FACTOR COMPARISON .................................................................................. 134 



 

xxi 

 

FIGURE 4-11 – SCHEMATIC OF CELL SEARCH METHOD ......................................................................... 135 

FIGURE 4-12 – SURFACE TRIANGULATION SEQUENCE............................................................................ 139 

FIGURE 5-1 – EXPERIMENTAL SETUP FOR BUTT WELD JOINT ................................................................... 142 

FIGURE 5-2 – THERMOCOUPLE ARRANGEMENT FOR BUTT WELD JOINT .................................................... 143 

FIGURE 5-3 – FSW TOOL FOR BUTT WELD JOINT................................................................................... 144 

FIGURE 5-4 – TYPICAL TEMPERATURE HISTORY FOR BUTT WELD JOINT .................................................... 145 

FIGURE 5-5 – FSW MODEL OF BUTT WELD JOINT .................................................................................. 146 

FIGURE 5-6 – FLOW STRESS FROM JC-FKS (FROM EQN. (5-1)) COMPARED TO COMPRESSION TEST ........... 148 

FIGURE 5-7 – THERMAL PROPERTIES OF AA6061-T6............................................................................ 149 

FIGURE 5-8 – TEMPERATURE HISTORY FOR CASE 1A, 1B, 1C, AND 1D ..................................................... 152 

FIGURE 5-9 – COMPARISON OF PREDICTED DEFECTS (ADVANCING SIDE OF CASE 1C AND 3C) TO EXPERIMENT

 ............................................................................................................................................... 153 

FIGURE 5-10 – TORQUE AND FORGE FORCE COMPARISON FOR CASE 1A, 1B, 1C, AND 1D .......................... 154 

FIGURE 5-11 – THERMAL CAMERA IMAGE AT END OF WELD FOR 800 RPM 1069 MM/MIN – LEFT: SIMULATION CASE 

1C; RIGHT: EXPERIMENT WITH THERMAL CAMERA. TEMPERATURE IN [°C], SAME SCALE BOTH IMAGES. 154 

FIGURE 5-12 – TEMPERATURE (°C), PLASTIC STRAIN, AND INTERNAL DEFECTS FOR CASES 1A, 1B, 1C, AND 1D

 ............................................................................................................................................... 155 

FIGURE 5-13 – TEMPERATURE HISTORY FOR CASE 2A, 2B, 2C, AND 2D ................................................... 156 

FIGURE 5-14 – TORQUE AND FORGE FORCE COMPARISON FOR CASE 2A, 2B, 2C, AND 2D .......................... 157 

FIGURE 5-15 – TEMPERATURE HISTORY FOR CASE 3A, 3B, AND 3C ......................................................... 158 



 

xxii 

 

FIGURE 5-16 - TORQUE AND FORGE FORCE COMPARISON FOR CASE 3A, 3B, AND 3C ................................ 159 

FIGURE 5-17 - COMPARISON OF PREDICTED DEFECTS (ADVANCING SIDE OF CASE 3A) TO EXPERIMENT ....... 159 

FIGURE 5-18 - COMPARISON OF PREDICTED DEFECTS (ADVANCING SIDE OF CASE 3B) TO EXPERIMENT ....... 160 

FIGURE 5-19 – COMPARISON OF PREDICTED DEFECTS (ADVANCING SIDE OF CASE 1C AND 3C) TO EXPERIMENT

 ............................................................................................................................................... 160 

FIGURE 5-20 – COMPARISON OF TOOL WEAR FOR CASES 3A, 3B, AND 3C ................................................ 161 

FIGURE 5-21 – FSSW EXAMPLES; ALUMINUM TRAIN ROOF [286] (LEFT), ALUMINUM CAR DOOR PANEL [287] 

(RIGHT) .................................................................................................................................... 162 

FIGURE 5-22 – FSSW EXPERIMENTAL SETUP ....................................................................................... 163 

FIGURE 5-23 – CEE-UQAC FSW MACHINE......................................................................................... 164 

FIGURE 5-24 – FSSW SIMULATION MODEL........................................................................................... 165 

FIGURE 5-25 – FINISHED WELDS: 800 RPM (LEFT), 1000 RPM (CENTER), 1200 RPM (RIGHT)...................... 166 

FIGURE 5-26 – FSSW TEMPERATURE COMPARISON FOR THE THREE CASES ............................................ 167 

FIGURE 5-27 – FORGE FORCE (LEFT) AND SPINDLE TORQUE (RIGHT) COMPARISON ................................... 167 

FIGURE 5-28 – FLASH AND PLASTIC STRAIN COMPARISON – TOP: CASE 1 - 800 RPM; MIDDLE: CASE 2 - 1000 

RPM; BOTTOM: CASE 3 - 1200 RPM ............................................................................................. 168 

FIGURE 5-29 – COMPLEX JOINT .......................................................................................................... 169 

FIGURE 5-30 – FSW JOINT SIMULATION MODEL .................................................................................... 170 

FIGURE 5-31 - TEMPERATURE AND DEFORMATION RESULTS FOR THE THREE CASES ................................. 174 

FIGURE 5-32 - TEMPERATURE MEASUREMENT POINTS IN THE SIMULATION MODEL..................................... 175 



 

xxiii 

 

FIGURE 5-33 - TEMPERATURE HISTORY RESULTS FOR THE THREE CASES ................................................ 176 

FIGURE 5-34 - SPINDLE TORQUE AND FORGE FORCE COMPARISON ......................................................... 177 

FIGURE 5-35 - FLASH HEIGHT COMPARISON AT END OF ADVANCING PHASE .............................................. 177 

FIGURE 5-36 - PLASTIC STRAIN AT END OF ADVANCING PHASE SHOWING THE EFFECTIVE WELD ZONE .......... 178 

FIGURE 5-37 – INITIAL PARTICLE POSITIONS USED IN PATH LINE ANALYSIS................................................ 180 

FIGURE 5-38 – PARTICLE PATH LINES FOR THE THREE CASES ................................................................. 181 

FIGURE 5-39 – MIXING RESULTS FOR THE THREE CASES........................................................................ 182 

FIGURE 5-40 – BOBBIN TOOL AND SIMULATION MODEL ........................................................................... 185 

FIGURE 5-41 – BOBBIN FSW SPINDLE TORQUE .................................................................................... 186 

FIGURE 5-42 – BOBBIN FSW TEMPERATURE (LEFT) AND MIXING RESULTS (RIGHT) ................................... 187 

FIGURE 5-43 – COMPARISON OF PREDICTED AND EXPERIMENTAL DEFECTS ............................................. 188 

FIGURE 5-44 – BOBBIN TOOL WEAR PREDICTION FROM SIMULATION MODEL ............................................. 189 

FIGURE 5-45 – COMPARISON OF THE TEMPERATURE FIELD AND DEFECT PREDICTION; ℎ𝑠𝑐𝑎𝑙𝑒 = 1.1 (LEFT), 

ℎ𝑠𝑐𝑎𝑙𝑒 = 1.2 (CENTER), ℎ𝑠𝑐𝑎𝑙𝑒 = 1.3 (RIGHT) ............................................................................. 192 

FIGURE 5-46 - RUNTIME COMPARISON FOR THE SMOOTHING LENGTH SCALE FACTOR TEST ........................ 192 

FIGURE 5-47 – COMPARISON OF SYSTEM ENERGIES FOR THE SMOOTHING FUNCTION TEST: KINETIC ENERGY (TOP 

LEFT), INTERNAL ENERGY (TOP RIGHT), CONTACT ENERGY (BOTTOM LEFT), AND ENERGY RATIO (BOTTOM 

RIGHT) ..................................................................................................................................... 193 

FIGURE 5-48 - COMPARISON OF SMOOTHING FUNCTION DERIVATIVES WITH 2R SUPPORT (REPEAT OF FIGURE 3-4 

FOR CLARITY) ........................................................................................................................... 195 



 

xxiv 

 

FIGURE 5-49 – AVERAGE DEFECT HEIGHT CONVERGENCE AS A FUNCTION OF VELOCITY SCALING FACTOR ... 196 

FIGURE 5-50 - RUNTIME COMPARISON FOR THE VELOCITY SCALING FACTOR ............................................ 196 

FIGURE 5-51 – COMPARISON OF KINETIC TO INTERNAL ENERGY RATIO FOR THE VELOCITY SCALING TEST .... 197 

FIGURE 5-52 – RUNTIME COMPARISON FOR THE CFL NUMBER TEST ....................................................... 198 

FIGURE 5-53 - COMPARISON OF SYSTEM ENERGIES FOR THE CFL TEST: KINETIC ENERGY (TOP LEFT), INTERNAL 

ENERGY (TOP RIGHT), CONTACT ENERGY (BOTTOM LEFT), AND ENERGY RATIO (BOTTOM RIGHT) ......... 199 

FIGURE 5-54 – DEFECT VOLUME COMPARISON FOR THE XSPH TEST CASE: 𝜁𝑋𝑆𝑃𝐻 = 0.05 (TOP LEFT), 𝜁𝑋𝑆𝑃𝐻 =

0.10 (TOP RIGHT), 𝜁𝑋𝑆𝑃𝐻 = 0.15 (BOTTOM LEFT), 𝜁𝑋𝑆𝑃𝐻 = 0.20 (BOTTOM RIGHT) ......................... 200 

FIGURE 5-55 – CROSS SECTION CUT THROUGH THICKNESS OF WORK PIECES: 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 = 0 (TOP), 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 =

0.8 𝑚𝑚 (CENTER), AND 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 = 1.25 MM (BOTTOM) ................................................................. 202 

FIGURE 5-56 – DEFECT PREDICTION COMPARISON: 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 = 0 (TOP LEFT), 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 = 0.8 MM (TOP RIGHT), 

AND 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 = 1.25 MM (BOTTOM) ............................................................................................. 202 

FIGURE 5-57 – COMPARISON OF THE TEMPERATURE AND DEFECT RESULTS FOR THE BASE MATERIAL TEST: 

SURFACE TEMPERATURE (TOP ROW), INTERNAL DEFECTS (MIDDLE ROW), AND CROSS SECTION 

TEMPERATURE (BOTTOM ROW) ................................................................................................... 204 

FIGURE 5-58 – SUPPORT BASE MATERIAL POWER COMPARISONS ........................................................... 205 

FIGURE 5-59 – SUPPORT BASE MATERIAL INPUT POWER COMPARISONS .................................................. 206 

FIGURE 5-60 – INITIAL CONDITIONS AT START OF COOLING ANALYSIS (CLOCKWISE FROM TOP LEFT): MIXING 

RESULTS IN THE WELD ZONE, TEMPERATURE DISTRIBUTION (°C), EFFECTIVE STRESS (PA), SURFACE 

PARTICLES ............................................................................................................................... 208 

FIGURE 5-61 – THERMAL CAMERA IMAGE FROM FSW EXPERIMENT AT END OF ADVANCING PHASE.............. 209 



 

xxv 

 

FIGURE 5-62 – TEMPERATURE PROFILES (LEFT TO RIGHT): T = 24 S, 32 S, 105 S, AND 524 S (FINAL STEP) . 210 

FIGURE 5-63 – TEMPERATURE HISTORY FOR TC1, TC3, TC4, AND TC6 ................................................. 211 

FIGURE 5-64 – ARAMIS EXAMPLES (FROM GOM’S WEBSITE, SEE ABOVE TEXT) ...................................... 211 

FIGURE 5-65 – DIGITAL IMAGE CORRELATION SETUP ............................................................................. 212 

FIGURE 5-66 – PRE-WELD SETUP FOR DIC SHOWING PAINTED WORK PIECES, THERMOCOUPLES AND SUPPORT 

STRUCTURE.............................................................................................................................. 213 

FIGURE 5-67 – RESIDUAL STRESS RESULTS FROM FSW EXPERIMENT USING DIC .................................... 214 

FIGURE 5-68 – PREDICTED RESIDUAL STRESS FROM SPH MODEL .......................................................... 214 

FIGURE 6-1 – WELD-QUALITY MEASURING ZONE USED FOR THE METRIC CALCULATIONS (SHOWN IN BLUE AND 

GREEN) .................................................................................................................................... 219 

FIGURE 6-2 – DEFECT MEASURED FROM THE PREDICTED FREE-SURFACE ELEMENTS ................................ 220 

FIGURE 6-3 – SURFACE TRIANGULATION OF THE INTERNAL DEFECTS ....................................................... 220 

FIGURE 6-4 – INCREASED SURFACE AREA IN WELD TRACK...................................................................... 221 

FIGURE 6-5 – FLASH PREDICTION CONTRIBUTING TO DEFECT METRIC ...................................................... 222 

FIGURE 6-6 – QUANTIFICATION OF WORK PIECE MIXING ......................................................................... 223 

FIGURE 6-7 – PLASTIC STRAIN THROUGHOUT THE THICKNESS OF THE WELDED PLATES ............................. 224 

FIGURE 6-8 – TYPICAL TEMPERATURE CONTOURS ................................................................................ 224 

FIGURE 6-9 – LOCATION OF MTC1 AND A THROUGH HOLE METHOD FOR MOUNTING THE THERMOCOUPLE 

(ADAPTED FROM [299]) .............................................................................................................. 226 

FIGURE 6-10 – MTC1 TEMPERATURE HISTORY (ADAPTED FROM [299]) ................................................... 226 



 

xxvi 

 

FIGURE 6-11 – COMMON TOOL WEAR BEHAVIOUR [300] ........................................................................ 227 

FIGURE 6-12 – DEFECT METRIC COMPARISON AT END OF ADVANCE PHASE .............................................. 229 

FIGURE 6-13 – FLASH HEIGHT FOR 500 RPM WITH 102 MM/MIN AND 800 RPM WITH 508 MM/MIN ................ 230 

FIGURE 6-14 - DEFECT RESULTS FOR THE CASES CONSIDERED IN THE OPTIMIZATION ANALYSIS ................. 231 

FIGURE 6-15 – TRANSIENT DEFECT METRICS COMPARISON FOR OPTIMIZATION CASES............................... 232 

FIGURE 6-16 – EXPERIMENTAL DEFECT RESULTS.................................................................................. 234 

FIGURE 6-17 – DEFECT SURFACE AREA COMPARISON (NORMALIZED) ...................................................... 236 

FIGURE 6-18 – MIXING METRIC COMPARISON AT END OF ADVANCE PHASE ............................................... 237 

FIGURE 6-19 – MIXING RESULTS FOR THE CASES CONSIDERED IN THE OPTIMIZATION ANALYSIS .................. 238 

FIGURE 6-20 –MICROSTRUCTURE ZONES: A – PARENT MATERIAL, B – HAZ, AND C – TMAZ  (FROM [304]) 239 

FIGURE 6-21 – PLASTIC STRAIN RESULTS FOR THE CASES CONSIDERED IN THE OPTIMIZATION ANALYSIS ..... 239 

FIGURE 6-22 - TRANSIENT MIXING METRICS COMPARISON FOR OPTIMIZATION CASES................................. 240 

FIGURE 6-23 – MAXIMUM TEMPERATURE METRIC COMPARISON AT END OF ADVANCE PHASE ...................... 241 

FIGURE 6-24 – TEMPERATURE CONTOURS FOR THE CASES CONSIDERED IN THE OPTIMIZATION ANALYSIS .... 242 

FIGURE 6-25 – TRANSIENT MAXIMUM TEMPERATURE METRICS COMPARISON FOR OPTIMIZATION CASES ...... 243 

FIGURE 6-26 – MTC1 VARIATION METRIC COMPARISON AT END OF ADVANCE PHASE................................. 243 

FIGURE 6-27 – TRANSIENT MTC1 VARIATION METRICS COMPARISON FOR OPTIMIZATION CASES ................ 244 

FIGURE 6-28 – TOOL WEAR METRIC COMPARISON AT END OF ADVANCE PHASE ......................................... 245 

FIGURE 6-29 – TRANSIENT TOOL WEAR METRICS COMPARISON FOR OPTIMIZATION CASES ......................... 245 



 

xxvii 

 

FIGURE 6-30 – TOOL WEAR CONTOURS FOR THE CASES CONSIDERED IN THE OPTIMIZATION ANALYSIS ........ 246 

FIGURE 6-31 – OVERALL WELD QUALITY COMPARISON AT END OF ADVANCE PHASE .................................. 247 

FIGURE 6-32 - TRANSIENT OVERALL WELD QUALITY COMPARISON FOR OPTIMIZATION CASES ..................... 248 

FIGURE 6-33 – RESPONSE SURFACES: DEFECTS (TOP LEFT), MIXING (TOP RIGHT), MAXIMUM TEMPERATURE 

(CENTER LEFT), TEMPERATURE VARIATION (CENTER RIGHT), TOOL WEAR (BOTTOM LEFT), WELD QUALITY 

(BOTTOM RIGHT) ....................................................................................................................... 251 

FIGURE 6-34 – CONTOUR MAPS OF THE RESPONSE SURFACES: DEFECTS (TOP LEFT), MIXING (TOP RIGHT), 

MAXIMUM TEMPERATURE (CENTER LEFT), TEMPERATURE VARIATION (CENTER RIGHT), TOOL WEAR (BOTTOM 

LEFT), WELD QUALITY (BOTTOM RIGHT) ........................................................................................ 252 

FIGURE 6-35 – WELD QUALITY RESPONSE SURFACE ............................................................................. 254 

FIGURE 6-36 – DESCENT PATH FOR WELD QUALITY MAXIMIZATION .......................................................... 255 

FIGURE 6-37 - DEFECTS RESPONSE SURFACE ...................................................................................... 257 

FIGURE 6-38 - DESCENT PATH FOR DEFECT MINIMIZATION ..................................................................... 258 

FIGURE 6-39 – ADVANCING SPEED AS A FUNCTION OF RPM AND WELD QUALITY RESPONSE SURFACE .......... 260 

FIGURE 7-1 – ALUMINUM BRIDGE CONSTRUCTION [306]......................................................................... 266 

FIGURE 9-1 – CONVECTION BC ON ONE SURFACE OF BLOCK .................................................................. 290 

FIGURE 9-2 – RESULTS COMPARISON FOR END CONVECTION VALIDATION CASE........................................ 291 

FIGURE 9-3 – BEAM WITH FIXED ENDS ................................................................................................. 292 

FIGURE 9-4 – BEAM MODELS .............................................................................................................. 294 

FIGURE 9-5 – BENDING STRESS (ΣXX) COMPARISON BETWEEN THEORY AND SPH ..................................... 295 



 

xxviii 

 

FIGURE 9-6 – DISPLACEMENT ERROR NORM COMPARISON ..................................................................... 295 

FIGURE 9-7 – EFFECTIVE STRESS FROM SPHRICTION-3D (TOP) AND LS-DYNA® (BOTTOM) COMPARISON FOR 

THE VIBRATING BEAM ................................................................................................................. 297 

FIGURE 9-8 – DYNAMICS RESPONSE OF THE VIBRATING BEAM FOR SPHRICTION-3D AND LS-DYNA®........ 297 

FIGURE 9-9 – FEM AND SPH STEEL CYLINDER DIMENSIONS AND PROPERTIES ....................................... 299 

FIGURE 9-10 – EFFECTIVE STRESS (PA) AND PLASTIC STRAIN COMPARISON FOR LS-DYNA® (LEFT) AND 

SPHRICTION-3D (RIGHT) ........................................................................................................... 300 

FIGURE 9-11 – COMPARISON OF EFFECTIVE PLASTIC STRAIN AT CENTER OF SPECIMEN ............................. 300 

FIGURE 9-12 – COMPRESSION TEST MODEL ........................................................................................ 302 

FIGURE 9-13 – TEMPERATURE COMPARISON FOR THE COMPRESSION TEST (MAXIMUM TEMPERATURE AT CENTER 

OF ALUMINUM SPECIMEN) ........................................................................................................... 303 

FIGURE 9-14 – TEMPERATURE RESULTS FOR THE COMPRESSION TEST. TOP LEFT: FEM RESULTS, TOP RIGHT: 

SPH WITH TOTAL LAGRANGIAN APPROACH, BOTTOM LEFT: STANDARD SPH APPROACH AND BOTTOM 

RIGHT: SPH WITH ADAPTIVE SEARCH METHOD .............................................................................. 304 

FIGURE 9-15 – EFFECTIVE STRESS COMPARISON FOR THE COMPRESSION TEST (TAKEN FROM CENTER OF 

SPECIMEN) ............................................................................................................................... 305 

FIGURE 9-16 – SPH ELEMENTS THAT ARE PROCESSED BY THE ADAPTIVE SEARCH (IN RED) ....................... 305 

FIGURE 9-17 – THREE MODELS USED FOR PERFORMANCE TESTING ........................................................ 307 

FIGURE 9-18 – TIMING RESULTS FOR THE COMPRESSION TEST ............................................................... 307 

FIGURE 9-19 – SPEED-UP FACTORS ON THE GPU ................................................................................ 308 

FIGURE 9-20 – BEAM WITH FIXED ENDS ............................................................................................... 315 



 

xxix 

 

FIGURE 9-21 – BEAM MODELS ............................................................................................................ 317 

FIGURE 9-22 – BENDING STRESS (SXX) COMPARISON BETWEEN THEORY, SPH, FISPM, AND CFISPM ...... 318 

FIGURE 9-23 – DISPLACEMENT ERROR NORM COMPARISON ................................................................... 319 

FIGURE 9-24 – PERFORMANCE COMPARISON - ℎ𝑠𝑐𝑎𝑙𝑒 = 1.1, 1.2, 1.3 ...................................................... 319 

  



 

xxx 

 

LIST OF SYMBOLS - ALPHANUMERIC 

Symbol Units Meaning 

𝐹̅𝑁   [N] Normal contact force 

𝐹̅𝑇  [N] Tangential contact force 

𝐹̅𝑒𝑥𝑡  [N] External force vector 

𝐹̅𝑡ℎ𝑟𝑒𝑎𝑑  [N] Thread contact force 

𝑄̅𝑗  [m] Contact point location on FEM element 

𝑉̃𝑆𝐹   [-] Velocity scaling factor 

𝑛̂𝐹𝐸𝑀   [-] FEM free surface element normal vector 

𝑛̂𝑆𝑃𝐻   [-] SPH free surface particle normal vector 

𝑥̅𝑐𝑜𝑚  [m] Center of ith particle cluster 

ℎ𝑐𝑜𝑛𝑣   [Wm-2K-1] Convection coefficient of heat transfer 

ℎ𝑠𝑐𝑎𝑙𝑒  [-] Smoothing length scaling factor 

𝐴𝐽𝐶  [Nm-2] Initial yield (reference state) for Johnson-cook material 

model 

𝐴𝑐   [m2] Contact area 

𝐴𝑠 [m-2] Surface area 

𝐵𝐽𝐶  [Nm-2] Strain hardening coefficient for Johnson-cook material 

model 

𝐶𝐽𝐶   [Nm-2] Strain rate coefficient for Johnson-cook material model 

𝐶𝑝  [Jkg-1K-1] Specific heat capacity 

𝐷𝐶𝐷𝐹   [-] Cumulative damage factor for CDF model 

𝐸𝑇  [Nm-2] Tangent modulus 



 

xxxi 

 

𝐸𝑝  [Nm-2] Plastic hardening modulus 

𝐽 ̿ [-] Jacobian matrix 

𝑀̿  [-] Kernel gradient modifying tensor 

𝑁𝑖  [-] Number of j particles in the neighbourhood of i 

𝑆̿ [Nm-2] Deviatoric stress tensor 

𝑇∞  [K] Ambient temperature  

𝑇𝑅   [K] Room temperature  

𝑇𝑚𝑒𝑙𝑡   [K] Solidus (melt) temperature  

𝑇𝑜𝑝𝑡   [K] Optimal maximum welding temperature 

𝑇𝑠𝑢𝑟𝑟   [K] Surrounding temperature  

𝑊𝑖𝑗  [m-3] Smoothing function 

𝑎1  [Nm-2] Initial (reference) yield strength for FKS material model  

𝑎2  [Nm-2] First strain hardening coefficient for FKS material model  

𝑎3  [Nm-2] Second strain hardening coefficient for FKS material model 

𝑏̅  [Nm-2] Body force vector 

𝑏1  [-] First strain rate coefficient for FKS material model 

𝑏2  [-] Second strain rate coefficient for FKS material model 

𝑏3  [-] Third strain rate coefficient for FKS material model 

𝑐1  [-] First thermal softening coefficient for FKS material model 

𝑐2  [-] Second thermal softening coefficient for FKS material 

model 

𝑑𝑤𝑒𝑎𝑟  [m] Wear depth 



 

xxxii 

 

𝑚𝐽𝐶  [-] Thermal softening exponent for Johnson-Cook material 

model 

𝑛𝐽𝐶   [-] Strain hardening exponent for Johnson-Cook model 

𝑝𝑡ℎ𝑟𝑒𝑎𝑑  [thread m-1] Thread pitch  

𝑞̅ [Js-1m-2] Heat flux vector 

𝑞̇ [Js-1m-3] Volumetric heat rate (heat source) 

𝑣̅ [ms-1] Velocity 

𝑣̃ [ms-1] Relative velocity (ALE) 

𝑉̃𝑆𝐹   [-] Velocity scaling factor  

𝑣̆ [ms-1] XSPH velocity average 

𝑥̅ [m] Position 

𝑥̃ [m] Averages position using XSPH method 

∆𝑠  [m] Initial particle spacing 

ℎ  [m] Smoothing length 

𝐸  [Nm-2] Modulus of elasticity 

𝐺  [Nm-2] Shear modulus (second Lame parameter) 

𝐾  [Nm-2] Bulk modulus (isothermal) 

𝐿 [-] Lagrangian 

𝑄  [Js-1] Heat rate 

𝑅  [-] Dimensionless smoothing distance 

𝑇 [K] Temperature (in Kelvin for radiation) 

𝑉 [m3] Volume 

𝑐  [ms-1] Speed of sound 

𝑓 [-] General function  



 

xxxiii 
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𝑘 [Js-1m-1°C-1] Thermal conductivity 
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𝑡  [s] Time 

LIST OF SYMBOLS - GREEK 

Symbol Unit Meaning 
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1 INTRODUCTION 

Joining of two components 

of similar or dissimilar 

material is of fundamental 

importance for human 

society. One of the earliest 

documented forms of 

joining is “hafting” [1]. The 

process joins a blade to a 

handle with the use of a binder and adhesive as shown in Figure 1-1. Prior to that, tools would have 

been made from a single component such as a rock or stick. The advent of hafting ~500,000 years ago 

marked the start of the additive manufacturing industry. Since then, the variety of methods available to 

join one object to another has grown drastically. The main categories include fusion welding, fastening, 

adhesive bonding, and solid-state joining.  

FSW (FSW) is a relatively new joining method (The Welding Institute, 1991) that has been steadily 

gaining appreciation in the automotive, aeronautical, and structural industries. The process is capable of 

producing full penetration welds in aluminum plates in a fraction of the time and with fewer defects 

compared to conventional MIG and TIG welding. 

Figure 1-1 – A hafted tool [1] 
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A hardened steel welding tool is used to form the weld as shown in Figure 1-2. The tool rotates and is 

forced (~1-10 tons of force) into the aluminum plates to be welded. Friction and plastic deformation cause 

the aluminum to heat up, making the material highly plastic and easy to deform. Once the material is hot 

enough (about 80% of the melting temperature), the tool starts to advance and joins the plates together. 

Great care must be taken when 

selecting the process parameters. If 

the rpm of the tool is too large 

compared to the advancing speed, the 

weld temperature will surpass the 

melting temperature of the aluminum. 

This will cause unwanted defects and 

loss of weld strength. Certainly, the 

opposite is true as well, if the material 

does not heat up enough, the weld will 

not form properly due to insufficient 

material flow.  

Choosing the optimal process 

parameters is a laborious undertaking. The most common approach is to perform welds at different rpm 

and advancing speeds to determine the best parameters. This approach is time consuming and costly. 

Since the process is highly dependent on the temperature in the weld zone, the ideal process parameters 

will differ for different plate thickness, material properties, and joint layout (butt, fillet, or lap).  

Due to the computational complexity of the problem, the current state of art in numerical simulations of 

a single weld (one set of process parameters) typically requires many days or even weeks. This requires 

the use of specialized computing hardware such as large (very expensive) computing clusters. This 

technology is typically accessible to research institutions or companies that can afford (very) large 

simulation budgets with a dedicated team of simulation engineers. 

Figure 1-2 – FSW process [2] 
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1.1 PROBLEM STATEMENT 

Optimization of FSW can be accomplished through many different methods. Currently, there is no fast, 

precise, and low cost procedure. In order to make FSW a more economically viable process for industries 

such as the structure industry, a method is needed to find optimal process parameters. The parameters 

should be chosen such that the weld can be completed as fast as possible (speed of tool advance) 

without causing any defects in the completed weld track.  

The numerical model must be able to accurately predict temperature distribution, weld defects, and 

stress distributions during welding as well as residual stresses. For this reason, only a computational 

solid mechanics formulation is appropriate.  

1.2 RESEARCH PROJECT OBJECTIVES 

The general goal of the proposed research project is to develop a numerical approach to optimize the 

FSW process parameters. Optimized parameters will be found to provide the fastest rate of advance 

without causing weld defects. We are working towards providing a highly efficient and robust fully coupled 

thermo-mechanical simulation approach for FSW. Our numerical modelling tactic will use the GPUs 

(GPU) as the main computational components. The GPU is an inherently parallel processing unit that is 

economically feasible for any sized company. A typical GPU has thousands of processing cores for a 

minimal expenditure of around one to five thousand dollars. An equivalent CPU cluster would be in the 

range of half a million dollars.  

The developed FSW simulation code will use a parallel implementation of a meshfree method known as 

smoothed particle hydrodynamics (SPH) for computational solid mechanics. The code will be written to 

function on any CUDA enabled NVIDIA GPUs. This will allow for finding optimal process parameters 

within a 24-hour period. No other research group could accomplish such a feat with the current state of 

art in simulation. In order to provide a phenomenological simulation tool for the entire FSW process, the 

following key objectives must be accomplished: 

 Develop a meshfree computational solid code for the entire FSW process  

 Parallelize the code on the GPU using CUDA Fortran 
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 Simulate FSW and validate the simulations from experiments 

 Numerically predict defects, temperature, and residual stresses 

 Develop a robust numerical simulation based optimization approach to determine the fastest 

welding speed without causing defects 

The successful completion of these objectives will bring about a new and powerful way to analyze the 

FSW process. The work will provide invaluable insight into the physical mechanisms that cause certain 

defects. Only through knowledge of the cause, can we move towards cost-effective and viable solutions. 

1.3 MAJOR DEVELOPMENTS IN THIS PROJECT 

This research project has led to a significant number of important developments in the field of numerical 

simulation of FSW. However, the work has been carried out in a manner that ensures that the new 

approaches and algorithms are applicable to a wide range of engineering problems, not just to the FSW 

process. The following is a list of the major developments that have been completed: 

1- Solid mechanics meshfree simulation code of the entire FSW process 

2- Parallel programming implementation on the GPU makes the code highly efficient 

3- New flow stress model for large plastic deformation processes with strain hardening, strain rate 

effects, and thermal softening 

4- New friction model that uses a cumulative damage approach to dynamically change the interface 

friction 

5- Full implicit smoothed particle method implementation for the cooling phase to improve 

performance. The implicit formulation solves a system of linear equations using either the 

conjugate gradient or bi-conjugate gradient stabilized methods. Both the mechanical and thermal 

formulation have been developed 

6- Hybrid thermal-mechanical contact algorithm allows heat to be transferred efficiently from one 

body to another through the contact interface 

7- Adaptive neighbor search specifically for large plastic deformation meshfree solid mechanics 

simulations 
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8- Adaptive thermal boundary conditions to improve the precision of the FSW simulations 

9- Free surface extraction and triangulation algorithm for improved visualization of the simulation 

results. Surface triangulation is important for meshfree methods to be able to show the 

continuous contours  

10- Phenomenological surface and internal defect prediction 

11- Process parameter optimization using the fully coupled meshfree code along with response 

surface methodology and a novel constrained steepest descent approach 

12- Extensive validation of the simulation code with experimental work 

A great number of the aforementioned developments have led to improved precision in the simulation 

code. In every case, great care was taken to ensure that the developed algorithms are efficient and, in 

general, optimized for deployment on the GPU. Prior to the research project, the simulation of all the 

phases of the FSW process with a solid mechanics formulation in 3D was not feasible. Such a calculation 

would take many weeks or months to complete using a high performance-computing cluster. Now, such 

a model can be completed in a fraction of the time, leading to calculation times in the order of hours.  

Certainly, a great number of minor developments were completed during the project. In some cases, 

these developments are discussed within the body of the thesis. However, a great number will not be 

described in order to keep this document concise and to the point.  

1.4 THESIS LAYOUT 

The thesis is presented in a sequential fashion; each chapter builds upon the previous chapters to 

provide a concise treatment of the methodology. In some cases, the reader will be referred to a latter 

section or an entry in the appendices. However, this will not be standard procedure. Every attempt will 

be made to ensure that all the required theory will have previously been established in earlier sections 

in order to prevent un-necessary “page turning”.  

Chapter 2 - Current State of the Art will discuss many different aspects of numerical simulation of the 

FSW process. The current state of art of numerical methods, material and friction modeling, optimization, 

as well as many other aspects will be discussed in this chapter  
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Chapter 3 focuses on laying out the framework for a meshfree simulation approach for FSW. First, the 

set of continuum mechanics equations that will be able to simulate the underlying physics of the FSW 

process will be outlined and explained. Next, the underlying principles of the meshfree method, 

smoothed particle hydrodynamics, will be introduced, and applied to discretize the continuum mechanics 

equations. The chapter will also outline a new flow stress and cumulative damage model specifically 

developed to simulate the entire FSW process. The implementation of the meshfree code will ultimately 

lead to a phenomenological approach to simulate the entire FSW process. 

Chapter 4 - Parallel Programming concentrates on the use of the graphics-processing unit to improve 

drastically the performance of the meshfree code. The GPU is ideally suited for parallel programming of 

the SPH method. With this framework, the entire FSW process can be simulated in a fraction of the time 

than is possible in an equivalent CPU implementation. 

Chapter 5 - Modelling, Validation and Test Cases will deal with the verification and validation of the 

meshfree code. Various test cases with experimental data will be used to validate results such as 

temperature history and profiles, spindle torque, forging force, and residual stresses, as well as internal 

and surface defects. 

Chapter 6 - Process Parameter Optimization concentrates on minimizing defects, maximizing the weld 

quality, and finding the fastest advancing speed while maintaining an acceptable weld quality. This 

chapter represents the culmination of the research work. It is expected to be of significant interest to 

design engineers that are faced with determining the ideal process parameters for their application. The 

optimization approach is straightforward and presented in a parametric fashion that allows for the 

greatest level of applicability for the FSW community. 

Chapter 7 - Conclusions and Outlook will wrap up the concepts and developments in the research 

project. The outlook for numerical simulation of FSW will be discussed along with the ultimate role of 

meshfree methods in the optimization of the welding process. 
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1.5 A NOTE ON NOTATION 

This section is designed to be a brief explanation of the tensor notation used in this document. It is not 

intended to be an exhaustive presentation of tensor analysis. Continuous functions are written using 

tensor notation. For example, the equation of motion would be written as: 

𝐷𝑣̅

𝐷𝑡
=
1

𝜌
𝛻 ∙ 𝜎̿ 

 

The material derivative is used since the numerical approach will be described from a Lagrangian frame 

of reference (for more details on the material derivative see Chapter 9 - Appendices). 𝑣̅ is a velocity 

vector assumed to have Cartesian components 𝑣̅ = (𝑣1, 𝑣2, 𝑣3) in three dimensional space. 𝜎̿ is a stress 

tensor assumed to have components:  

𝜎̿ = [
𝜎11 𝜎12 𝜎13

𝜎21 𝜎22 𝜎23

𝜎31 𝜎32 𝜎33
]  

Scalars are shown without any overbar (such as 𝜌 in this example). This notation form is used to make 

an obvious distinction between a tensor of rank zero (scalar with no overbar), a tensor of rank one 

(vector, denoted with a single overbar), and a tensor of rank two (tensor, denoted with two overbars). 

This also provides a way to distinguish between continuum mechanics formulations (continuous field 

equations) and the discretized SPH formulations.  

The indicial notation system will be used for all SPH equations. The system allows to more directly 

visualize the discrete interactions between the particle pairs. For example, the computational solid 

mechanics, CSM, SPH equation of motion would be written as: 

𝑑𝑣𝑖
𝛼

𝑑𝑡
=∑𝑚𝑗 (

𝜎𝑖
𝛼𝛽

𝜌𝑖
2
+
𝜎𝑗
𝛼𝛽

𝜌𝑗
2
)
𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛽

𝑁𝑖

𝑗=1

 

The subscript signifies that the variable exists at a discrete location; in SPH, these locations are thought 

of as particles. For example, the 𝑣𝑖
𝛼 field variable indicates that this is the velocity vector for the 𝑖th 

particle. The superscript follows the Einstein notation convention. For example, 𝜎𝑖
𝛼𝛽 is the stress tensor 

for the 𝑖th particle with components 𝜎𝑖
𝛼𝛽. In this notation system, scalars are shown without any 
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superscript, for example, density for the 𝑖th particle is written as 𝜌𝑖. The subscript letters 𝑖 and 𝑗 are strictly 

reserved for indicating particles. The superscript Greek letters 𝛼, 𝛽, and 𝛾 will be used for the indicial 

notation.  

Often we will need to perform vector and tensor operations. A rather common operation in SPH is the 

composition of two tensors. For example in two dimensions tensor 𝐴 can be composed with tensor 𝐵 to 

give 𝐶, which is a tensor of rank two,  

𝐶𝛼𝛽 = 𝐴𝛼𝛾𝐵𝛾𝛽 is the same as  𝐶̿ = 𝐴̿ ∙ 𝐵̿  

which, when written out fully is 

[𝐶
11 𝐶12

𝐶21 𝐶22
] = [𝐴

11𝐵11 +𝐴12𝐵21 𝐴11𝐵12 + 𝐴12𝐵22

𝐴21𝐵11 +𝐴22𝐵21 𝐴21𝐵12 + 𝐴22𝐵22
] 

Another common operation is the inner product of tensors resulting in a scalar. For example, if we take 

the inner product of two rank-two tensors, say 𝐴 and 𝐵, then we will get 𝑑, which is a scalar (tensor of 

rank zero): 

𝑑 = 𝐴𝛼𝛽𝐵𝛽𝛼 is the same as 𝑑 = 𝐴̿: 𝐵̿ 

Which, when written out in full for a two-dimension case, is: 

𝑑 = 𝐴11𝐵11 + 𝐴12𝐵12 + 𝐴21𝐵21 +𝐴22𝐵22 

if 𝐴 and 𝐵 are both symmetric, d is then: 

𝑑 = 𝐴11𝐵11 + 𝐴22𝐵22 + 2(𝐴12𝐵12) 

In some situations, both the overbar and indicial notation are used. In all cases, every attempt is made 

to present the SPH equations with only the indicial notation. Many resources provide very in-depth 

presentations of vector and tensor analysis. The reader is directed towards Brannon [5, 6], Bonet and 

Wood [7], Fung [8], and Spencer [9] among a seemingly never-ending list.  
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2 CURRENT STATE OF THE ART 

A number of different approaches can be used to join two parts. In general, the primary condition required 

to make a sound joint is to provide favorable conditions for the atoms to bond. To accomplish this, any 

impurities, dirt, or oxide must be forced out of the interface and the parts brought together with sufficient 

pressure to form a strong connection. In this chapter, the state of the art in solid joining, and specifically 

FSW, will be discussed. The various sections are: 

Section 2.1 will present and discuss various solid state joining methods. 

Section 2.2 introduces the FSW process in general, including an outline of different tools that are 

commonly used. The various phases will be discussed with a focus on the underlying physics. 

Section 2.3 discusses variations on the FSW processes that have been developed to address specific 

issues such as defects, process efficiency, and robustness. 

Section 2.4 introduces some of the common defects that can occur in a friction stir welded joint. 

Section 2.5 focuses on the differences between a solid and a fluid formulation when treating the physics 

of the FSW process. 

Section 2.6 will discuss the merit of various numerical methods for the simulation of the FSW process. 

Particular attention is paid to the three main classes of methods; grid based, meshfree requiring a 

background mesh, and meshfree not requiring a background mesh. 

Section 2.7 explains a number of different material models that have commonly been used for FSW 

simulation. Details will be provided giving clear and concise reasoning as to why each method is not 

ideally suited for FSW. 
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Section 2.8 discusses one of the most important aspects of the FSW process; the friction model. In this 

section, a review of different friction modelling approaches will be presented and deliberated. 

Section 2.9 will outline various optimization approaches that have been used to find best process 

parameters for a certain situation. 

Section 2.10 provides a critical explanation as to why mass scaling should be avoided for meshfree 

methods. 

2.1 SOLID-STATE JOINING PROCESSES 

Solid-state joining processes form an important class of methods to join metallic and non-metallic parts. 

The main criterion for a process to be solid state is that the material does not melt (most commonly the 

solidus temperature is not surpassed). FSW is one of many other solid-state processes. In fact, FSW is 

one of the youngest and least mature methods. Linear and rotary friction welding date back to the 1950s. 

There are a great number of solid-state processes. In this section, linear and rotary friction welding as 

well as explosion welding will be discussed.  

2.1.1 LINEAR FRICTION WELDING 

In linear friction welding, LFW, the joint is made by 

pressing two parts together with a large force and 

rubbing them together with a reciprocating motion 

at high frequency. Figure 2-1 shows the various 

phases of the process. The initial phase involves 

the initial contact of the two parts; friction causes 

the parts to heat up and become easier to deform 

plastically. Once the part starts to get hot enough, 

an increase in the forge force causes material from the contact interface to be expelled to the side of the 

joint. This effectively ejects all the surface contaminants and impurities to allow a strong solid-state joint 

to form.  

Figure 2-1 – Linear friction welding phases [4] 
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A number of different types of parts are joined using this 

process. It is a popular approach for the fabrication of 

bladed disks for turbine engines (Figure 2-2). In general, 

any shape can be joined as long as one of the parts can be 

held fixed and the other can be reciprocated. Because of 

the energy requirements and structural consideration for 

the welding machine, the reciprocating part should be the 

smaller of the two to be joined; creating a limit on the size 

of the parts that can be welded. Moving a large part at a high frequency would require a very powerful 

and large machine. 

Numerical simulation of the LFW process, in many ways, follows closely the underlying physics of the 

FSW process. Various authors [10-14] have developed models capable of simulating the process using 

different approaches with focuses ranging from evaluating the material flow to the development of 

residual stresses. 

2.1.2 ROTARY FRICTION WELDING 

Rotary friction welding, RFW, is akin 

to linear friction welding. The main 

difference is that instead of a 

reciprocating motion, the part is 

rotated at high rpm. Figure 2-3 gives 

an understanding of the process. One part is held fixed, while the other part is rotated. As a rule of thumb, 

the rotated part should have an axis of symmetry. There is no strict requirement that the fixed part be 

cylindrical (although this is commonly the case). RFW can be used to join many different types of parts; 

it is most commonly used for solid and hollow core shafts.  

Schmicker et al. [15-17] have shown that the rotary friction welding process can be efficiently modeled 

using a 2D (actually 2-1/2D since twist degree of freedom is included) adaptive re-meshing approach. 

They use a fluid formulation with a modified Carreau constitutive law. The developed code uses a higher 

Figure 2-2 – Turbine assembled by 

linear friction welding [4] 

Figure 2-3 – Rotary friction welding [3] 



Robust and Efficient Meshfree Solid Thermo-Mechanics Simulation of Friction Stir Welding 

12  Kirk Fraser - April 2017 

order axisymmetric element formulation with mixed integration (isochoric and deviatoric stress integrated 

with different quadrature schemes). They are able to predict precisely the flash formation, process forces 

and torques, temperatures and the final dimensions of the welded part.  

2.1.3 EXPLOSION WELDING  

Explosion welding is an impressive process that involves forcing two plates together via the detonation 

of an explosive charge. The detonation forces the plates together with enormous pressure, causing a 

strong solid-state bond. Explosion welding is a robust process to join many different types of dissimilar 

materials that commonly cannot be joined (or at least, cannot be joined easily) by other methods. Figure 

2-4 explains the process by which two plates are forced together. On the right side of the image is an 

example of the typical wave pattern that forms at the joint line between the two materials. 

 

Figure 2-4 – Explosion welding process (adapted from [18]) 

Tanaka [19] has simulated the explosion welding process using smoothed particle hydrodynamics. He 

has shown that the simulation is able to capture precisely the wave formation phenomenon at the joint 

line. Other authors [20-23] have used other methods such as the material point method and finite element 

methods to simulate the process. 

2.2 FSW PROCESS 

Over the recent years, FSW has steadily grown in popularity. In fact, since the original patent was filed 

in 1991 by The Welding Institute, TWI, over 3000 related patents [24] have been filed, covering new tool 
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designs, process variations, and general improvements. One of the main roadblocks to widespread 

acceptance and use of FSW has ironically been due to the existence of the original patent. Because of 

this, the capital investment cost was very high and prevented small to medium sized companies from 

making the move to FSW. With the end of TWI’s patent in 2015, one expects the process to continue to 

grow in popularity as the need for a company to hold a FSW licence is no longer in vigor. The FSW 

process is able to join many different alloys such as steel, titanium, aluminum, copper, magnesium, as 

well as certain non-metallic materials such as plastics, just to name a few. The range of materials that 

has been successfully joined with FSW is still growing and many exotic alloys can now be welded. 

A schematic of the FSW process for a common butt joint is shown on the left side of Figure 2-5. The 

image shows a cylindrical hardened steel tool with a protruding pin. The underside of the tool (between 

the pin and the outer diameter of the tool) is called the tool shoulder. The two plates to be joined together 

are called the work pieces (WP). The two plates are classed according to the relative tool rotation. If the 

tool rotates clockwise (as indicated in Figure 2-5), the left and right plate will be on the advancing and 

retreating sides respectively.  

 

 

 

Figure 2-5 – FSW process parameters and tool geometry [25, 26] 

The design of the tool is a diverse field and has a strong impact on the final weld quality. The shape of 

the pin can be a straight cylinder, tapered, triangular, or even three sided (as shown in the upper right 

image in Figure 2-5). Various features such as threads on the pin surface, scrolls, knurls, and protrusions 

on the shoulder surface can be added to the tool as depicted in the lower right image of Figure 2-5. The 

shape of the shoulder is also important, depending on the application; a flat, convex, or concave shoulder 

can be beneficial. Generally, the main parameters of the tool design are the shoulder diameter, 𝐷𝑠ℎ𝑜𝑢𝑙𝑑𝑒𝑟, 
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the major, 𝐷𝑝𝑖𝑛, and minor, 𝑑𝑝𝑖𝑛, pin diameters (in the case of a tapered pin), and the pin length, 𝑙𝑝𝑖𝑛. Lin 

et al. [27] have shown the effect of different pin thread designs. Bilici et al. [28] investigated parameters 

such as the pin length, pin angle, and dwell time in polyethylene sheets. Their results can generally be 

extended to metallic alloys. 

The various phases of the process are shown in Figure 2-6. The main phases shown in the image are; 

1-plunge, 2-dwell, 3-advance, and 4-retraction. From a general perspective, other phases can be 

identified prior to and following the four main phases.  

 

Figure 2-6 – FSW process phases [29] 

The full chronology of a typical FSW joining process is then: 

0a - Clamping 

0b - Tool approach 

0c - Initial tool contact 

1 - Plunge 

2 - Dwell 

3 - Advance 
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4a - Tool retraction  

4b - Un-clamping 

4c - Cooling 

The process history throughout all the phases is of importance for determining the residual stresses as 

well as the occurrence of defects. Certainly, the residual stresses will be strongly affected by the method 

by which the work pieces are supported and clamped [30]. In addition, the cooling method and, ultimately, 

the rate will have an important effect on the locked in stresses [31-35]. Ji et al. [32] investigated the 

effects of high cooling rates on the residual stresses and found that this was a viable option for reducing 

the residual stress in the joint. A description of the various phases will be provided in the subsequent 

paragraphs.  

2.2.1 0A – CLAMPING 

As the name suggests, the clamping phase involves securing the plates to prevent any unwanted 

movement. The manner in which the WPs are supported is of high importance. As the tool plunges and 

advances, very large forces and torques are transferred to the WPs. These forces must be resisted by 

an appropriate supporting structure. At the very least, a backing plate, also commonly called the anvil, 

is required (assuming the components to be welded are part of a larger assembly that is sufficiently 

restrained in the lateral and transverse directions). More commonly, clamps will be required to restrain 

the WPs to guard against the rotation or translation of the plates to be joined. Some authors [36, 37] 

have investigated self-supporting FSW processes and have shown the effect on the joint quality and the 

residual stresses.  

2.2.2 0B - TOOL APPROACH 

Once the plates are adequately supported, the tool is moved into position. This phase ensures that the 

weld will be started at the desired location. The rate and manner in which this phase is performed is 

essentially irrelevant to the overall finished weld quality. 
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2.2.3 0C - INITIAL TOOL CONTACT 

After the tool is moved into position, the tool begins to descend into the WPs. Very high forces and torque 

will be developed at the onset of contact of the tool with the plates. Although the duration of this phase 

is very short, the generated forces can have a critical effect of the FSW machine and tool. If the initial 

contact is made too quickly, the forces can cause the process to stop. This is because most machines 

will have a load limit; once the limit is surpassed, the machine will stop to prevent unwanted damage to 

the welding apparatus.  

2.2.4 1 - PLUNGE 

Immediately following the initial contact, the important plunge phase is initialized. This phase is very 

important in the grand scheme of the process. The tool rotates and normal and tangential forces (friction) 

develop at the interface between the pin and the WPs. At the start of the plunge phase, the plates are 

cool. As the tool continues to interact with the plates, the material will start to heat up due to the 

conversion of friction work into heat. As the tool continues to plunge, the temperature will continue to 

rise. A drastic increase in the heating rate is commonly observed once the tool shoulder is exposed to 

the surface of the WPs. Various authors [38-42] have commented on the role of the pin and shoulder in 

relation to their respective heat input. Although the various research groups report different heat input 

ratios for the tool shoulder and pin, the consensus is that the shoulder is responsible for the majority of 

the heat input. Using the analytical heat generation equations of Durdanovic et al. [43], the heat 

generation ratios can be approximated for the shoulder, 𝜒𝑠ℎ𝑜𝑢𝑙𝑑𝑒𝑟 , the pin tip,  𝜒𝑝𝑖𝑛 𝑡𝑖𝑝, and the pin side 

surface, 𝜒𝑝𝑖𝑛 𝑠𝑖𝑑𝑒. Commonly, the tool dimensions are such that the shoulder radius, 𝑅𝑠ℎ𝑜𝑢𝑙𝑑𝑒𝑟, is twice 

the radius of the pin, 𝑟𝑝𝑖𝑛, and the pin length, 𝑙𝑝𝑖𝑛, is equal to half the shoulder radius (assuming a straight 

cylinder pin). This means that 𝑅𝑠ℎ𝑜𝑢𝑙𝑑𝑒𝑟 = 2𝑟𝑝𝑖𝑛 = 2𝑙𝑝𝑖𝑛. For such a case, the heat input ratios are: 

𝑄𝑡𝑜𝑡𝑎𝑙 = 𝑄𝑠ℎ𝑜𝑢𝑙𝑑𝑒𝑟 +𝑄𝑝𝑖𝑛 𝑡𝑖𝑝 + 𝑄𝑝𝑖𝑛 𝑠𝑖𝑑𝑒 (2-1) 

𝜒𝑠ℎ𝑜𝑢𝑙𝑑𝑒𝑟 =
𝑄𝑠ℎ𝑜𝑢𝑙𝑑𝑒𝑟
𝑄𝑡𝑜𝑡𝑎𝑙

=
14

3⁄ 𝑟𝑝𝑖𝑛
3

22
3⁄ 𝑟𝑝𝑖𝑛3

= 64% 
(2-2) 
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𝜒𝑝𝑖𝑛 𝑡𝑖𝑝 =
𝑄𝑝𝑖𝑛 𝑡𝑖𝑝
𝑄𝑡𝑜𝑡𝑎𝑙

=
2
3⁄ 𝑟𝑝𝑖𝑛

3

22
3⁄ 𝑟𝑝𝑖𝑛3

= 9% 
(2-3) 

𝜒𝑝𝑖𝑛 𝑠𝑖𝑑𝑒 =
𝑄𝑝𝑖𝑛 𝑠𝑖𝑑𝑒
𝑄𝑡𝑜𝑡𝑎𝑙

=
6
3⁄ 𝑟𝑝𝑖𝑛

3

22
3⁄ 𝑟𝑝𝑖𝑛

3
= 27% 

(2-4) 

Although the aforementioned analysis is basic, it nevertheless, provides an understanding of the heat 

input ratios. In practice, the effects of plastic deformation energy also contribute to the heat input. 

Furthermore, the influence of shoulder scrolls and pin threads will transport the material in a complex 

manner, shifting ratios depending on the situation.  

The maximum force and torque is commonly attained [44] during the end of the plunge phase upon the 

instant that the shoulder makes full contact with the plates.  

2.2.5 2 - DWELL 

The plunge phase ends once the shoulder has made full contact with the WPs and the desired plunge 

depth is attained. During this phase, the tool remains stationary while continuing to rotate. The goal of 

this phase is to increase the temperature in the weld zone. The dwell phase should be long enough to 

attain a satisfactory temperature to allow the WPs to mix mechanically one within the other. Qian et al. 

[45] developed an analytical model to determine the optimal welding temperature for different alloys. For 

6061-T6, the optimal temperature is given as ~0.84 of the solidus (443 °C). The model is based on 

providing a balance between the material flow and the maximum weld zone temperature. In this sense, 

the dwell phase should continue until this optimal temperature is attained or slightly surpassed.  

The tool force and torque typically will decrease or at least stabilize during this phase since the tool is no 

longer actively pushing into the joint. In addition, since frictional heating continues, the material continues 

to soften, providing less resistance to the tool and machine.  

2.2.6 3 - ADVANCE 

The advance phase is where all the action occurs. The material has become hot enough and the tool 

starts to move forward (advance). In this phase, a common target temperature range will be 0.8-0.95 of 

the solidus to ensure that the WPs are soft and malleable. As long at the material is hot enough, the tool 
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will cause physical mixing of the two plate materials, forming a solid-state bond. An important parameter 

during this phase is the ratio of advancing speed to rpm. A general rule of thumb is that the ratio should 

be in the range of 0.2 to 0.8 mm/revolution [46]; however, this is not a hard rule. If the ratio is overly 

large, the weld will commonly contain defects. On the other hand, when the ratio is too small, the weld 

zone temperature will be too high, leading to a poor surface finish and an overly large, course grained 

microstructure [47-49]. Although the optimal ratio will be joint specific, FSW machines are becoming 

more sophisticated; some systems are equipped with temperature control units [50-52] that will alter the 

rpm and/or advance speed to attempt to keep an optimal temperature.    

2.2.7 4 - TOOL RETRACTION, UN-CLAMPING, AND COOLING 

When the FSW tool reaches the end of the weld, the tool must now be extracted from the joint. This 

process will leave a hole in the finished weld at the retraction site. In some cases, it may be beneficial to 

use a retractable pin tool (RPT) to mitigate the presence of the hole [53, 54]. The choice to un-clamp 

before or after cooling will depend on the application. However, the residual stresses are commonly 

greater when the plate cools in the clamped configuration. During the cooling phase, the stresses and 

distortions built up during the welding process will relax and re-distribute. The stresses during the welding 

process will be bound by the yield of the material at the specific strain rate and temperature. Upon full 

cooling, the final distortions and locked in stresses will be present. The stresses are primarily tensile in 

the weld zone and compressive in the rest of the plate (outside the heat-affected zone). For this reason, 

a FSW joint will mainly fail within (or on the edge of) the weld zone.  

2.3 FSW VARIANTS 

A number of variations on the standard FSW process have been proposed and successfully used over 

the past decades. As previously mentioned, in the standard FSW process, the tool is pressed into the 

work piece with enormous downward force (forging force); the material heats up due to plastic 

deformation and friction heating. The standard process cannot, however, be used to weld hollow core 

sections because a support is required underneath the work pieces. Bobbin tool FSW [55] consist of 

using a double-sided tool that squeezes the two work pieces (see Figure 2-7). The squeezing creates 

the required forging force in the material to cause plastic deformation. Since the tool is double sided, the 
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force at each side cancels out and the machine essentially feels a zero force along the axis of the tool 

rotation. The process is interesting since it allows hollow core sections to be welded with relative ease.  

 

Figure 2-7 – Bobbin tool process [55] 

Spot welding with the FSW process, commonly referred to as friction stir spot welding (FSSW) has also 

seen a lot of interest. The method involves only the plunge and dwell phases. A number of researchers 

[56-62] have focused on this variant to determine important process parameters such as plunge rate, 

rpm, and dwell time. The FSSW process will leave a hole when the tool is withdrawn from the WPs as 

shown in Figure 2-8. A slight variation of FSSW is the stitch process [63-65] where the tool is traversed 

a short distance to improve the overall strength of the joint. Another slight modification to the stitch 

process is the sweep process whereby the stitch is performed by causing the tool to arc out of the WPs. 

The process is interesting from an industrialization point of view due to the ease of implementation with 

a robot. 

 

Figure 2-8 – FSSW process [66] 
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Recently, the refill FSSW (RFSSW) process was developed as an improvement to FSSW. In this 

approach, a composite tool is used with a retractable pin and collar as shown in Figure 2-9. Initially the 

plunge phase is as in FSSW and then the pin is retracted. This will allow material to flow into the recess 

created. Next, the collar is retracted while the pin is pushed back down. This will fill in the hole, leaving 

a stronger and improved fatigue-resistant joint. The process is relatively new and has been the object of 

study of a number of research groups [67-74]. 

 

 

Figure 2-9 – Refill FSW process [75] 

For applications where the surface finish is critical, the stationary shoulder FSW process (SSFSW) 

process has been developed. As the name suggests, the shoulder is prevented from rotating. In this 

sense, the pin will generate all (or almost all) of the heat required to bring the material to the plastic state. 

The process has significant differences in terms of the thermal profile; and as such, the resulting 

microstructure [76-82]. In order to allow the pin to rotate free of the shoulder, a complex tool is required 

with a system of thrust and radial bearings. A support method is required to prevent the shoulder from 

turning.  

The dual-rotation FSW (DRFSW) process has been investigated by TWI [83]. Here, the pin and shoulder 

can rotate at different rates or even in opposing directions. The goal of the process is to have a more 

uniform temperature distribution in the weld zone, leading to improved welding conditions and ultimately 

improved joint strength. The process is very interesting, although the tool design and machine 

requirements lead to a more costly and complicated process than conventional FSW. The material 

motion is complex during the process and has been studied numerically by a number of authors [84-88]. 

These authors focus on the opposing rotation case. 
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A process that was developed to reduce the overall force on the FSW tool and improve the weld quality 

is Twin StirTM. The method uses two or more tools with the same or opposing rotation. Different variations 

of this process have been successfully used to mitigate or eliminate various defects commonly [89] found 

in the FSW process. Hook formation, plate thinning, oxide clumping, and macroscopic porosity defects 

due to insufficient contact between the plates in the weld zone can be avoided.    

 

Figure 2-10 – Twin StirTM process [89] 

2.4 COMMON FSW DEFECTS 

When the welding parameters are not within a certain operating range, weld defects will result. A 

common defect in FSW is an incomplete penetration defect. This is most often due to a pin depth that is 

not sufficient to deform plastically the lower region of the work piece joint. This can also be due to a 

misalignment of the tool center relative to the weld joint. A few of the more common defects for linear 

butt welds are shown in Figure 2-11 (Leonard and Lochyer [90]). In the upper left corner is a lazy S or 

kissing bond defect. This is commonly due to incomplete mixing of the two workpieces. In the upper right 

corner, a weld with excessive flash defect is shown. This results when too much axial (downward) 

pressure is applied to the tool. The material plastically flows past the shoulder of the tool and forms a 

periodic wave like pattern.  
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This upper right image also shows the telltale FSW groove pattern and particle deposits left behind in 

the weld track. As the tool rotates, it ‘extrudes’ a layer of material; the extruded material then forms a 

series of bunched up ridges (grooves). The grooves contain smaller striations that are due to the 

formation of work-hardened particles that are scraped along between the underside of the FSW tool and 

the surface of the work pieces. Figure 2-12 shows a macrograph of a FSW weld. The primary grooves 

and secondary striations are evident in the image. 

The image on the bottom left shows the formation of a wormhole (incomplete weld). This can be caused 

by a number of problems such as insufficient downward pressure, a gap between the work pieces, or a 

sub-optimal ratio of the advancing speed to the rpm. 

The bottom right image shows work pieces that we not properly butted up together (leaving a gap 

between the two plates). This is situation arises if the support structure and clamps are not well designed 

for the welding process.  

 

Figure 2-11 – Common defects in FSW welds – Top left: Lazy S or kissing bond; top right: Flash 

and particle deposits; bottom left: Wormhole; bottom right: Surface defect 
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Figure 2-12 – Macrograph of groove pattern in FSW weld track 

2.5 FLUID OR SOLID FORMULATION 

Because of the large plastic deformation that occurs during FSW, many research groups [91-99] have 

used a fluid approach to simulate the process. One of the main assumptions becomes that the elastic 

strains are negligible. Most often, the work pieces will be modeled as non-Newtonian fluids using an 

effective viscosity that is a function of temperature and strain rate. Using a fluid approach is less 

computationally expensive than a solid approach since the limit on the time step size can be many orders 

of magnitude higher (with an explicit temporal integration scheme). In the solid approach, the time step 

is governed by the speed of propagation of a stress wave across an element. The time step must be 

small enough to resolve the stress wave within each element. If the time step is overly large, the 

simulation will become unstable and will eventually diverge. On the other hand, the solid mechanics 

formulation permits the resolution of elastic stresses, leading to an ability to predict defects, residual 

distortions and stresses. 

Bussetta et al. [100] compare the fluid and solid approach for simulating the FSW process. They use the 

arbitrary Lagrangian Eulerian method. They find that the results are very similar between the two 
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approaches. They did not endeavor to evaluate the residual stresses or distortions, nor was their model 

able to predict the formation of defects. Buffa et al. [101] use a hybrid approach where they simulate the 

welding phase using a fluid model and the cooling phase using a solid model. They propose that the 

residual stresses can be found based on the final state of the weld phase. Certainly, the history of the 

material deformation cannot be captured during the weld phase. This does not lead to a robust approach 

to determine the residual stresses. Riahi and Nazari used a decoupled approach where the temperature 

field is calculated based on analytical heat source models, and then the temperature field at the end of 

the simulation is used to drive a cooling calculation in a FEM model. They obtain good correlation to 

experimental results for the parameters studied. However, if they were to attempt parameters likely to 

lead to internal or surface defects, their approach would not be able to predict the residual stresses 

accurately. Carlone et al. [102] use a novel coupling between FEM and the dual boundary element 

method to predict the residual stress distribution and subsequent crack propagation under mechanical 

loading of the joint. They also use an analytical heat source model during the welding phase. They 

impose the crack geometry in the model leading to a non-physical (not phenomenological) approach.  

To date, very few researchers have attempted a fully coupled phenomenological simulation approach to 

model the entire FSW process. Such a modelling procedure would be robust as it could predict the final 

weld quality for a wide range of process parameters, even those that lead to internal or surface defects. 

Clearly, such a model is lacking in the FSW community. For this reason, such a model is one of the 

focuses of this research work.   

2.6 NUMERICAL METHODS 

Solving the set of partial differential equations needed to define the underlying physics of FSW is only 

possible using an appropriate numerical method. The use of analytical solutions may be possible for very 

simple situations. However, for industrial applications, the use of an analytical approach is not likely in 

the foreseeable future. Numerical methods considered here will be grouped into mesh-based methods, 

meshfree methods requiring a background mesh, and true meshfree methods. 
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2.6.1 MESH (GRID) BASED METHODS 

Mesh (or grid) based methods form the most popular collection of approaches to solve field equations. 

The three most common methods are the finite element method (FEM, possibly originated by Hrennikoff 

in 1941 [103], although it is difficult to assess the true origin), the finite difference method (FDM), and 

the finite volume method (FVM). The underlying principle is the same in each of the methods: represent 

a continuous body (or domain) by a collection of smaller domains, more commonly called elements. Both 

FDM and FVM are developed based on the Eulerian frame of reference (without advanced treatment), 

whereas FEM can be formulated either from an Eulerian or Lagrangian reference.  

FDM has been used by various research groups to simulate the temperature field during the FSW 

process. Certainly, FDM could be used for material flow prediction as well; however, this is less common 

since the boundary conditions are more complicated to represent the work piece free surface and the 

interaction with the tool. FVM is more commonly used for FSW simulation including material flow. More 

often, researchers employing the FVM [93, 95, 98, 99], focus on how the material is transported and on 

the resulting temperature distribution. Hasan et al. [94] have studied the effect of worn tool threads on 

the material flow patterns. Li et al. [96] have focused on the optimal design of threads. Although 

computational fluids approaches using the Eulerian frame abound, this approach is less suited for 

predicting the location and nature of defects within the weld zone. Since the mesh is fixed in such 

approaches, the evolution of the free surface cannot be tracked.  

Since FEM can be formulated from either frame of reference, this approach is very popular for simulating 

FSW. If a Lagrangian frame is to be used, complex adaptive re-meshing or moving mesh approaches 

are required. The reason for such advanced tactics can be explained by the mapping from the geometric 

to the computational domain. In FEM, volume integration using a hexahedral element of a function, 𝑓, 

can be performed using Gaussian quadrature (among other schemes) according to: 

∫ 𝑓𝑑𝑉 = ∫ ∫ ∫ 𝑓|𝐽|̿𝑑𝜉𝑑𝜂𝑑𝜁
1

−1

1

−1

1

−1𝑉

 
(2-5) 

As a finite element starts to distort, the Jacobian, 𝐽 ̿ = 𝐽𝛼𝛽, of the element is affected: 
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𝐽𝛼𝛽 =
𝜕𝑥𝛽

𝜕𝜉𝛼
 , 𝜉1 = 𝜉,  𝜉2 = 𝜂, 𝜉3 = 𝜁 

(2-6) 

As the element undergoes deformation, the determinant of the Jacobian will deviate from 1.0, leading to 

numerical errors in the quadrature. For example, a perfectly cuboid hexahedral element will have |𝐽|̿ =

1.0 and will give precise results in the volume integration. The general goal of adaptive re-meshing is 

then to have well shaped elements that will provide improved mapping from the geometry to the 

calculation domain (maximizing the value of the determinant of the Jacobian). 

Schmicker et al. [15-17] have developed an advanced computational framework for simulating the RFW 

process. Their computational method uses higher order finite elements with an implicit geometry re-

meshing approach. Due to the inherent axial symmetry in RFW, they are able to solve a so-called “two 

and a half” dimensional model. The discretization is only in a plane and significantly improves the 

calculation time of this computationally heavy method. Certain researchers [16, 17, 104-106] have worked 

on simulating the FSW process in 2D using adaptive meshing. However, 2D models are limited in their 

applicability to FSW. Other research groups have worked on moving mesh approaches that combine the 

Eulerian and Lagrangian frames into the numerical method. Such moving mesh methods fall into the 

category of arbitrary-Lagrangian-Eulerian (ALE) approach. The underlying principle of ALE is to use a 

relative velocity in the conservation equations to take into account the velocity of the moving mesh, 𝑣̅𝑚𝑒𝑠ℎ. 

For example the ALE form of conservation of momentum would be: 

𝜕𝑣̅

𝜕𝑡
+ (𝑣̃ ∙ 𝛻)𝑣̅ =

1

𝜌
𝛻 ∙ 𝜎̿ 

(2-7) 

The convective derivative now involves the relative velocity, 𝑣̃ = 𝑣̅ − 𝑣̅𝑚𝑒𝑠ℎ. By this means, large plastic 

deformation can be accounted for. 

Various groups [101, 105-110] have used moving mesh techniques to simulate the various phases of 

FSW. One of the major drawbacks of this approach is the very high computational cost. In addition, the 

method makes it difficult to obtain good performance from common parallel programming models. Not 

all authors provide information on the required calculation time; however, Grujicic et al. [111] have noted 

that their fully coupled thermomechanical ALE implementation takes on the order of weeks to solve a 
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single model. One of the other issues with ALE is that the method is highly diffusive because of the 

means in which material is “advected” from one element to another. As long as the material flow is 

perpendicular to an element face, the method works well; however, when the material flow is through 

the corner, the advection is taken as a weighting of the flow in the direction normal to the associated 

element faces. This can lead to a loss of material and is the source of loss of precision.   

2.6.2 MESHFREE METHODS REQUIRING A BACKGROUND MESH 

Meshfree methods continue to grow in popularity among the simulation community due to their ability to 

simulate a wide range of engineering problems. Typically, in a mesh based method (such as the finite 

element method, FEM) a great amount of the simulation process is spent by the analyst creating a high 

quality mesh. However, meshfree methods remove the often cumbersome meshing task, leaving more 

time for the engineer to optimize their design. There are two main types of meshfree methods. In the first 

type, the set of governing partial differential equations (PDE) are weakened to form a set of discrete 

system equations. This type requires the use of a background mesh to perform the spatial integration. 

Methods that fit into this category are element free Galerkin (EFG) originally developed by Belytschko et 

al. [112] in 1994, the particle finite element method (PFEM) by Onate et al. [113] in 2004, the point 

interpolation method (PIM, Liu and Gu [114]), the natural element method (NEM) by Traversoni [115], 

the particle-in-cell method by the Las Alamos National Laboratory (Harlow [116]), and the material point 

method (MPM, Sulsky et al [117]) which is an extension of PIC. With these types of simulation methods, 

the problem domain is typically discretized by a field of nodes; the code must then create a background 

mesh using a triangulation approach such as Delaunay tessellation. Since the background mesh is 

generated by the solver, the user is alleviated of the burdensome meshing procedure. However, the 

background mesh requirement adds programming and computational complexity. 

Although such methods are very computationally burdensome, with recent improvements in computer 

power, some researchers have successfully simulated the FSW process. Alfaro et al. [118, 119] have 

used NEM to simulate various large deformation processes such as FSW and aluminum extrusion. 

Because of the computational complexity of the method, they limit themselves to a 2D simulation of the 

weld zone only. Wu et al. [120] have used an adaptive EFG approach to simulate the plunge and advance 
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phase of FSW. They use time scaling techniques (all velocity terms in the formulation are scaled 

appropriately) to improve the computational time. Both research groups were mainly focused on showing 

the potential of the NEM and EFG method for FSW, they did not compare their simulation results with 

experiments. Fagan et al. [121] use MPM to simulate the FSW process for copper alloys. They used a 

mass scaling approach to reduce the calculation time to a minimum. Even with mass scaling, the 

simulation time was ~49 days using an 8 core Intel Xeon E5-2650. By any standard, a simulation that 

takes over a month is simply too long. Miyasaka et al. [122] used the EFG method to investigate the 

material movement during the FSW process.  

2.6.3 MESHFREE METHODS NOT REQUIRING A BACKGROUND MESH (TRUE MESHFREE) 

The second type of meshfree methods does not require any background mesh and encompasses 

collocation type methods (solution of the strong form of the PDEs). Some examples are the finite point 

method (FPM, by Onate et al. [123]) as well as the meshless local Petrov-Galerkin method (MLPG, Atluri 

and Zhu [124]). The smoothed particle hydrodynamics (SPH) method is one of the older and more mature 

meshless methods. The method was first introduced by Gingold and Monaghan [125] and by Lucy [126] 

in 1977. SPH was introduced for the simulation of strength of materials problems by Libersky and 

Petschek [127] in 1991. SPH has enjoyed a great deal of development over the past decades. It has 

been successfully used for many short-to-medium duration transient solid mechanics problems. 

However, the standard SPH approach is not well suited to long-duration strength of material problems. 

The main difficulty lies in that the standard SPH formulation uses an explicit (forward difference) time 

integration scheme that is conditionally stable. For solid mechanics problems, the stability criterion leads 

to very small time steps (inversely proportional to the speed of stress wave propagation in the solid). 

This leads to unreasonably long computation times for longer duration simulations. 

To date, there is no evidence of research groups using methods such as FPM or MLPG to simulate 

FSW. SPH on the other hand has been used by a number [122, 128-134] of groups successfully. The 

meshfree nature of SPH lends itself to formulation of the field equation using a Lagrangian frame of 

reference, which makes SPH ideal for the large plastic deformation found in the FSW process. A three 

dimensional implementation of SPH can be expected to be rather computationally onerous without an 
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advanced parallel programming strategy. There is no doubt that an efficient parallel implementation of 

SPH will be warmly welcomed by the FSW simulation community. Full details of the parallel programming 

strategy adopted in the current research project are presented in section 4.  

2.7 MATERIAL MODELS 

One of the more important modeling considerations in a continuum mechanics based simulation of FSW 

is the material behavior. An over or under estimate of a single parameter can significantly change the 

simulation results of the process. Most researchers [94, 95, 104, 107, 108, 111, 119, 135-137] use 

constant thermal properties such as the heat capacity and thermal conductivity in the numerical model. 

Using constant thermal properties can be acceptable for fluid models simulations with weakly or de-

coupled treatment of the thermal and flow problems. However, the variation of thermal properties with 

temperature should be considered for solid-mechanics models where the flow stress (which directly 

affects the stiffness of the aluminum) is strongly related to the temperature field. Very little work has been 

undertaken regarding temperature dependent thermo-physical properties among researchers 

performing current state of art FSW simulations. 

Wide ranges of material models are available for modeling aluminum. The main attribute that the models 

have in common is an attempt to form a link between the flow stress, strain, strain rate, and temperature. 

At the very least, a material model used for FSW must include the effects of thermal softening. 

Specifically for AA6061-T6, the effects of strain hardening and strain rate have been shown to be of less 

importance than thermal softening.  

Numerical simulation of FSW has been undertaken by a myriad of groups using a wide variety of material 

models. Chiumenti et al. [138] use the non-Newtonian Norton-Hoff fluid based law: 

𝜎𝑒𝑓𝑓 = 𝐾(𝑇)√3(√3𝜀̇)
𝑚(𝑇)

 (2-8) 

where 𝜀̇ is effective strain rate. Simple inspection of their implementation shows no dependence on 

temperature since they use constant coefficients for 𝐾(𝑇) and 𝑚(𝑇) (material specific constants). They 

have chosen the parameters to suit the average temperature in the weld zone. Certainly, such a model 
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suffers from a lack of robustness. As such, this approach cannot be used to evaluate the effect of different 

process parameters. 

Dialami et al. [107] also use the Norton-Hoff model. They incorporate thermal softening by using 

temperature dependent functions for 𝐾(𝑇) and 𝑚(𝑇) of the form: 

𝐾(𝑇) = {
𝐴 + 𝑏𝑇, 𝑇 < 𝑇𝑚𝑒𝑙𝑡

0, 𝑇 ≥ 𝑇𝑚𝑒𝑙𝑡  
  ,  

𝑚(𝑇) = {
𝐶1 + 𝑑1𝑇, 20 ≤ 𝑇 < 500°𝐶

𝐶2 + 𝑑2𝑇, 500°𝐶 ≤ 𝑇 < 𝑇𝑚𝑒𝑙𝑡
 0, 𝑇 ≥ 𝑇𝑚𝑒𝑙𝑡

  

(2-9) 

 

Figure 2-13 – Flow stress model used by Dialami et al. [107] 

where 𝑇𝑚𝑒𝑙𝑡 is the melt temperature,  𝐴, 𝑏, 𝐶1, 𝐶2, 𝑑1, and 𝑑2 are material specific constants. This 

approach has merit in the sense that thermal softening can now be incorporated. However, the actual 

values of the constants that they use in their study leads to erratic changes in the flow stress near 500 

°C at high strain rates. It is common knowledge that the strain rate in the stir zone is on the order of 100 

to 1000 s−1. With this in mind, the flow stress at different strain rates as a function of temperature 

obtained with their implementation is shown in Figure 2-13 (using the values for 𝐴, 𝑏, 𝐶1, 𝐶2, and 𝑑2 from 

Dialami et al. [107] to create the graph). The graph clearly shows the erratic behavior.  
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Timesli et al. [134] use a temperature dependent viscosity fluid model in their work to simulate FSW with 

SPH. They use the Johnson-Cook temperature ansatz to decrease the materials resistance to flow with 

increasing temperature. They compare their results to a CFD model employing the same assumptions 

and material behavior. They do not provide validation of the model against experimental work. 

Assidi et al. [139] have used the Hansel-Spittel model for their simulation work of FSW with AA6061-T6: 

𝜎𝑒𝑓𝑓 = 𝐴𝑒
𝑚1𝑇𝜀𝑚2𝜀̇𝑚3𝑒𝑚4 𝜀𝑝⁄  (2-10) 

The model takes into account thermal softening, strain hardening, and strain rate sensitivity. The 

constants 𝐴, 𝑚1 to 𝑚4 are material specific. They note that their implementation of the model results in 

drastic over prediction of the temperature in the weld zone. This can be explained by the fact that the 

model predicts a strain rate dependence that decreases with increasing temperature as shown in Figure 

2-14 (the material constants for 𝐴, 𝑚1 to 𝑚4 are taken from Assidi et al. [139] to create the graph); this 

is the inverse of the common behavior of AA6061-T6. In fact, a recent study by Dorbane et al. [140] 

showed that this material is entirely strain rate insensitive at room temperature, but that a significant 

increase in flow stress occurs at increasing strain rates when the material is at higher temperatures. The 

other issue with the Hansel-Spittel model is that strain hardening is considered with a power law. This 

leads to an over prediction of the flow stress at high plastic strain values (typical in FSW). 

 

Figure 2-14 – Hansel-Spittel model for AA6061-T6 – Assidi et al. [139] 



Robust and Efficient Meshfree Solid Thermo-Mechanics Simulation of Friction Stir Welding 

32  Kirk Fraser - April 2017 

Kuykendall et al. [141] compare the Sellars-Tegart and Johnson-Cook model in their study of the FSW 

process. The Johnson-Cook model has the form: 

𝜎𝑒𝑓𝑓 = (𝐴𝐽𝐶 + 𝐵𝐽𝐶𝜀
𝑝
𝑛𝐽𝐶
)(1 + 𝐶𝐽𝐶𝑙𝑛𝜀̇) (1− 𝑇

∗
𝑚𝐽𝐶

) (2-11) 

where 𝑇∗ is the homologous temperature, 𝜀𝑝 is effective plastic stain, and 𝐴𝐽𝐶, 𝐵𝐽𝐶, 𝑛𝐽𝐶, and 𝑚𝐽𝐶 are 

material specific constants. They note that the Johnson-Cook model provides an underestimate of the 

peak temperature and an overestimate of the plastic strain in the weld zone. The Johnson-Cook model 

is well known to provide flow stress curves that are inaccurate at the level of plastic strain found in FSW. 

The behavior of the model is shown in Figure 2-15 (JC constants taken from Schwer [142] to make the 

graph); the main issue is that the flow stress increases exponentially without bound as plastic strain 

increases. 

 

Figure 2-15 – Johnson-Cook model for AA6061-T6 – Kuykendall et al. [143] 

In FSW, we expect to see plastic strain levels approximately 100-300. As we can see in the graph, the 

predicted flow stress at room temperature and effective plastic strain of 100 is over 1100 MPa; this is a 

gross over prediction and leads to overly stiff behavior in the numerical models. Furthermore, the material 

model predicts a non-existent strain rate dependency. 
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The Johnson-Cook model incorporates a power law thermal softening through the homologous 

temperature. Figure 2-16 shows a comparison of the variation of the initial yield as a function of 

temperature as found from MatWeb [144] and by the Johnson-Cook model [142, 145].  

 

Figure 2-16 – Temperature dependent initial yield 

We can clearly see that the Johnson-Cook model significantly over predicts the value of yield across the 

majority of the temperature range. This will contribute to an increase in the stiffness of the numerical 

model. Evidently, an appropriate material model to predict the flow stress during the FSW process is 

currently lacking. In this work, a newly developed flow stress model that is based on compression tests 

and the work of Dorbane et al. [140] will be presented. With the new model, improved material behaviour 

of the aluminum alloy during the entire FSW process can be accounted for. Details of the new flow stress 

model are provided in Section 3.10. 

2.8 FRICTION AND CONTACT BEHAVIOUR 

As the FSW tool mechanically joins the two plates together, heat is generated due to two main sources: 

 Friction at the interface between the work pieces and the tool, primarily under the shoulder 

 Mechanical work due to the work piece material being plastically deformed 
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The stick condition (velocity of the contacted body is constrained to be the same as the contacting body) 

is rather common in fluid like simulations of FSW. The general approach is to require that the contacted 

nodal points have the same velocity as the contacting object. Pan et al. [132, 146, 147] use a stick 

contact model in their work simulating the FSW process with smoothed particle hydrodynamics. They 

compare their results to those published by another group and note a slight over prediction of the 

temperature in the material.  

Wang et al. [148] provide an insightful review of various stick and slip friction modelling approaches. 

They report that the use of a stick model tends to distribute the heat generated across a wider volume 

compared to the slip model. This is because the slip model will simply provide heat input at the interface 

between the two contacting bodies. One of the major drawbacks of the stick contact model is that the 

heat generated in such a model can only be due to plastic work. Since the material sticks to the tool, 

heat generation due to friction is not possible.  

The Coulomb model provides a way to model static and dynamic friction between two bodies in contact. 

The approach is generally formulated using a penalty method. In this method, any penetration between 

contacting bodies is resisted by a force that is proportional to the contact stiffness, 𝑘𝑖𝑗, and the 

penetration depth, 𝛿. Tangential forces develop so long as there is relative motion, 𝑣𝑟𝑒𝑙, between the 

contacting bodies. The tangential force, 𝐹𝑇, is a function of the normal force, 𝐹𝑁, and the coefficient of 

friction, 𝜇. The force normal at the contact interface is given by: 

𝐹𝑁 = {
0, 𝛿 ≤ 0

𝑘𝑖𝑗𝛿, 𝛿 > 0 
(2-12) 

While the relative motion between the two bodies is null, the tangential force increases linearly until the 

static friction threshold is attained. After this point, relative motion is present, and the tangential force is 

𝐹𝑇 = 𝜇𝐹𝑁.  

Typically the mathematical model employed to represent friction between the tool and the work piece is 

the Coulomb friction model with a constant friction coefficient, many authors have produced good results 

with this approach [16, 105-108, 120, 130, 149]. Zhang [150] studies the differences between the 

Coulomb and the modified Coulomb friction models. In the modified model, a limit is put on the shear 
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stress than can build up at the interface. The friction model is also referred to as the Coulomb friction 

law with shear stress confinement. They show that the result with the modified approach provides closer 

results to experimental work.  

The Norton model is provides a viscous friction approach. The model incorporates a modification to the 

friction coefficient, 𝜇, as a function of temperature, 𝑇, and strain rate, 𝜀̇. The tangential force then 

becomes: 

𝐹𝑇 = {
0, 𝑣𝑟𝑒𝑙  = 0

𝜇(𝑇, 𝜀̇)𝐹𝑁 , 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

(2-13) 

Assidi et al. [139] study the Coulomb and Norton friction models. They note that the Coulomb law is not 

well suited for strain rate and temperature dependent friction behavior. They feel that the Norton model 

provides better representation of the slip mechanism between the tool and the work pieces. 

A combination of the stick and slip friction models have also been used for FSW simulation. The 

formulation was introduced by Schmidt et al. [38]: 

𝐹𝑇 = 𝛿𝑆𝑅
𝜎𝑦

√3
𝐴𝑐 + (1 − 𝛿𝑆𝑅) 𝜇𝐹𝑁 (2-14) 

where 𝛿𝑆𝑅 is a slip ratio that weighs the friction behaviour more towards sticking (𝛿𝑆𝑅 = 1) or more towards 

slipping  (𝛿𝑆𝑅 = 0). With this approach, a constant value for the stick parameter is often chosen to provide 

the best correlation to experimental results.  

Schmicker [15] has proposed an exponential decay transition law for the use in simulation of the RFW 

process. The developed model bears close resemblance to the Coulomb friction law with shear stress 

confinement; however, regularization terms are added to smooth out the discontinuities associated with 

the transition from dry to viscous friction. The main goal of the proposed model is to improve convergence 

in their adaptive FEM code. Since this research is focused on a meshfree explicit code, the developed 

model is not expected to provide improvement since the meshfree code deals with discontinuities with 

relative ease.  
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Clearly, there is room for improvement and development of more precise friction models that take into 

account the underlying physics at the contact interface. In this work, a new phenomenological friction 

model that uses a cumulative damage approach is developed. Full details are presented in section 3.12. 

2.9 FSW PROCESS PARAMETER OPTIMIZATION 

The ultimate strength and fatigue resistance of a welded aluminum joint is of critical importance to the 

aeronautical industry. In recent years, many authors have focused on optimizing the ultimate strength of 

a friction stir welded joint using experimental approaches. Very little work has been undertaking to find 

optimal parameters using a fully coupled 3D thermomechanical simulation approach. Fraser et al. [151] 

found optimized process parameters for 1/8 inch AA6061-T6 plates. They used a simplified heat transfer 

finite difference model that neglected the material flow. Their approach was validated against the 

experimental work of Wanjara et al. [46], they showed excellent agreement with the experimental results 

in spite of using a thermal only model. Ammouri et al. [152] use a thermomechanical FEM model to 

predict the optimal process parameters for friction stir processing of AZ31b magnesium alloy. The 

objective of the optimization is to minimize the grain size of the friction stir processed plates. 

The response surface method (RSM) is a very popular approach used by many authors [153-158] to 

optimize the strength of the weld of dissimilar 6061-T6 and 7975-T6 aluminum butt joint welds. The 

different research groups follow the general procedure of performing a set of experiments with different 

process parameters. They then form a response surface by using an appropriate surface fitting algorithm 

(most commonly least squares). Once the response surface is determined, the optimal process 

parameters can then be found using an appropriate optimization approach (such as Lagrange multipliers, 

steepest descent, conjugate gradient, etc.).  

Laksihminarayaranan and Balasubramanian [159] use the Taguchi method to determine the most 

important process parameters for a high strength welded joint. They investigate the RDE-40 aluminum 

material in their study. Their method shows that the advancing speed, rotational speed, and the axial 

force on the tool are the most important process parameters. They found that the optimum tensile 

strength obtainable for the RDE-40 material is ~303 MPa. Their results were verified experimentally. The 
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Taguchi method is a popular approach and has been used by a number of authors [154, 155, 160-167] 

for the FSW process. 

Zhang and Lui [168] investigate optimization of the underwater FSW (UWFSW) process. The UWFSW 

is a method that involves performing the FS weld in a closed circulation-welding chamber filled with 

water. The method allows for very high strength welds. They experimentally determined a set of data 

points at various welding speeds, and then fit a response surface with the least squares method. They 

use the constructed response surface to optimize the weld strength. They show that the tensile strength 

of the welded joint can be increased by 6% with the UWFSW method as compared to the conventional 

FSW process. A maximum tensile strength of 360 MPa can be obtained with an advance speed of 223 

mm/min and a rotational speed of 983 rpm. 

Heidarzadeh et al. [169] developed a four-parameter model for the tensile strength of pure copper butt 

welds. They show that the tensile strength of the weld is optimized with an advance speed of 84mm/min 

and a rotational speed of 942 rpm. The RSM method is used to fit a least squares regression model to 

the experimentally determined data points. 

On the other hand, there has been relatively little research into the optimization of the advance and 

rotational speed of the FSW tool in order to provide welds that are strong enough (not necessarily optimal 

strength) and do not have defects. Maximizing the welding advance speed is of great importance for 

industries, such as structure and bridge fabrication in order to be profitable. Therefore, the optimization 

approach used in this work is focused on optimizing the speed of advance as opposed to the weld 

strength. Constraints are applied to the optimization problem to limit the speed of advance, the maximum 

welding temperature, and the speed of rotation. 

2.10 MASS AND TIME SCALING 

The time step is very small when simulating the FSW process using a fully coupled thermomechanical 

solid formulation with explicit time integration. Because of this, the simulation time can be excessively 

long. A few techniques can be employed to improve the calculation time such as mass scaling or time 
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scaling. The time step will be proportional to the characteristic element size, ℎ, and inversely proportional 

to the bulk speed of sound, 𝑐, in the material: 

𝛥𝑡𝐶𝐹𝐿 = 𝐶𝐹𝐿 (
ℎ

𝑐 + ‖𝑣̅‖
) (2-15) 

This makes the time step approximately 1-100 nano-seconds (CFL can range from 0.1 to over 1.0 

depending on the problem) for common metallic alloys. Mass scaling seeks to increase the minimum 

time step by artificially increasing the mass of an element. This leads to an increase in density and 

ultimately a decrease in the isothermal speed of sound in the material, 𝑐 = √𝑑𝑝 𝑑𝜌⁄ |𝑇. However, for a 

simulation code using a weakly compressible approach, artificially decreasing the speed of sound will 

lead to an incorrect speed of the stress wave propagation. This will ultimately lead to inaccuracies in the 

elastic strain calculation. Although mass scaling is commonplace in explicit dynamic structural analyses 

[170-175], it should be used with great caution for hydrodynamic applications.  

Velocity scaling (or time scaling) on the other hand does not affect the time step size; instead, it allows 

more simulation to be accomplished in a shorter period. The general idea is to scale all the terms with 

units of s-1 by a velocity scaling factor, 𝑉̃𝑆𝐹. The rpm, velocity, thermal conductivity, convection coefficient, 

etc., are scaled in this approach. The analyst must then ensure that the dynamics of the system have 

not been unreasonably altered. Speed-up factors of 10-50 are conventional depending on the problem. 

During the simulation, one must keep track of the ratio of internal energy to kinetic energy. Limido et al. 

[176] as well as Villumsen et al. [177] use a time scaling factor of 10 in their work on high speed metal 

cutting. In their work, they also investigate a mass scaling ratio of 1.2 (an element with a mass of 1.0 kg 

is increases to 1.2 kg) and note that the force results are highly imprecise even with a small mass scaling 

factor. Schmidt used a mass scaling factor of 1.0x104 in his work on simulating FSW with the material 

point method (MPM). He notes that this scaling factor leads to significant error and ultimately decides to 

use no mass scaling.  
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3 METHODOLOGY 

Numerical simulations of the FSW process can bring about an improved understanding of the effect of 

varying process parameters on the final weld quality. Ideally, the numerical model will predict (without 

previous knowledge of the outcome) the behaviour of the material during welding. Such an approach 

precludes the use of empirical models based on experimental results. Indeed, the predictions should 

come from the underlying physics of the process leading to a phenomenological approach. To this end, 

the FSW process can be described using the notions of continuum mechanics. First off, a set of 

conservation equations will be introduced that are applicable to the specifics of the FSW process. 

Following that, the discretization of these equations will be outlined using the meshfree Lagrangian 

method called smoothed particle hydrodynamics. The chapter is organized as follows: 

Section 3.1 will discuss the underlying physics of the FSW process and the associated continuum 

mechanics formulation. 

Section 3.2 introduces the smoothed particle method along with the important notions needed to write 

the “weak like” form of the conservation equations.    

Section 3.3 provides the notions required to cast the SPH method for solid bodies. 

Section 3.4 will focus on the discretization (“weak like” form) of the conservation equations using the 

SPH method. 

Section 3.8 introduces some of the common deficiencies of the SPH method. 

Section 3.9 will layout the various formulations required to describe the evolution of the temperature field 

in the body. 

Section 3.10 presents a new flow stress model developed to better simulate the material behaviour 

during the entire FSW process. 
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Section 3.11 describes the contact approach used to model the interaction of the tool and/or supporting 

structure with the work pieces. 

Section 3.12 introduces a new friction modelling approach using a cumulative damage approach.  

Section 3.13 will provide an efficient means to model the threads and scroll on the tool. 

Section 3.14 concentrates on the tool wear evaluation approach adopted in this research project. 

Section 3.15 delivers a description of the solution procedure adopted in the developed simulation code. 

3.1 CONTINUUM MECHANICS FOR FSW 

On a microscopic level, all matter (or physical bodies) can be said to be discontinuous, made up of 

subatomic particles. Ideally, one could study the effect of forces and displacements on a body from a 

quantum mechanics (microscopic point of view). This is not practical with our current knowledge of the 

sub-atomic structure and the power of today’s computers. For the purpose of this research work, in order 

to study how matter (such as fluids and solids) will react to forces and deformation, it is necessary to 

adapt a macroscopic frame of reference. In this manner, bodies can be treated as being made up of a 

continuum. We can thus say that the properties of the body are continuous, such as its mass. The 

premise follows the idea that although microscopically the body is known to be made of discrete particles, 

these particles are uniformly distributed to permit the treatment as a continuum on a macroscopic scale. 

In the continuum description as shown in Figure 3-1, the focus is to determine the evolution of the 

location, 𝑋̅  and temperature, 𝑇, of a set of material points in an arbitrary shaped body of finite volume, 

𝑉, and bound by a continuous surface, 𝑆. A frame of reference that follows the material point(s) should 

be adopted since the ultimate objective of the research project is to be able to predict the evolution of 

defects within a FSW joint. This type of reference frame is called Lagrangian and relates the position of 

the points within the body at a point in time, 𝑡, to a fixed reference frame, 𝑥̅(𝑋̅, 𝑡) as well as the 

temperature field, 𝑇(𝑋̅, 𝑡). The behaviour of the body can be described by ensuring that mass, 

momentum, and energy are not created or destroyed; simply conserved within the body.  
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Figure 3-1 – Continuum description  

The first conservation equation states that the mass of a material point must remain the same. A 

convenient measure of the quantity of mass within a finite volume is the material density, 𝜌. Imagine an 

infinitesimal volume, 𝑑𝑉, bound by an infinitesimal surface, 𝑑𝑆, the rate of change of the mass within the 

finite volume will be related to the material density and the change in volume:  

𝐷𝑚

𝐷𝑡
=
𝐷

𝐷𝑡
∫ 𝜌𝑑𝑉 = 0

𝑉

 

(3-1) 

From equation (3-1), evidently, if mass is to remain constant, there must be a balance between 𝜌 and 

𝑑𝑉. A body that can undergo change in density is said to be compressible. This leads to the notion that 

the density can change at a material point as time evolves, and as such, to the concept of continuity of 

the body, where: 

𝐷𝜌

𝐷𝑡
+ 𝜌𝛻 ∙ 𝑣̅ = 0 

(3-2) 

Equation (3-2) introduces the concept that the time rate of change of density must be balanced by the 

divergence of the velocity field at that point (velocity, 𝑣̅, as usual is the time rate of change of position, 

𝑑𝑥 𝑑𝑡⁄ ). Note the use of the material derivative; for more information see Chapter 9 - Appendices. To put 

this Concept into context, imagine a rigid box filled with a fluid and with an inlet and an outlet; now 
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imagine that more fluid flows in than flows out. The only way that this could occur is for the fluid to be 

compressed, and as such increasing the quantity of fluid in the fixed volume leads to an increase in the 

density of the fluid. Commonly, engineering materials are considered incompressible, which is 

convenient but not strictly true. In this work, material is considered compressible as this better represents 

the underlying physics of the process. 

The next concept says that a body in motion should remain in motion without the presence of resistance 

to the motion. In this sense, the linear momentum, 𝑃̅, of the body must be conserved: 

𝐷𝑃̅

𝐷𝑡
=
𝐷

𝐷𝑡
∫ 𝑣̅𝜌𝑑𝑉

𝑉

= 0 

(3-3) 

However, in the presence of external effects, the linear momentum can change. By introducing a mass 

specific body force vector, 𝑏̅, the differential form of conservation of linear momentum is: 

𝐷𝑣̅

𝐷𝑡
=
1

𝜌
𝛻 ∙ 𝜎̿ + 𝑏̅ 

(3-4) 

The body force can be due to different sources, such as gravity and electromagnetic forces. In the FSW 

process, the body force is insignificant in comparison to the other forces and can be neglected without 

any loss of precision. The momentum equation for FSW is then: 

𝐷𝑣̅

𝐷𝑡
=
1

𝜌
𝛻 ∙ 𝜎̿ 

(3-5) 

which is the same as equation (3-4), without the body force term. The idea of divergence of the stress 

field, 𝛻 ∙ 𝜎̿, has been included. This notion quantifies the internal force in the body. An extension of linear 

momentum to angular momentum, 𝐻̅, conservation can be made by taking the vector product of the 

forces about an axis: 

𝐷𝐻̅

𝐷𝑡
=
𝐷

𝐷𝑡
∫ 𝑥̅ × 𝑣̅𝜌𝑑𝑉

𝑉

= 0 

(3-6) 
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This conservation law is not directly used in the continuum model; however, it does lead to the proof of 

the symmetry of the total stress tensor. By taking moments with respect to each of the individual axis, 

one can show that: 

𝜎̿ = 𝜎̿𝑇 (3-7) 

The final conservation principle states that the total energy, 𝑈, is neither created nor destroyed; simply 

conserved. The differential form of the energy conservation equation is: 

𝜌
𝐷𝑈

𝐷𝑡
= 𝜎̿(𝛻 ∙ 𝑣̅) − 𝛻 ∙ 𝑞̅ + 𝑞̇ 

(3-8) 

where 𝑞̅ is the heat flux and 𝑞̇ is a source term. The total energy in the system should consider the full 

contribution of kinetic and potential energy. Energy conservation for the remainder of the potential portion 

(specifically, the thermal portion) of the total energy must be subsequently developed. More will be stated 

concerning the complete form of conservation of energy in section 3.9. Note that kinetic energy is 

insignificant (in comparison to thermal and internal energy) in the FSW process and will be neglected. 

This then forms a basic set of conservation equations that can be used to model the underlying physics 

of the FSW process. In the subsequent sections of this chapter, increasing complexity will be built onto 

the basic equations to improve the approximation of the material behaviour during the FSW process. 
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3.2 THE SMOOTHED PARTICLE METHOD 

Smoothed particle hydrodynamics (SPH) is a 

collocation meshfree method for a wide variety of 

dynamic problems. Because of its meshfree 

nature, it can easily be formulated from a 

Lagrangian frame of reference. SPH has strong 

roots in fields such as astrophysics, magneto-

hydrodynamics, computational fluid dynamics, 

and computational solid mechanics. Indeed, the 

list is by far from being exhaustive, and SPH is 

constantly being applied to new and sophisticated 

problems (lava flow, hydrodynamics of a 

swimming dolphin, tsunamis impact, high-speed 

impact, fractures mechanics, etc). The main 

attraction to this method is that no mesh is 

required. This provides a powerful framework for solving large plastic deformation problems that typically 

cannot be solved by conventional meshed based methods. For these reasons, SPH is ideally suited for 

numerical simulation of the entire FSW process. 

The method was originally proposed by two independent research groups within the same year, Gingold 

and Monaghan [125] showed that the method could be used to simulate non-spherical stars and Lucy 

[126] used the method to test the theory of fission for rotating protostars. Interestingly enough, both 

groups based their methods on statistical approaches to estimate probability densities. The original SPH 

schemes proposed in 1977 were developed for applications to astrophysics problems and did not 

conserve linear and angular momentum [178]. Later in 1982, Gingold and Monaghan modified the 

formulation to be conservative by using the Lagrangian to describe the conservation laws for a 

compressible dissipative fluid [179]. 

Figure 3-2 – Interpolation in SPH method 
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The SPH method is considered a mesh-free method because the set of field equation (conservation 

equations for a solid body in this case) are solved by interpolating from a set of 𝑗 particles that are within 

the influence domain of particle 𝑖. The size of the influence domain is determined by the smoothing 

length, ℎ. The smoothing length is commonly taken as the initial (uniform) particle spacing, ∆𝑠, multiplied 

by the smoothing length scale factor, ℎ𝑠𝑐𝑎𝑙𝑒: 

ℎ = ℎ𝑠𝑐𝑎𝑙𝑒  ∆𝑠 (3-9) 

A value of 1.1 is used for ℎ𝑠𝑐𝑎𝑙𝑒 throughout this work. This value provides good calculation performance 

and precision (more details in section 5.5.1). Figure 3-2 gives a graphical representation of the SPH 

interpolation concept. In this numerical method, the strong form of the field equations can be ‘weakened’ 

(this term is coined from the finite element method where by the ‘weak form’ is used to solve otherwise 

unmanageable equations [180]) into a set of discrete ordinary differential equations). Note that Liu [181] 

calls the discretization arising from the SPH method a “weak like” form. SPH is similar to the FDM in the 

sense that they are collocation schemes. The resulting numerical method is truly meshfree since no 

background mesh is required. The meshfree nature of SPH makes it ideally suited for numerical 

simulation of the FSW process. 

3.2.1 DISCRETE INTERPOLATION 

The basic premise of the SPH method is to reduce a set of PDEs to a set of ordinary differential equations 

by an approximate interpolation formulation. A continuous function is approximated by a convolution 

integral: 

𝑓(𝑥̅) = ∫𝑓(𝑥̅,)𝑊(𝑥̅ − 𝑥̅,, ℎ)𝑑𝑥̅ , 
(3-10) 

where 𝑊(𝑥̅ − 𝑥̅,, ℎ) is called the kernel function and has units of inverse of volume. The kernel function 

is also commonly referred to as the smoothing function. It is a function of the spatial distance between 

the point at which the function is to be calculated (calculation point, 𝑥̅) and the interpolation location (𝑥̅,), 

and h is the smoothing length. The kernel is the key to the true meshfree nature of the SPH method. The 

continuous SPH interpolation equation can then be written for a set of discrete material points: 
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〈𝑓(𝑥𝑖
𝛼)〉 =∑

𝑚𝑗
𝜌𝑗
𝑓(𝑥𝑗

𝛼)𝑊(𝑟, ℎ)

𝑁𝑖

𝑗=1

 

(3-11) 

here 𝑥𝑖 is the spatial location vector for particle 𝑖 and 𝑥𝑗 for the 𝑗th particle, ℎ is the smoothing length that 

determines the size of the influence domain of the 𝑗th particles on a particle 𝑖. 𝑚𝑗, 𝜌𝑗 are the mass and 

density of a 𝑗th particle, and 𝑟 = |𝑥𝑖
𝛼 − 𝑥𝑗

𝛼|. 𝑊(𝑟, ℎ) is again the interpolation kernel; it will be written as 

𝑊𝑖𝑗 in the future. The sum is taken over the total number (𝑁𝑖) of 𝑗 particles within the influence domain 

of 𝑖; these are termed the neighbors of the 𝑖th particle. Determining the neighbors list is a major part of 

the computational time in the SPH method (typically around 30% of a cycle).  

The gradient of the interpolation kernel can also be written as: 

𝛻𝑖𝑊𝑖𝑗 =
𝜕𝑊𝑖𝑗

𝜕𝑥̅𝑖
𝛽
=
𝑑𝑊(𝑟, ℎ)

𝑑𝑅
(
1

ℎ
)(
1

𝑟
) (𝑥̅𝑖 − 𝑥̅𝑗)  

(3-12) 

The gradient of a function can be approximated by the value of the function at the neighboring particles 

multiplied by the gradient of the smoothing function: 

〈𝛻𝑓(𝑥𝑖
𝛼)〉 =∑

𝑚𝑗
𝜌𝑗
𝑓(𝑥𝑗

𝛼)𝛻𝑖𝑊𝑖𝑗

𝑁𝑖

𝑗=1

=∑
𝑚𝑗
𝜌𝑗
𝑓(𝑥𝑗

𝛼)
𝜕𝑊𝑖𝑗

𝜕𝑥̅𝑖
𝛼

𝑁𝑖

𝑗=1

 

(3-13) 

Equation (3-13) makes the evaluation of first and second derivatives relatively simple in the SPH method. 

A similar approach can be used to write an approximation of the divergence of a vector: 

〈𝛻 ∙ 𝑓(𝑥𝑖
𝛼)〉 =∑

𝑚𝑗
𝜌𝑗
𝑓(𝑥𝑗

𝛽) ∙ 𝛻𝑖𝑊𝑖𝑗

𝑁𝑖

𝑗=1

=∑
𝑚𝑗
𝜌𝑗
𝑓(𝑥𝑗

𝛽)
𝜕𝑊𝑖𝑗

𝜕𝑥̅𝑖
𝛽

𝑁𝑖

𝑗=1

 

(3-14) 

or for the curl of a vector: 

〈𝛻 × 𝑓(𝑥𝑖
𝛼)〉 =∑

𝑚𝑗
𝜌𝑗
𝑓(𝑥𝑗

𝛽) × 𝛻𝑖𝑊𝑖𝑗

𝑁𝑖

𝑗=1

 

(3-15) 

and the dyadic product: 
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〈𝛻⨂𝑓(𝑥𝑖
𝛼)〉 =∑

𝑚𝑗
𝜌𝑗
𝑓(𝑥𝑗

𝛼)⨂𝛻𝑖𝑊𝑖𝑗 =∑
𝑚𝑗
𝜌𝑗
𝑓(𝑥𝑗

𝛼)
𝜕𝑊𝑖𝑗

𝜕𝑥̅𝑖
𝛽

𝑁𝑖

𝑗=1

𝑁𝑖

𝑗=1

 

  (3-16) 

This lays the foundation for the SPH method that will be used to solve the set of conservation equations 

to describe the deformation of a general solid body. As of yet we have not made any statements as to 

the requirements of the kernel function; this will be explained in detail in the next section. 

3.2.2 SMOOTHING FUNCTIONS 

The smoothing function is the heart of the SPH method and as such has been an area of acute interest 

for many research groups. Liu et al. [182, 183] give details of the seven requirements for constructing a 

smoothing function: 

1. Unity Condition – The smoothing function is required to be normalized over the support domain 

such that: 

∫𝑊(𝑥̅ − 𝑥̅,, ℎ)𝑑𝑥̅, = 1 
(3-17) 

2. Compact Support – The value of the smoothing function should be zero outside of the support 

domain: 

𝑊(𝑥̅ − 𝑥̅ ,, ℎ) = 0, 𝑓𝑜𝑟 |𝑥̅ − 𝑥̅ ,| > ℎ𝑠𝑐𝑎𝑙𝑒∆𝑠 (3-18) 

where ℎ𝑠𝑐𝑎𝑙𝑒 is a scaling factor on the smoothing length that is used to include more or 

fewer particles in the discrete sums. 

 

3. Positivity Condition – The value of the smoothing function must be greater than zero for any 

point within the support domain: 

𝑊(𝑥̅ − 𝑥̅ ,, ℎ) > 0, 𝑓𝑜𝑟 |𝑥̅ − 𝑥̅ ,| < ℎ𝑠𝑐𝑎𝑙𝑒∆𝑠 (3-19) 

4. Decay Condition – The smoothing function should be a monotonically decreasing function of the 

distance between the calculation point and the interpolation point. 

5. Delta Function Property – As the smoothing length approaches zero, the smoothing function 

should be equal to the Dirac delta function: 
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𝑙𝑖𝑚
ℎ→0

𝑊(𝑥̅ − 𝑥̅ ,, ℎ) > 𝛿(𝑥̅ − 𝑥̅,) (3-20) 

6. Symmetric Property – The smoothing function should be symmetric, this requires that the 

function be even. This property ensures that linear and angular momentum are conserved, 

because particle forces become action-reaction pairs.   

7. Smoothness Condition – The smoothing function should be smooth without sharp variations of 

the gradient of the smoothing function. 

A myriad of smoothing functions have been proposed, and depending on the simulation type, the different 

smoothing functions have been successfully used in certain types of problems. The Gaussian function 

was one of the first functions proposed; this approach gives a smoothing function that is infinitely 

differentiable. The main drawback is that the influence domain is not compact (compact support) 

because the value of the function goes to zero at ±∞. This means that every particle must be included 

in the evaluation of the discrete conservation equations. The Gaussian smoothing function takes the 

form: 

𝑊(𝑅, ℎ) = 𝛼𝑑𝑒
−𝑅2 (3-21) 

where 𝛼𝑑 is a dimension specific constant (values given for many kernels in Table 3-1) and 𝑅 =

|𝑥𝑖
𝛼 − 𝑥𝑗

𝛼| ℎ⁄ = 𝑟 ℎ⁄ . The Gaussian kernel can be used with a truncated support domain to satisfy the 

compact support condition, but this does not satisfy the unity condition. Other authors have proposed 

Gaussian kernels that have compact support and satisfy the unity condition, but they are not widely used. 

The cubic B-spline function as proposed by Gingold and Monaghan [179, 184] is the most popular: 

𝑊(𝑅, ℎ) = 𝛼𝑑

{
 
 

 
 
2

3
− 𝑅2 +

1

2
𝑅3 𝑓𝑜𝑟 0 ≤ 𝑅 < 1

1

6
(2 − 𝑅)3     𝑓𝑜𝑟 1 ≤ 𝑅 < 2

0              𝑓𝑜𝑟 𝑅 ≥ 2

 

(3-22) 

The popularity of this kernel comes from the fact that it satisfies all the requirements, is relatively easy 

to implement in common programming languages (although the piecewise nature requires the use of 

conditional statements), and closely resembles the Gaussian kernel. The first derivative is continuously 

smooth, whereas the second derivative is piecewise linear. This is one of the root causes of the tensile 
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instability problem in SPH. In spite of the tensile instability, many authors [127, 176, 185-190] note that 

the B-spline kernel provides an excellent balance between performance and precision.  

Quartic and Quintic functions have been proposed by other authors. Higher order kernels are said to be 

good for an organized orthogonal mesh, but not when the mesh becomes disordered. This is because 

they require a cancelation of positive and negative contributions that is not possible when the particles 

are not equally spaced. A higher order smoothing function is the Wendland kernel [191]: 

𝑊(𝑅, ℎ) = 𝛼𝑑 (1 −
𝑅

2
)
4

(2𝑅 + 1) 𝑓𝑜𝑟 0 ≤ 𝑅 < 2 
(3-23) 

This is a very attractive kernel from a programming standpoint since no conditional statements are 

required to implement it. Another quintic kernel proposed by Morris gives improved precision at the 

expense of increased computational cost: 

𝑊(𝑅, ℎ) = 𝛼𝑑

{
 
 

 
 (3 − 𝑅)

5 − 6(2 − 𝑅)5 + 15(1 − 𝑅)5 𝑓𝑜𝑟 0 ≤ 𝑅 < 1

(3 − 𝑅)5 − 6(2 − 𝑅)5                           𝑓𝑜𝑟 1 ≤ 𝑅 < 2

(3 − 𝑅)5                                                    𝑓𝑜𝑟 2 ≤ 𝑅 < 3
0                                                         𝑓𝑜𝑟 𝑅 ≥ 3

 

(3-24) 

With a support domain of 3𝑅, this kernel extends further than the others do. This means that the 

interpolation involves a large number of neighbors in the discrete sums. Because of this, the kernel 

drastically slows down the calculations (about twice as long as the cubic B-spline).  

A rather interesting kernel that has compact support is the modified mollifier proposed by Ismail and 

Reddy [192]. This approach provides an infinitely differentiable compactly supported smoothing function. 

The function takes the form: 

𝑊(𝑅, ℎ) = 𝛼𝑑 {𝑒
−1

(1−𝑅2)(1 − 𝑅2)8  𝑓𝑜𝑟 0 ≤ 𝑅 < 1
0                       𝑓𝑜𝑟 𝑅 ≥ 1

 
(3-25) 

This kernel is not likely to gain widespread acceptance due to the computational complexity in a typical 

programming language. The evaluation of the exponential is somewhat costly, and the (1 − 𝑅2)8 term is 

inherently expensive. On the other hand, the support domain extends only to 𝑅 as compared with the B-
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spline that extends to 2𝑅, as such; fewer particles will be included in the interpolation, requiring less 

computation effort per cycle. 

Johnson and Beissel [193] use a quadratic smoothing function that has a discontinuous first derivative 

that is always increasing: 

𝑊(𝑅, ℎ) = 𝛼𝑑 {

3

16
𝑅2 −

3

4
𝑅 +

3

4
 𝑓𝑜𝑟 0 ≤ 𝑅 < 2

0                       𝑓𝑜𝑟 𝑅 ≥ 2
 

(3-26) 

They mention that this type of kernel is ideal for high-speed impact simulations (mainly compressive 

stress fields). According to Monaghan [178] this smoothing function is not well suited to disordered 

particle arrangements. For this reason, the function is not expected to give good results for the FSW 

simulations. 

In this work, the smoothing function used is called the hyperbolic spline developed by Yang et al. [194]. 

This function tends to provide improved performance for problems that are mainly treating compressive 

stress fields with disordered particles. The smoothing function is defined as: 

𝑊(𝑅, ℎ) = 𝛼𝑑 {
𝑅3 − 6𝑅 + 6 𝑓𝑜𝑟 0 ≤ 𝑅 < 1

(2 − 𝑅)3     𝑓𝑜𝑟 1 ≤ 𝑅 < 2
0              𝑓𝑜𝑟 𝑅 ≥ 2

 

(3-27) 

 

Figure 3-3 – Comparison of smoothing function with 2R support 
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A graph comparing the smoothing functions with 2𝑅 support is shown in Figure 3-3. The conservation 

equations in SPH form will involve the spatial derivative of the smoothing functions, for this reason, a 

close look at the smoothing function derivatives is more instructive. Figure 3-4 shows a comparison of 

the smoothing function derivatives. Both the quadratic and hyperbolic smoothing functions provide 

improved results for compressive stress fields. The reason for this can be inferred from the graphs; the 

value of the smoothing function derivative does not fall to zero as the particle pairs become increasingly 

close. This is beneficial for problems subject to large amounts of compression. 

 

Figure 3-4 – Comparison of smoothing function derivatives with 2R support 

Table 3-1 – Dimensional Specific Smoothing Constants 

Smoothing Function 𝛂𝐝 - 2D 𝛂𝐝 - 3D Support Size 

Gaussian 1/πh2 1/π3/2h3 ∞ 

Cubic B-Spline (Monaghan) 15/7πh2 3/2πh3 2R 

Quintic Function (Wendland) 7/4πh2 21/16πh3 2R 

Quintic Spline (Morris) 7/478πh2 3/359πh3 3R 

Quadratic Function (Johnson) 2/πh2 5/4πh3 2R 

Hyperbolic Spline (Yang) 1/3πh2 15/62πh3 2R 
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3.3 SOLID MECHANICS APPROACH FOR FSW 

In the fluid approach, the deviatoric stresses are found directly from: 

𝑆̿ = 2𝜇𝑒𝑓𝑓 (𝜀̿̇ −
1

3
𝑡𝑟(𝜀̿̇)𝐼 ̿) 

(3-28) 

where 𝜇𝑒𝑓𝑓 is an effective non-Newtonian viscosity and 𝐼 ̿is the identity matrix (has a value of one along 

the diagonal of the tensor and zero elsewhere). This approach will neglect the effects of elastic strains. 

Such a simplification is admissible for certain types of studies on the FSW process (material flow in the 

weld zone, temperature distribution). Many researchers prefer to use the fluid approach [93-96, 98, 99]. 

On the other hand, limiting the simulation to only plastic strains leads to the inability to predict residual 

deformation, stress, and defect formation. In this project, the effects of elastic strains will be included 

using an appropriate solid mechanics formalism. In such an approach, the stress is found by integrating 

an appropriate objective stress rate, 𝑆̇̿, equation. Here, the discrete form of the Jaumann rate equation 

has been adopted:  

𝑑𝑆̿

𝑑𝑡
= 𝑆̇̿ = 2𝐺 (𝜀̿̇ −

1

3
𝑡𝑟(𝜀̿̇)𝐼)̿ + 𝑆̿𝛺̿ + 𝛺̿𝑆̿ 

(3-29) 

where 𝐺 is the shear modulus and 𝛺̿ is the anti-symmetric spin tensor. Note that (𝜀̿̇ −
1

3
𝑡𝑟(𝜀̿̇̇)𝐼)̿ is the 

deviatoric strain rate. This approach ensures that the determined stress is frame-indifferent (Galilean 

invariant). Other objective stress rates can be used such as Truesdell or Green-Nahgdi; more information 

can be found from [195-197]. The strain rate tensor in equation (3-29) is defined as: 

𝜀̿̇ =
1

2
(𝛻⨂𝑣̅ + (𝛻⨂𝑣̅)𝑇) 

(3-30) 

and the spin tensor is: 

𝛺̿ =
1

2
(𝛻⨂𝑣̅ − (𝛻⨂𝑣̅)𝑇) 

(3-31) 

The deviatoric stress is composed of the total stress (commonly referred to as Cauchy stress) and the 

hydrostatic stress: 
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𝑆̿ = 𝜎̿ + 𝑝𝐼 ̿ (3-32) 

The hydrostatic (isotropic) pressure is: 

𝑝 = −
1

3
𝑡𝑟(𝜎̿) 

(3-33) 

Section 3.15 will introduce the solution procedure used to integrate the set of equations in the simulation 

code. The main importance of using the solid approach is that stress is now a history variable (as 

opposed to a state variable in the fluid approach). This leads to the ability to keep track of the history of 

the deformation of the work pieces during the FSW process.  

3.3.1 EQUATION OF STATE FOR WEAKLY COMPRESSIBLE MATERIAL 

In the context of a compressible solid, the material point pressure is linked to the density using an 

appropriate equation of state (EOS). Many EOS’ are possible; one such is the Gruneisen EOS. This 

formulation uses a different form in compression: 

𝑝 =
𝜌0 𝑐

2 𝜇𝑐𝑜𝑚𝑝 [1 + (1 −
𝛾0
2
) 𝜇 −

𝑎
2 𝜇𝑐𝑜𝑚𝑝

2]

[1 − (𝑆1 − 1)𝜇𝑐𝑜𝑚𝑝 − 𝑆2 (
𝜇𝑐𝑜𝑚𝑝

2

1 + 𝜇𝑐𝑜𝑚𝑝
) − 𝑆3 (

𝜇𝑐𝑜𝑚𝑝
3

(1 + 𝜇𝑐𝑜𝑚𝑝)
2)]

2 + (𝛾0 + 𝑎 𝜇𝑐𝑜𝑚𝑝)𝑈 
(3-34) 

and in tension: 

𝑝 =  𝜌0 𝑐
2 𝜇𝑐𝑜𝑚𝑝 + (𝛾0 + 𝑎 𝜇𝑐𝑜𝑚𝑝)𝑈 (3-35) 

where 𝑎, 𝑆1, 𝑆2, and 𝑆3 are material specific constants. 𝑐 is the isothermal speed of sound in the material, 

and 𝛾0 is the Gruneisen gamma defined as: 

𝛾0 =
𝑚

𝜌𝑜
(
𝑑𝑝

𝑑𝑈
|
𝑉

)  
(3-36) 

where the derivative of pressure with respect to energy is at constant volume, 𝑉. By setting all the 

constants except c to zero and 𝜇𝑐𝑜𝑚𝑝 = 𝜌 𝜌0⁄ − 1 (compression ratio), a linear model for the propagation 

of stress waves in the solid body is found: 



Robust and Efficient Meshfree Solid Thermo-Mechanics Simulation of Friction Stir Welding 

54  Kirk Fraser - April 2017 

𝑝 = 𝑐2(𝜌 − 𝜌𝑜) (3-37) 

where 𝜌0 is the reference state density and c is the isothermal sound speed in the material given by: 

𝑐 = √
𝜕𝑝

𝜕𝜌
|
𝑇

≈ √
𝐾 +

4
3𝐺

𝜌
= √

𝐸(1 − 𝜈)

𝜌(1 + 𝜈)(1 − 2𝜈)
 

(3-38) 

The derivative of pressure with respect to density is taken considering constant temperature, 𝑇, 𝐾 is the 

bulk modulus of the solid, 𝜈 is Poisson’s ratio, and E is the elastic modulus. Inspection of equation (3-37) 

shows that when the material is under compression (density increasing), the pressure will be positive, 

as expected. Neglecting the coefficients that multiply the higher order terms is a reasonable 

approximation for a weakly compressible formulation. In the FSW process, we have found that the 

compression ratio typically does not surpass 1%, for this reason, the linear assumption is valid. Note that 

a compression ratio of 1% would lead to a pressure of over 600 MPa, well in excess of the yield limit of 

most aluminum alloys. A comparison of the Gruneisen EOS for AA6061-T6 (𝛾0 = 1.97, 𝑎 = 0.48, 𝑆1 =

1.4, 𝑐 = 4722 𝑚/𝑠, [142] constant specific internal energy) and the linear EOS is provided in Figure 3-5. 

Note that for compression ratios of less than ~5%, the two curves are essentially identical. 

 

Figure 3-5 – Comparison of Linear and Gruneisen EOS 
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Since equation (3-29) involves the stress rate of the deviatoric stress, this equation must be integrated 

to obtain the stress at the current time step.  

3.3.2 THERMAL EXPANSION 

In the FSW process, thermal expansion plays an important role not only during the welding phases, but 

also plays a critical role once the weld has fully cooled, at which time the distortion and residual stresses 

will develop. For these reasons, thermal expansion is included in the developed simulation code. The 

total strain rate tensor is partitioned into an elastic rate (𝜀𝑒̇) and a bulk isotropic thermal rate (𝜀̇𝑇): 

𝜀̿̇ = 𝜀̿𝑒̇ + 𝜀̿̇𝑇 (3-39) 

𝜀̿̇ =
1

2
(𝛻⨂𝑣̅ + (𝛻⨂𝑣̅)𝑇) + 𝛼𝐶𝑇𝐸

𝜕𝑇

𝜕𝑡
𝐼 ̿

(3-40) 

where 𝛼𝐶𝑇𝐸 is the coefficient of thermal expansion and 𝜕𝑇 𝜕𝑡⁄  is the time rate of change of temperature. 

Equation (3-30) shows that an increase in temperature leads to an increase in the total strain rate.  

3.3.3 J2 PLASTICITY – VON MISES 

The principle stresses play an important role in solid inelastic solid mechanics problems. They are the 

stresses that transform the stress state to the three principle planes, forming an orthogonal basis: 

𝜎̿ = (
𝜎1 0 0
0 𝜎2 0
0 0 𝜎3

) 
(3-41) 

As can be seen from Equation (3-41), in 3D, there are three principle stresses; 𝜎1, 𝜎2, and 𝜎3. Determining 

the value of the stresses is an eigenvalue problem:  

|𝜎̿ − 𝜆𝛿̿| = −𝜆3 + 𝐼1𝜆
2 − 𝐼2𝜆 + 𝐼3 = 0 (3-42) 

𝐼1, 𝐼2, and 𝐼3 are the first, second, and third stress invariants. Solving for the roots of the characteristic 

equation gives three eigenvalues. By convention the first principle stress is: 

𝜎1 = 𝑚𝑎𝑥(𝜆1, 𝜆2, 𝜆3) (3-43) 

The third principle stress is: 
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𝜎3 = 𝑚𝑖𝑛(𝜆1, 𝜆2, 𝜆3) (3-44) 

and the second principle stress will be the middle eigenvalue. A special case occurs when the stress 

state is hydrostatic, in this situation; the principle stresses will be equal to each other.  

Analogously, the deviatoric stresses have invariants as well: 

|𝑆̿ − 𝜆𝐼|̿ = −𝜆3 + 𝐽1𝜆
2 − 𝐽2𝜆 + 𝐽3 = 0 (3-45) 

Solving this eigenvalue problem leads to the determination of the principle deviatoric stresses. The first 

and third deviatoric invariants have certain uses, however, the second invariant is often used as an 

effective stress measure when assuming a von Mises like yield surface. The second deviatoric invariant 

is: 

𝐽2 =
1

2
𝑆̿: 𝑆̿ 

(3-46) 

One of the best-known equivalent stress measures is that of von Mises. It is commonly used as a 

threshold for determining if a ductile material has undergone yielding. The von Mises stress, 𝜎𝑣, is 

independent of the hydrostatic stress state in the material. As such, this stress metric is dependent only 

on the deviatoric stress state. Furthermore, plastic deformation is assumed to occur without material 

compression (incompressible). The von Mises stress is formulated form the second deviatoric stress 

invariant:   

𝜎𝑣 = √3𝐽2 = √
3

2
𝑆̿: 𝑆̿ 

(3-47) 

The assumption of von Mises plasticity is used for all the simulation work presented herein. Other 

plasticity approaches are possible, but not considered in this work.  

3.3.4 RADIAL RETURN PLASTICITY 

Plasticity is considered by using the radial return approach since 𝐽2 plasticity with isotropic hardening is 

assumed. The goal of the stress update procedure is to find the plastic strain and deviatoric stress state 

at time step 𝑘 + 1, given known values at time step 𝑘.  
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Figure 3-6 – Schematic of the update of the yield stress 

The general idea is to assume that the material behaves elastically, and then check to see if the new 

stress state is outside of the yield surface. If it is, then the stresses are projected back onto the yield 

surface in the direction of the normal vector of the yield surface. In this sense, the radial return approach 

is a predictor-corrector method. One of the main underlying assumptions is that the plastic deformation 

phase is incompressible.  

The process is shown schematically in Figure 3-6.For an elastic-plastic material with isotropic hardening, 

a trial stress (𝜎𝑡𝑟𝑖𝑎𝑙) can be found from the deviatoric stress by initially assuming elastic behavior: 

𝜎𝑡𝑟𝑖𝑎𝑙 = √
3

2
𝑆̿∗: 𝑆̿∗ 

(3-48) 

where 𝑆̿∗ is the deviatoric stress tensor from the elastic update. If the trial stress surpasses the yield 

stress (𝜎𝑦) of the material, the effective plastic strain increment is found from: 

𝛥𝜀𝑝 =
𝜎𝑡𝑟𝑖𝑎𝑙 − 𝜎𝑦

𝑘

3𝐺 +  𝐸𝑃
 

(3-49) 

𝐺 is the shear modulus,  𝐸𝑃 =
𝐸 𝐸𝑇

𝐸− 𝐸𝑇
 is the hardening modulus, and  𝐸𝑇 is the tangent modulus. The 

effective plastic strain is updated as: 

𝜀𝑝𝑘+1 = 𝜀𝑝𝑘 + 𝛥𝜀𝑝 (3-50) 
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Note that for von Mises plasticity, the effective plastic strain is defined as: 

𝜀𝑝 = √
2

3
𝜀̿𝑝: 𝜀̿𝑝 

(3-51) 

Once the effective plastic strain increment is found, the yield stress is updated (shown schematically in 

Figure 3-7) by: 

𝜎𝑦
𝑘+1 = 𝜎𝑦

𝑘 +  𝐸𝑃𝛥𝜀
𝑝 (3-52) 

Then the deviatoric stresses are scaled back to the yield surface using: 

𝑆̿𝑘+1 =
𝜎𝑦

𝑘+1

𝜎𝑡𝑟𝑖𝑎𝑙
𝑆̿∗ 

(3-53) 

This forms an efficient and robust approach to include a non-iterative means to determine the plastic 

deformation of the material. The radial return algorithm can be extended to non-linear hardening for the 

flow stress model developed in Section 3.10. A Tylor series expansion with linearization about the current 

time allows determination of the plastic strain increment without the need for iteration. In this sense, the 

tangent modulus is found from: 

𝐸𝑇 =
𝜕

𝜕𝜀𝑝
𝜎𝑦(𝜀

𝑝 , 𝜀̇, 𝑇∗) 
(3-54) 

This approach is only possible so long as the time step is sufficiently small to treat the non-linear 

hardening as locally linear (this is the case since explicit time integration is used). More information on 

the algorithm and its development can be found from [5, 7, 196, 198-202]. 
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Figure 3-7 - Schematic of the update of the yield stress 

3.4 SPH FORM OF THE CONTINUUM EQUATIONS 

3.4.1 CONSERVATION OF MASS 

By using directly equation (3-11), the discrete SPH equation for the conservation of mass can be written 

as: 

〈𝑓(𝑥𝑖
𝛼)〉 =∑

𝑚𝑗
𝜌𝑗
𝑓(𝑥𝑗

𝛼)𝑊(𝑟, ℎ)

𝑁𝑖

𝑗=1

, 𝑤ℎ𝑒𝑟𝑒  𝑓(𝑥𝑗
𝛼) =  𝜌(𝑥𝑗

𝛼) = 𝜌𝑗 
(3-55) 

Making the appropriate simplifications, the result is: 

𝜌𝑖 =∑𝑚𝑗𝑊𝑖𝑗

𝑁𝑖

𝑗=1

 

(3-56) 

This is known as the summation density approach. It has the advantage that it directly conserves mass 

at the particle level. However, because of the nature of the particle approximation inconsistency, this 

leads to an underestimate of the density at particles on or near the boundary of the domain. A more 

common approach is to discretize the continuity equation (3-2). First start with a kernel estimate of the 

velocity divergence using Equations (3-14) and (3-12):  
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〈𝛻 ∙ 𝑓(𝑥𝑖
𝛼)〉 =∑

𝑚𝑗
𝜌𝑗
𝑓(𝑥𝑗

𝛽)
𝜕𝑊𝑖𝑗

𝜕𝑥̅𝑖
𝛽
, 𝑤ℎ𝑒𝑟𝑒 𝑓(𝑥𝑗

𝛽) = 𝑣̅(𝑥𝑗
𝛽) = 𝑣𝑗

𝛽

𝑁𝑖

𝑗=1

 

(3-57) 

Then substitute equation (3-57) into (3-2) to obtain: 

𝑑𝜌𝑖
𝑑𝑡

= −𝜌𝑖∑
𝑚𝑗
𝜌𝑗
𝑣𝑗
𝛽
𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛽

𝑁𝑖

𝑗=1

 

(3-58) 

Using equation (3-58) leads to edge effects due to an un-symmetrical particle-pair interaction. A better 

choice for the continuity equation can be found by using the following identity: 

〈𝛻 ∙ 𝑓̅〉 ≈ 〈𝛻 ∙ 𝑓̅〉 − 𝑓̅〈𝛻 ∙ 1〉 (3-59) 

This then leads to a discretization that is symmetric at the particle-pair interaction level: 

𝑑𝜌𝑖
𝑑𝑡

= 𝜌𝑖∑
𝑚𝑗
𝜌𝑗
(𝑣𝑖

𝛽 − 𝑣𝑗
𝛽)
𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛽

𝑁𝑖

𝑗=1

 

(3-60) 

Certainly, other discretizations are possible. Equation (3-60) is the form that is used in this research work 

as it is found to work well in the context of FSW simulation. 

3.4.2 CONSERVATION OF MOMENTUM 

Again, using Equations (3-13), (3-12), and (3-60), the discrete form of momentum conservation (Equation 

(3-5)) could be written with a naïve use of Equation (3-14) to get a kernel estimate for the stress 

divergence:  

〈𝛻 ∙ 𝑓(𝑥𝑖
𝛼)〉 =∑

𝑚𝑗
𝜌𝑗
𝑓(𝑥𝑗

𝛽)
𝜕𝑊𝑖𝑗

𝜕𝑥̅𝑖
𝛽
, 𝑤ℎ𝑒𝑟𝑒 𝑓(𝑥𝑗

𝛽) = 𝜎̿(𝑥𝑗
𝛽) = 𝜎𝑗

𝛼𝛽

𝑁𝑖

𝑗=1

 

(3-61) 

Equation (3-61) is then substituted into Equation (3-5) to get: 

𝑑𝑣𝑖
𝛼

𝑑𝑡
= 𝜌𝑖∑

𝑚𝑗
𝜌𝑗
𝜎𝑗
𝛼𝛽
𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛽

𝑁𝑖

𝑗=1

 

(3-62) 
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However, Equation (3-62) is a poor choice for the stress divergence for the same reason that was 

explained for Equation (3-58). A better choice is to develop the Equation of motion using the discrete 

Lagrangian, ℒ: 

ℒ =∑𝑚𝑗 [
1

2
(𝑣𝑗

𝛼)
2
− 𝑢𝑗]

𝑗𝜖𝑉

 
(3-63) 

Next, the Euler-Lagrange equation is used: 

𝑑

𝑑𝑡
(
𝜕ℒ

𝜕𝑣𝑖
𝛼
) −

𝜕ℒ

𝜕𝑥𝑖
𝛼
= 0,

𝜕ℒ

𝜕𝑣𝑖
𝛼
= 𝑚𝑖𝑣𝑖

𝛼 ,
𝜕ℒ

𝜕𝑥𝑖
𝛼
= −∑𝑚𝑗

𝜕𝑢𝑗
𝜕𝜌𝑗

|
𝑠

𝜕𝜌𝑗
𝜕𝑥𝑗

𝛼

𝑗𝜖𝑉

 
(3-64) 

where the change in internal energy with respect to density is at constant entropy, 𝑠. After providing 

relationships for entropy, kinetic energy, and density gradient (see Price [203] for full details), the Euler 

equation for linear momentum is: 

𝑑𝑣𝑖
𝛼

𝑑𝑡
= −∑𝑚𝑗 (

𝑝𝑖
𝜌𝑖
2
+
𝑝𝑗
𝜌𝑗
2
)
𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛽

𝑁𝑖

𝑗=1

 

(3-65) 

Equation (3-65) considers only the effects of internal forces due to hydrostatic pressure (not isochoric). 

However, for the solid mechanics formulation, the effects of the volume preserving stresses (deviatoric 

stress) must be included as well. The isochoric deformation can be included as well following the same 

principles: 

𝑑𝑣𝑖
𝛼

𝑑𝑡
=∑𝑚𝑗 (

𝑆𝑖
𝛼𝛽

𝜌𝑖
2
+
𝑆𝑗
𝛼𝛽

𝜌𝑗
2
)
𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛽

𝑁𝑖

𝑗=1

−∑𝑚𝑗 (
𝑝𝑖
𝜌𝑖
2
+
𝑝𝑗
𝜌𝑗
2
)
𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛽

𝑁𝑖

𝑗=1

 

(3-66) 

Using Equation (3-32), the version of the equation of motion used in this work is: 

𝑑𝑣𝑖
𝛼

𝑑𝑡
=∑𝑚𝑗 (

𝜎𝑖
𝛼𝛽

𝜌𝑖
2
+
𝜎𝑗
𝛼𝛽

𝜌𝑗
2
)
𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛽

𝑁𝑖

𝑗=1

 

(3-67) 

The discrete form of the energy equation is cast into SPH form starting from Equation (3-8) and omitting 

the 𝛻 ∙ 𝑞̅ term (for the moment): 
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𝑑𝑢𝑖
𝑑𝑡

=
1

2
∑𝑚𝑗 (

𝑝𝑖
𝜌𝑖
2
+
𝑝𝑗
𝜌𝑗
2
)(𝑣𝑖

𝛽 − 𝑣𝑗
𝛽)
𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛽
+
1

𝜌𝑖
𝑆𝑖
𝛼𝛽𝜀𝑖̇

𝛼𝛽

𝑁𝑖

𝑗=1

 

(3-68) 

Note that Equation (3-68) excludes the thermal energy portion of the total energy balance. Including this 

term will require significant development, and is the subject of Section 3.9. This will be broached in detail 

in section 3.9. For a transient solid mechanics problem, this Equation (3-68) will commonly be used to 

monitor the evolution of internal energy in comparison to kinetic energy. The ratio of kinetic to internal 

energy should remain small when using mass or time scaling. This will ensure that the results are not 

spoiled by excessive added inertial effects. However, the equation is insufficient to idealize the physics 

of the FSW process.  

3.5 SPH FORM OF THE CONSTITUTIVE EQUATIONS 

3.5.1 STRAIN RATE TENSOR 

The strain rate, 𝜀𝑖̇
𝛼𝛽

, in a continuum solid is due to a deformation field caused by the rate of change of 

the material coordinates (𝑣̅) in the element. The strain is a rank 2 tensor with 6 non-identical terms 

(symmetric tensor), the strain can be written using the SPH approach as: 

𝜀𝑖̇
𝛼𝛽 =

1

2
∑(

𝑚𝑗

𝜌𝑗
𝑣𝑗𝑖

𝛼
𝜕𝑊𝑖𝑗

𝜕𝑥𝑖𝛽
+
𝑚𝑗

𝜌𝑗
𝑣𝑗𝑖

𝛽
𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛼
)

𝑁𝑖

𝑗=1

 

(3-69) 

3.5.2 SPIN TENSOR 

The spin tensor is needed in order to preserve rigid body motion of the particle system. The spin tensor 

is the difference between the divergence of the velocity field and the divergence of the transpose of the 

velocity field. Written in the SPH formulation, the spin tensor is: 

𝛺𝑖
𝛼𝛽 =

1

2
∑(

𝑚𝑗

𝜌𝑗
𝑣𝑗𝑖

𝛼
𝜕𝑊𝑖𝑗

𝜕𝑥𝑖𝛽
−
𝑚𝑗

𝜌𝑗
𝑣𝑗𝑖

𝛽
𝜕𝑊𝑖𝑗

𝜕𝑥𝑖𝛼
)

𝑁𝑖

𝑗=1

 

(3-70) 
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3.5.3 JAUMANN RATE EQUATION 

The stress state can be updated in the material using a frame indifferent objective stress-rate equation. 

Many different stress rate equations that can be used; such as Truesdell, Green-Nahgdi or the Jaumann 

rate equation (others exist). The Jaumann rate has a relatively simple formulation, thus making it 

unassuming to implement in a CSM code. The rate equation in SPH form is: 

𝑆̇𝛼𝛽 = 2𝐺 (𝜀̇𝛼𝛽 −
1

3
𝛿𝛼𝛽𝜀̇𝛾𝛾) + 𝑆𝛼𝛾𝛺𝛽𝛾 +𝛺𝛼𝛾𝑆𝛾𝛽  

(3-71) 

𝑆̇𝛼𝛽  is the time rate of change of the deviatoric stress, 𝐺 is the shear modulus of the material, 𝜀̿̇ and Ω̿ 

are the strain rate (from Eq. (3-69)) and spin tensor (from Eq. (3-70)). 𝛿𝛼𝛽 is the Kronecker delta and 

the 
1

3
𝛿𝛼𝛽𝜀̇𝛾𝛾 term is known as the mean stress, or the hydrostatic stress. 

3.6 ARTIFICIAL VISCOSITY 

The SPH momentum and energy equations are often written with an additional term called artificial 

viscosity, 𝛱𝑖𝑗. The concept of introducing an artificial viscosity into the hydrodynamics equations was 

originated by von Neumann and Richtmyer [204]. The general idea is to smooth a shock front across 

multiple calculation elements (removes the singularity associated with a shock). A similar approach has 

been adapted for SPH by Monaghan [205]. This approach was subsequently found to be an adequate 

way to alleviate certain stability issues. The acceleration vector associated with the artificial viscosity is 

given by:  

𝑑𝑣𝑖
𝛼

𝑑𝑡 𝐴𝑉
= −∑𝑚𝑗(𝛱𝑖𝑗)

𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛽

𝑁𝑖

𝑗=1

 

(3-72) 

𝛱𝑖𝑗 = {
−𝛼𝛱𝑐𝑖𝑗𝜙𝑖𝑗 + 𝛽𝛱𝜙𝑖𝑗

2

𝜌𝑖𝑗
   𝑖𝑓   𝑣𝑖𝑗

𝛼𝑥𝑖𝑗
𝛼 < 0

0                                             𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒   

 

(3-73) 

𝜙𝑖𝑗 =
ℎ𝑖𝑗𝑣𝑖𝑗

𝛼𝑥𝑖𝑗
𝛼

|𝑥𝑖𝑗
𝛼|
2
+ 0.1ℎ𝑖𝑗

 
(3-74) 
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𝑐𝑖𝑗 =
1

2
(𝑐𝑖 + 𝑐𝑗), 𝜌𝑖𝑗 =

1

2
(𝜌𝑖 + 𝜌𝑗), ℎ𝑖𝑗 =

1

2
(ℎ𝑖 + ℎ𝑗) 

(3-75) 

𝑣𝑖𝑗
𝛼 = 𝑣𝑖

𝛼 − 𝑣𝑗
𝛼 , 𝑥𝑖𝑗

𝛼 = 𝑥𝑖
𝛼 − 𝑥𝑗

𝛼 (3-76) 

In this research work, no SPH artificial viscosity is used. The introduction of the artificial viscosity term 

can lead to excessive dissipation if great care is not exercised [183]. Nevertheless, it is included above 

for completeness. 

3.7 VELOCITY AVERAGING USING THE XSPH APPROACH 

The position of the particles can be updated by using the computed nodal velocities according to: 

𝑑𝑥̅

𝑑𝑡 
= 𝑣̅ 

(3-77) 

As usual, 𝑥̅ is a position vector and 𝑣̅ is the particle velocity vector. This equation can readily be integrated 

with a typical integration scheme (see section 3.15 for more details). For CSM type simulations, 

Monaghan [206] has shown that it is preferred to update the particle positions using the XSPH method. 

The average particle velocities are used for the position update. Equation (3-77) is altered to be: 

𝑑𝑥̅

𝑑𝑡 
= 𝑣̅ + 𝑣̆ 

(3-78) 

where 𝑣̆ is an average particle velocity. The equation can be written in the discrete SPH formulation by 

using equation (3-11) and (3-59): 

𝑣̆𝑖
𝛼 = 𝜁𝑋𝑆𝑃𝐻∑

𝑚𝑗
𝜌𝑖𝑗
(𝑣𝑗

𝛼 − 𝑣𝑖
𝛼)𝑊𝑖𝑗

𝑁𝑖

𝑗=1

 

(3-79) 

𝑑𝑥𝑖
𝛼

𝑑𝑡 
= 𝑣𝑗

𝛼 + 𝑣̆𝑖
𝛼 

(3-80) 

where 𝜌𝑖𝑗 = (𝜌𝑖 + 𝜌𝑗)/2. 𝜁𝑋𝑆𝑃𝐻 is a constant that is used to adjust the amount of velocity averaging that 

can range from 0.0 (no velocity averaging) to 0.5 (maximum recommended value). The XSPH approach 

helps to prevent particles from penetrating one another. The approach also helps to keep free surface 

elements from separating from the body. The interpolation kernel (𝑊𝑖𝑗) does not necessarily need to be 

the same as that used for the conservation equations, although, in practice it is advisable to do so. This 
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position update technique still conserves linear and angular momentum and is of O(ℎ2), which is 

consistent with the order of the conservation equations. The updated velocity should also be used in the 

conservation equations.  

3.8 SOME COMMON ISSUES WITH THE SMOOTHED PARTICLE METHOD 

SPH is a very powerful numerical method for solving partial differential equations. The method suffers 

from certain deficiencies, however. The main issues are related to the use of collocation to perform the 

spatial integration. The more prominent issues with SPH are a lack of completeness, consistency, tensile 

instability, as well as zero energy modes (not discussed here). 

3.8.1 COMPLETENESS AND CONSISTENCY 

SPH method was originally developed for astrophysics problems (infinite domain). Because of this, the 

discrete form of the conservation equations did not include the surface integrals (to resolve the boundary 

conditions). For finite domains, the SPH method suffers from incomplete interpolation, this concept is 

shown schematically in Figure 3-8.  

 

Figure 3-8 – Incomplete interpolation (adapted from Xu [207]) 



Robust and Efficient Meshfree Solid Thermo-Mechanics Simulation of Friction Stir Welding 

66  Kirk Fraser - April 2017 

Here, a particle located on or near the boundary of the domain will not have a complete set of neighbors, 

leading to an underestimate of the value of the function at that point.  

The consistency of a numerical method is measured by the ability of the method to reproduce a function 

of 𝑛th degree. A method that is able to reproduce at best a constant function is said to have zero-order 

consistency. In its standard form, SPH does not have zero-order consistency. The easiest way to see 

this is to try to reproduce the density field in an aluminum cube by using equation (3-56). Each particle 

has a mass of 3.6 kg, a 6x6x6 grid with equal spacing of 0.1 m is used.  

 

Figure 3-9 – Incomplete interpolation example 

Although the calculated density should be 2700 kg/m3, the result is far from that. The calculated density 

varies between 1236 and 1698 kg/m3 as shown in Figure 3-9. In this example, the particle results are 

projected onto a smooth triangulated surface (see section 4.6 for more details on triangulation).  

Various approaches to restore the zero-order particle consistency and to improve completeness have 

been proposed by other authors. The ghost particle approach of Libersky et al. [208] is popular. In this 

method, additional particles are provided on the domain boundaries to complete the neighborhood of the 

boundary particles. This method is interesting; however, it is difficult to implement for very large 

deformation problems.  
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Another approach that is able to reproduce constant functions was introduced by Libersky et al. [209] as 

well as Bonet and Lok [185]. With their approach, the value of a constant function can be calculated 

using a kernel re-normalization method: 

𝑓𝑖
𝛼 =

∑
𝑚𝑗
𝜌𝑗
𝑓𝑗
𝛼𝑊𝑖𝑗

𝑁𝑖
𝑗=1

∑
𝑚𝑗
𝜌𝑗
𝑊𝑖𝑗

𝑁𝑖
𝑗=1

 

(3-81) 

Using the improved interpolation approach of equation (3-81), the density field in the aluminum cube can 

be found by setting 𝑓𝑖
𝛼 = 𝜌𝑖 and 𝑓𝑗

𝛼 = 𝜌𝑗 (note that 𝛼 = 1 for a scalar). Figure 3-10 shows the improved 

results for the density calculation. Now the correct value of 2700 kg/m3 is found throughout the entire 

domain.   

 

Figure 3-10 – Correct density field with re-normalization approach 

The kernel re-normalization approach is very useful for obtaining the correct value of an interpolated 

value. However, this approach cannot be used to correct the kernel gradients that are used in equations 

(3-55) to (3-68). For this, the SPH method needs to be first-order consistent (reproduce linear functions). 

Bonet and Kulasegaram [210] have proposed a kernel gradient correction. Their method requires re-

normalizing the kernel gradient to remove the boundary deficiency. The kernel is modified as follows: 
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𝛻𝑊̂𝑖𝑗 = 𝑀̿𝑖

−1
𝛻𝑊𝑖𝑗  

(3-82) 

where 𝑀̿ is a the kernel gradient modifying tensor defined as: 

𝑀̿𝑖 =∑
𝑚𝑗
𝜌𝑗
𝛻𝑊𝑖𝑗⨂(𝑥̅𝑖 − 𝑥̅𝑗)

𝑁𝑖

𝑗=1

 

(3-83) 

When the correction is applied to an internal particle, 𝑀̿ will be equal to the identity matrix. As such, no 

correction will be introduced for these particles. For a particle near the domain boundary, 𝑀̿ will be 

different from the identity matrix. This will provide an anisotropic correction to the kernel. This method 

has application for small to moderate deformation; however, with a large deformation; the correction 

becomes ill defined and leads to divergence in the solution procedure. Attempts to use the kernel 

gradient correction for FSW have so far proved ineffective. 

3.8.2 TENSILE INSTABILITY – ARTIFICIAL STRESS 

The tensile instability has been a problem plaguing the SPH method. According to Monaghan [211], the 

problem is caused by a combination of a piecewise linear second derivative of the cubic B-spline 

smoothing function and the use of an Eulerian kernel function (using the current configuration for 

evaluation of field equations) for a Lagrangian method. The problem manifests as a pairing or “clumping” 

of particles as can be seen in Figure 3-11. Numerically, the problem is caused by the pairwise 

interactions. When the stress between two particle pairs is positive (tension), the force between the pairs 

is attractive. In a real atomistic pair, attractive and repulsive forces will provide for a stable configuration. 

In the standard SPH method, the attractive force between particle pairs is not balanced; this results in 

instability. Swegle et al. [212] provides an in-depth analysis of the tensile instability problem.    

 

Figure 3-11 – Tensile instability 
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One approach to remedy the tensile instability was proposed by Vignjevic and Reveles [213]. They use 

a total Lagrangian approach to provide a stable solution of the conservation equations. The total 

Lagrangian formalism completely removes the instability because the field variables are now evaluated 

based on a reference position (start of simulation). The approach is very good for small to moderate 

levels of plastic deformation. However, for the extent of plastic deformation seen in FSW, this approach 

will not be beneficial. Since there is material mixing in the FSW process, field equations should be 

evaluated using the current configuration. Using a reference configuration would introduce large error 

and inaccuracy in the simulation. 

In order to preserve the ability to treat large plastic deformation, Monaghan [211] and Gray et al. [214] 

have proposed a simple and effective solution to the tensile instability problem. They have added an 

artificial stress term in the momentum equation to remove the instability. The artificial stress acts as a 

repulsive force when the particle pair force is due to tension:  

𝑑𝑣𝑖
𝛼

𝑑𝑡 𝐴𝑆
=∑𝑚𝑗(𝑅𝑖𝑗

𝛼𝛽𝑓𝑛)
𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛽

𝑁𝑖

𝑗=1

 

(3-84) 

here 𝑓 is a function that increases as the separation distance between two particles decreases. 

Monaghan proposes the function to be of the form: 

𝑓 =
𝑊(𝑟𝑖𝑗)

𝑊(𝛥𝑝)
 

(3-85) 

𝑊(𝑟𝑖𝑗) is an appropriate smoothing function that does not need to be the same as that used in the 

evaluation of the conservation equations,  𝑟𝑖𝑗 is the radial distance between two particles, and 𝑊(𝛥𝑝) is 

the value of the chosen smoothing function evaluated at the average particle spacing. The artificial stress 

term, 𝑅𝑖𝑗
𝛼𝛽, is defined as: 

𝑅𝑖𝑗
𝛼𝛽 =

𝑅𝑖
𝛼𝛽

𝜌𝑖
2
+
𝑅𝑗
𝛼𝛽

𝜌𝑗
2

 
(3-86) 

𝑅𝑖
𝛼𝛽 = {

−𝜖𝐴𝑆𝑀𝜎𝑖
𝛼𝛽 ,          𝜎𝑖

𝛼𝛽 > 0 

0,                      𝜎𝑖
𝛼𝛽 ≤ 0

                 
(3-87) 
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𝑅𝑗
𝛼𝛽 = {

−𝜖𝐴𝑆𝑀𝜎𝑗
𝛼𝛽 ,          𝜎𝑗

𝛼𝛽 > 0 

0,                      𝜎𝑗
𝛼𝛽 ≤ 0

                 
(3-88) 

𝜖𝐴𝑆𝑀 is a constant that depends on the simulation and is, typically, between 0.1 and 0.5. One of the 

drawbacks to this approach is that the stress state for each particle pair must be monitored. A conditional 

statement is required to assign values to 𝑅𝑖𝑗
𝛼𝛽, which increases the computational time. Nevertheless, 

the method is a viable option for the large plastic strains present during the FSW process. Using 

equations (3-84) to (3-88), the same tension problem can now be solved without the instability. Figure 

3-12 shows the same tension test as in Figure 3-11, this time the instability has been removed and a 

uniform stress field is calculated.  

 

Figure 3-12 – Tensile instability removed 

Since the artificial stress method preserves the SPH ability to treat large plastic deformation, this 

approach is well suited to simulation of FSW. Generally, the stress field is primarily compressive in FSW 

and no special measures are required. In some situations, most notably in the bobbin tool FSW process, 

there is a strong tension field as the tool is entering the work pieces. Another common case is during 

cooling, the weld zone residual stresses are tensile. In such cases, the artificial stress approach can be 

used to stabilize the solution. 

3.9 HEAT TRANSFER  

In the FSW process, the evolution of the temperature field within the work pieces (and, to a certain extent, 

in the support structure and tool) is of primary importance. This falls at the heart of the reason why FSW 

is possible for common engineering materials; as the energy state in the material increases, the material 

softens. This allows the material to be easily deformed, allowing the two work pieces to mix and form a 

strong mechanical joint. FSW would not be possible if these common materials did not soften due to an 
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increase in temperature. For this reason, thermal energy must now be included in the total energy 

balance. Recalling equation (3-8): 

𝜌
𝐷𝑈

𝐷𝑡
= 𝜎̿(𝛻 ∙ 𝑣̅) − 𝛻 ∙ 𝑞̅ + 𝑞̇ 

(3-89) 

Evidently, expressions for the divergence of the heat flux as well as the source term must be developed. 

First off, the heat flux is related to the temperature field, 𝑇, through: 

𝑞̅ = −𝑘𝛻𝑇 (3-90) 

where 𝑘 is the thermal conductivity of the material. By assuming that the link between energy and 

temperature is simple, one can write: 

𝑈 = 𝐶𝑝𝑇 (3-91) 

where 𝐶𝑝 is the heat capacity of the material. The 𝜎̿(𝛻 ∙ 𝑣̅) term is not retained since the 𝛻 ∙ 𝑣̅ term is the 

velocity divergence, which is non-zero only in the case of compressible materials. In the case of a 

material undergoing irreversible plastic deformation, the plastic phase is considered incompressible. The 

𝜎̿(𝛻 ∙ 𝑣̅) term would account for elastic compressions. However, in a weakly compressible hydrodynamic 

approach, there can be local non-physical variations in the density of the material, which can lead to a 

non-physical change of energy. For the aforementioned reason, the 𝜎̿(𝛻 ∙ 𝑣̅) is omitted. With this in mind, 

the energy equation can be stated as: 

𝜌𝐶𝑝
𝜕𝑇

𝜕𝑡
= 𝛻 ∙ (𝑘𝛻𝑇) + 𝑞̇ 

(3-92) 

With this approach, the various heat sources such as plastic and friction work, and dissipation such as 

convection and radiation, will be included in the 𝑞̇ term. Although radiation is insignificant for the 

aluminum work pieces (emissivity less than 0.1), some of the simulations presented in this work involve 

the use of a flat black paint (emissivity of ~0.95) on the top surface of the work pieces, which makes the 

radiation term significant. Using the product rule property: 

𝛻 ∙ (𝜙𝐹̅) = 𝛻𝜙 ∙ 𝐹̅ + 𝜙(𝛻 ∙ 𝐹̅)  (3-93) 
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where 𝜙 is a scalar and 𝐹̅ is a vector and the discrete SPH Laplace operator [215] is: 

〈𝛻2𝑓𝑖〉 = −2∑
𝑚𝑗
𝜌𝑗
(𝑓𝑗 − 𝑓𝑖)𝑥𝑖𝑗

𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛽

𝑁𝑖

𝑗=1

, 𝑤ℎ𝑒𝑟𝑒  𝑥𝑖𝑗 =
𝑥𝑖 − 𝑥𝑗

|𝑥𝑖 − 𝑥𝑗|
2 =

𝑥𝑖𝑗

|𝑥𝑖𝑗|
2 

(3-94) 

here 𝑓 is a scalar field. Take 𝜙 = 𝑘, 𝐹̅ = 𝛻𝑇, 𝑓 = 𝑇, and further expand (3-93) to:  

𝛻 ∙ (𝑘𝛻𝑇) =
1

2
(𝑘𝛻2𝑇 + 𝑇𝛻2𝑘 − 𝑇𝛻2𝑘 + 𝑘𝛻2𝑇)  

(3-95) 

After substitution of (3-94) into (3-93), simplification and rearrangement, the discrete SPH equation for 

heat transfer is: 

𝑑𝑇𝑖
𝑑𝑡

=
2

𝜌𝑖𝐶𝑝𝑖
[∑

𝑚𝑗
𝜌𝑗
𝐾𝑖𝑗(𝑇𝑖 − 𝑇𝑗)

𝑥𝑖𝑗

|𝑥𝑖𝑗|
2

𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛽
+ 𝑞̇𝑖

𝑁𝑖

𝑗=1

] 

(3-96) 

Some research groups [216, 217] have used the average thermal conductivity:   

𝐾𝑖𝑗 =
1

2
(𝑘𝑖 + 𝑘𝑗) 

(3-97) 

However, Cleary and Monaghan [218] have shown that using the harmonic mean: 

𝐾𝑖𝑗 = 2(
𝑘𝑖𝑘𝑗
𝑘𝑖 + 𝑘𝑗

) 
(3-98) 

improves the stability of the algorithm for large variations in thermal conductivities and even in the 

presence of discontinuities. So then, equation (3-96) is cast as: 

𝑑𝑇𝑖
𝑑𝑡

=
1

𝜌𝑖𝐶𝑝𝑖
[∑

𝑚𝑗
𝜌𝑗

4𝑘𝑖𝑘𝑗
𝑘𝑖 + 𝑘𝑗

(𝑇𝑖 − 𝑇𝑗)

|𝑥𝑖𝑗|
2 𝑥𝑖𝑗

𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛽
+ 𝑞̇𝑖

𝑁𝑖

𝑗=1

] 

(3-99) 

This form is used to model heat transfer in this research work. To this point, a means to calculate the 

diffusion of heat from one point to another has been presented; as of yet, nothing has been stated 

regarding the boundary conditions or the source terms. The total heat source term per unit volume will 

be composed of plastic work, 𝑞̇𝑃𝑊, friction work, 𝑞̇𝐹𝑊, surface convection, 𝑞̇𝑐𝑜𝑛𝑣 , and surface radiation, 

𝑞̇𝑟𝑎𝑑 : 
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𝑞̇ = 𝑞̇𝑃𝑊 + 𝑞̇𝐹𝑊 + 𝑞̇𝑐𝑜𝑛𝑣 + 𝑞̇𝑟𝑎𝑑 (3-100) 

Although frictional heating, convection, and radiation are surface integrals, these terms can be 

approximated as volume integrals without any loss of precision for the FSW simulations. The error 

introduced by converting the surface integrals to volume integrals is negligible in comparison to the other 

sources of error and uncertainty. In some cases, discretizing the surface integrals with the SPH 

formulation can be beneficial, see the Appendices for details. 

3.9.1 PLASTIC WORK 

First, the contribution of plastic work will be considered, starting with the definition of work, 𝑊, along a 

curvilinear path, 𝛤: 

𝑊 = ∫ 𝐹̅ ∙ 𝑑𝑥̅

𝛤

 

(3-101) 

In the SPH code, the time integration scheme guarantees that the line integral will be reasonably 

approximated due to the very small time-steps (on the order of microseconds). This allows (3-101) to be 

written as: 

𝑊 = 𝐹̅ ∙ 𝛥𝑥̅ (3-102) 

𝛥𝑥̅ is the incremental change in position of an SPH element from the previous time step to the current 

one and 𝛥𝑥̅ = 𝑥̅𝑡+𝑑𝑡 − 𝑥̅𝑡. Next, recognize that the stress, 𝜎̿, in a solid body is related to the force and 

that the incremental displacement is related to the strain, 𝜀,̿ so that:  

𝑊 = 𝜎̿:𝑑𝜀 ̿ (3-103) 

This can be generalized as being the area under the stress strain curve for the solid body. The total 

strain (𝜀)̿ can be partitioned into elastic (𝜀̿𝑒) and plastic (𝜀̿𝑝): 

𝜀̿ = 𝜀̿𝑒 + 𝜀̿𝑝 (3-104) 
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Although the true area under the curve would consider the area under the elastic and plastic portions of 

the curve, for metals, the area under the elastic portion is negligible. Taking rates on both sides of (3-103) 

leads to the equation for the plastic power: 

𝑊̇𝑃𝑊 = 𝜎̿:
𝑑𝜀̿𝑝

𝑑𝑡
 

(3-105) 

Note that the 𝑑𝜎̿ 𝑑𝑡⁄ : 𝜀̿𝑝 term is omitted form Equation (3-105) since it is many orders of magnitude 

smaller than the 𝑑𝜀̿𝑝 𝑑𝑡⁄ : 𝜎̿ term. Finally, the heat source term due to plastic work, is: 

𝑞̇𝑃𝑊 = 𝑊̇𝑃𝑊 = 𝜒𝑃𝑊 (𝜎̿:
𝑑𝜀̿𝑝

𝑑𝑡
)   [

𝐽

𝑚3 𝑠
] 

(3-106) 

The factor 𝜒𝑃𝑊 is the Taylor-Quinney factor, which is typically set between 0.8 and 1.0 depending on the 

situation. Since the formulation is based on the plastic work, the 𝜒𝑃𝑊 factor is most aptly set to 1.0. 

3.9.2 FRICTION WORK 

Next, the relationship for friction work can be developed starting form equation (3-101), noting that the 

friction force that does work is the tangential force, 𝐹̅𝑇, and taking rates on each side, the friction power 

is: 

𝑊̇𝐹𝑊 = 𝐹̅𝑇 ∙
𝑑𝑥̅𝑇
𝑑𝑡

 
(3-107) 

here, the 𝑑𝑥̅𝑇 𝑑𝑡⁄  term represents the incremental movement of an SPH particle due to friction in the 

tangential direction per time step. As in Section 3.9.1, the same argument holds for the omission of the 

𝑑𝐹̅𝑇 𝑑𝑡⁄ ∙ 𝑥̅𝑇 term. This rate of change of the position of an SPH element is the same as the relative 

tangential velocity, v̅RelT, of the 𝑖th SPH element with respect to the 𝑗th element on the sliding surface: 

𝑣̅𝑅𝑒𝑙𝑇 = 𝑣𝑇𝑖𝑗
𝛼 =

𝛥𝑥̅𝑇
𝛥𝑡

= 𝑣̅𝑇𝑖 − 𝑣̅𝑇𝑗  
(3-108) 

Using equations (3-107) and (3-108), the friction power is succinctly described by: 

𝑊̇𝐹𝑊 = 𝐹̅𝑇 ∙ 𝑣̅𝑅𝑒𝑙𝑇 (3-109) 
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This power is developed at the interface between the two contacting bodies. By considering each of the 

bodies as semi-infinite solids (see [219] for full details), the ratio of power that goes into the 𝑖th body is: 

𝜆𝑖 =

√𝑘𝑖𝐶𝑝𝑖
𝜌𝑖

√𝑘𝑖𝐶𝑝𝑖
𝜌𝑖 +√𝑘𝑗𝐶𝑝𝑗

𝜌𝑗

 

(3-110) 

Perfect thermal contact is assumed to exist between the two bodies. This is a reasonable assumption 

since the workpiece becomes very plastic and tends to fill in the asperities in the tool surface. The 𝜆𝑖 

parameter is required since the work pieces are discretized with meshfree elements. Since the 

calculation point is not physically at the free surface of the body, 𝜆𝑖 is needed to distribute the power in 

to the meshfree calculation points. In a sense, 𝜆𝑖 is akin to the penalty factor in Eq. (3-155). In the case 

of imperfect thermal contact, a thermal resistance can be incorporated by adding a factor, 𝛽𝐹𝑊 , that can 

degrade the friction power as a function of the contact resistance. The final form of the heat source due 

to friction is: 

𝑞̇𝐹𝑊 =
𝛽𝐹𝑊𝜆𝑖
𝑉

𝑊̇𝐹𝑊 =
𝛽𝐹𝑊𝜆𝑖
𝑉

(𝐹̅𝑇 ∙ 𝑣̅𝑅𝑒𝑙𝑇) [
𝐽

𝑚3 𝑠
] 

(3-111) 

where 𝑉 = 𝑚 𝜌⁄ , is the volume of the SPH element. In this work, all simulations are performed with 𝛽𝐹𝑊 =

1.0. 

3.9.3 FINDING THE FREE SURFACE ELEMENTS 

Before treating SPH thermal boundary conditions, an approach is needed to determine the free surface 

of an SPH domain. This is very important for setting up a general tactic to describe surface heat flux and 

convection. In order to determine the particle surface normal, the fact that particles on the surface of the 

SPH domain have an incomplete set of neighbors can be used. A vector (𝑥𝐶𝑂𝑀𝑖
𝛼) between the 𝑖th particle 

and the center of the particle cluster by: 

𝑥𝐶𝑂𝑀𝑖
𝛼 =

1

𝑀
∑𝑚𝑗𝑥𝑖𝑗

𝛼

𝑁𝑖

𝑗=1

 
(3-112) 
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This can be thought of as a normal vector pointing out of the solid at each surface particle. The total 

mass of the particle cluster is 𝑀, the mass of the 𝑗th particle is 𝑚𝑗 , and the distance vector between the 

𝑖th and the 𝑗th particle is 𝑥𝑖𝑗
𝛼. One can immediately recognize that the particles that are within the body 

of the solid will essentially have a null value for 𝑥𝐶𝑂𝑀𝑖
𝛼. This normal vector for the 𝑖th SPH element will 

be important for the thermal boundary conditions, it is found by normalizing the center of mass: 

𝑛̂𝑆𝑃𝐻 =
𝑥̅𝐶𝑂𝑀
|𝑥̅𝐶𝑂𝑀|

 
(3-113) 

Next, the particles that reside on the surface of the solid domain must be determined. This can be 

accomplished by comparing the length of the normal vector to the smoothing length of the particle and 

to a specific number of neighbors (𝜉). 

𝑆𝑢𝑟𝑓𝑎𝑐𝑒𝑛𝑜𝑑𝑒 = {
1, 𝑥𝐶𝑂𝑀𝑖 ≥

1

4
ℎ𝑖  𝑎𝑛𝑑 𝑁𝑖 ≤ 𝜉

0, 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

(3-114) 

In this work 𝜉 = 46 is used. In this manner, the particles that are on the surface of the domain will be 

tagged with a value of one and the internal particles will be tagged with a value of zero. One can see 

how well the algorithm works for an arbitrary shaped domain in Figure 3-13. The left side of the image 

shows the normal vectors and the right side shows only the surface particles. Other research groups 

have used similar methods. Marrone et al. [220] use an algorithm that is ideal for fluid simulations. They 

use a two-step method, first particles that are close to the free surface are found by using the properties 

from the renormalization matrix, 𝑀̿𝑖 (as described in section 3.8.1). Then, in the second step, they 

evaluate the geometric properties of the SPH elements found in the first step. Their process requires 

scanning a conical region beyond the surface elements. Their method supposes that the renormalization 

approach has been used. This method would be significantly more complicated to implement in parallel. 
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Figure 3-13 – Normal Vectors and Surface Particles – Left: Normal vectors; right: Free surface 

particles  

Other authors such as Randles and Libersky [190] have used a “discrete color” approach. The color of 

the particles is evaluated by exploiting the completeness of the interpolation of a SPH element. If the 

interpolation is incomplete, the element is assigned a color that associates it as a boundary particle. 

The proposed method in this work is much less complicated, as the algorithm simply needs to find the 

center of mass of each neighbor group. This is accomplished with a very simple equation that is 

evaluated very quickly. This approach is very efficient and can easily be performed in parallel on the 

GPU. 

3.9.4 VISUALIZING HEAT FLUX VECTORS 

Determining flow of heat within the solid can be important for visualizing the heat flow. The heat flux 

vectors can also be used to transfer heat to an external system. For example, SPH can be thermally 

coupled to FEM using this approach. The heat flux vector from the FEM and from the SPH can be 

determined. These “external” heat fluxes can then be included in the energy balance. A simple approach 

to approximate the heat flux is given by: 

𝑞̅𝑖
𝛼 = 𝑘𝑖∑

𝑚𝑗
𝜌𝑗
(𝑇𝑖 − 𝑇𝑗)

𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛽

𝑁𝑖

𝑗=1

 

(3-115) 
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This approach will lead to a heat flux that is incorrect on the border of the SPH domain because of the 

truncation of the influence domain of the surface elements. An effective method to correct these vectors 

is to use the filter previously described in equation (3-81). Alternatively, the kernel gradient correction 

approach shown in equation (3-82) could be used so that equation (3-115) would become: 

𝑞̅𝑖
𝛼 = 𝑘𝑖∑

𝑚𝑗
𝜌𝑗
(𝑇𝑖 − 𝑇𝑗)𝛻𝑊̂𝑖𝑗

𝑁𝑖

𝑗=1

 

(3-116) 

Equation (3-116) does not include heat transfer through the surface boundary, indeed only thermal 

conduction in the body is taken into consideration. Equation (3-116) is not used in the code to perform a 

thermal energy balance, it is only meant as a post-processing tool to approximately visualize the heat 

flow. 

 

Figure 3-14 – Heat flux vectors 

An example of heat flux vectors is shown in Figure 3-14 for a plastically deforming tensile specimen. 

Note that the temperature is increasing in the center of the specimen where there is plastic deformation. 

In addition, the heat flux vectors are showing a null heat flow through all the surfaces; this is because 
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the particles on the free surface do not have elements to transfer heat to outside of the body; as such, 

the surface material points are naturally treated adiabatically.  

3.9.5 SURFACE CONVECTION 

Convection plays an important role in dissipating heat from the work pieces, support structure, and the 

FSW tool surfaces. The heat flux due to convection is:  

𝑞̅𝑐𝑜𝑛𝑣 = ℎ𝑐𝑜𝑛𝑣(𝑇∞ − 𝑇𝑠)𝑛̂𝑆𝑃𝐻 (3-117) 

where ℎ𝑐𝑜𝑛𝑣 is the coefficient of convection, 𝑇∞ is the ambient temperature, and 𝑇𝑠 is the surface 

temperature. A schematic of the boundary condition is shown in Figure 3-15. The temperature increase 

per unit time at the boundary will be: 

𝑑𝑇

𝑑𝑡
=
𝑞̅𝑐𝑜𝑛𝑣 ∙ 𝑛̂𝑆𝑃𝐻

𝑚𝐶𝑝
𝐴𝑠 =

ℎ𝑐𝑜𝑛𝑣𝐴𝑠(𝑇∞ − 𝑇𝑠)

𝑚𝐶𝑝
 

(3-118) 

 

Figure 3-15 – Surface convection boundary condition 
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Figure 3-16 – Equivalent surface area of an SPH element 

The surface area, 𝐴𝑠, is related to the equivalent surface area of an SPH element. Think of a square with 

edges that are equidistant from the center of the element with sides equal to the particle spacing as 

shown in Figure 3-16. The particle spacing, ∆𝑠, can be found from: 

∆𝑠 = √𝑉
3

= √
𝑚

𝜌

3
 

(3-119) 

Now, the temperature rate is: 

𝑑𝑇

𝑑𝑡
=
ℎ𝑐𝑜𝑛𝑣∆𝑠

2(𝑇∞ − 𝑇𝑠)

𝑚𝐶𝑝
 

(3-120) 

This can be cast into a convection heat source term: 

𝑞̇𝑐𝑜𝑛𝑣 =
𝜌𝐶𝑝ℎ𝑐𝑜𝑛𝑣∆𝑠

2(𝑇∞ − 𝑇𝑠)

𝑚𝐶𝑝
=
𝜌ℎ𝑐𝑜𝑛𝑣∆𝑠

2(𝑇∞ − 𝑇𝑠)

𝑚
   [

𝐽

𝑚3 𝑠
] 

(3-121) 

The convection source term is only applied to the elements on the free surface (found according to 

section 3.9.3) of the work piece domain.  
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3.9.6 SURFACE RADIATION 

The emissivity, 𝜖𝑟, of aluminum is very low (~0.1 [219]); typically radiation would not need to be 

considered for the aluminum work pieces for this reason. However, in this research work, the surfaces 

of the work pieces are painted black to improve the quality of the image that can be obtained with an 

infrared camera (Thermal camera). Since the plates are painted, radiation must be considered in the 

energy balance. Following a similar development as for surface convection and noting that: 

𝑞̅𝑟𝑎𝑑 = 𝜖𝑟𝜎𝑆𝐵(𝑇𝑠𝑢𝑟𝑟
4 − 𝑇𝑠

4)𝑛̂𝑆𝑃𝐻 (3-122) 

where 𝜎𝑆𝐵 is the Stefan-Boltzmann constant, 𝑇𝑠𝑢𝑟𝑟  is the temperature of the surroundings, and 𝑇𝑠 is the 

surface temperature. The heat source term for radiation is then: 

𝑞̇𝑟𝑎𝑑 =
𝜌𝐶𝑝𝜖𝑟𝜎𝑆𝐵𝐴𝑠(𝑇𝑠𝑢𝑟𝑟

4 − 𝑇𝑠
4)

𝑚𝐶𝑝
=
𝜌𝜖𝑟𝜎𝑆𝐵∆𝑠

2(𝑇𝑠𝑢𝑟𝑟
4 − 𝑇𝑠

4)

𝑚
   [

𝐽

𝑚3 𝑠
] 

(3-123) 

The radiation source term is only applied to the elements on the free surface (found according to section 

3.9.3) of the work piece domain.  

3.10 FKS FLOW STRESS MODEL 

The material behavior of aluminum is a topic that has been extensively studied by a great number of 

research groups. The extent of the available flow stress models is astounding. In this section, a new flow 

stress model is developed and presented that is ideally suited for the large range of plastic deformation 

common in the FSW process. The model is composed of three main parts: strain hardening, strain rate 

stiffening, and thermal softening. The new model will be called the Fraser-Kiss-St-Georges flow stress 

model (FKS). Although the model has been tailored to the behaviour of AA6061-T6 aluminum alloy, it 

can easily be adapted to other homogeneous isotropic engineering materials. 

3.10.1 EXPERIMENTAL WORK – COMPRESSION TESTING 

A set of compression tests was recently conducted using a Gleeble dynamic material research system 

(shown in Figure 3-17) at high and low strain rates and different temperatures. The aluminum (AA6061-



Robust and Efficient Meshfree Solid Thermo-Mechanics Simulation of Friction Stir Welding 

82  Kirk Fraser - April 2017 

T6) test samples were machined (long axis transverse to the rolling direction) from the bar stock that is 

used for the FSW experiments.  

 

Figure 3-17 - Gleeble dynamic material research system 

The cylinders had initial diameters, 𝑑𝑜 of 10 mm and lengths, 𝑙𝑜, of 15 mm. This size was chosen since 

the material was being machined form 12.7 mm plate stock. Constant strain rate and temperature runs 

were used since this compares closely to typical flow stress curves for material testing. A sample 

temperature history is shown for 150°C, 350°C, and 500°C for 𝜀̇ = 1.0 in Figure 3-18. 

Note that the temperature is controlled well by the Gleeble machine within the test region. The test region 

is selected for each test to ensure that the strain rate and temperature are constant. The Gleeble system 

uses Joule heating to heat uniformly the cylinder during testing. This type of heating ensures a uniform 

heat source; however, there can be minute temperature variation in the longitudinal and radial directions. 

Thermocouples were welded to the surface of the cylinder at the ends and center to ensure a uniform 

temperature distribution. Typically, for a tension testing program, once the specimen starts to neck, the 

joule heating will cause the necked region to increase in temperature drastically. However, in the case 

of a compression test, the temperature remains more stable throughout the test. This can be shown by 

comparing the temperature at the center and end of the specimen for the 150°C case (shown in Figure 

3-19, T1 and T2 are at the end and center of the specimen respectively). 
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Figure 3-18 – Temperature comparison at center of specimen for ε̇ = 1.0 

 

Figure 3-19 – Thermocouple comparison during compression testing (ε̇ = 0.001, T=150°C) 

In all cases, true stress as a function of true strain was used. Engineering stress, 𝜎, and strain, 𝜀, are 

converted to true stress, 𝜎𝑇𝑟𝑢𝑒, and strain, 𝜀𝑇𝑟𝑢𝑒 using the change in gauge length, ∆𝑙: 
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𝜀𝑇𝑟𝑢𝑒 = 𝑙𝑛 (
𝑙𝑜 + ∆𝑙

𝑙𝑜
) = 𝑙𝑛 (1 + 𝜀) 

(3-124) 

𝜎𝑇𝑟𝑢𝑒 = 𝜎 𝑒
𝜀𝑇𝑟𝑢𝑒 = 𝜎(1 + 𝜀) (3-125) 

The flow stress curves in this section are presented as true stress as a function of true plastic strain. The 

plastic strain is determined by shifting the flow stress curves to remove the elastic portion, 𝜀𝑒, of the flow 

curves: 

𝜀𝑝 = 𝜀𝑇𝑟𝑢𝑒 − 𝜀
𝑒 = 𝜀𝑇𝑟𝑢𝑒 −

𝜎𝑦
𝐸

 
(3-126) 

The results from the compression tests did not fit well into the currently available flow stress models 

(such as Johnson-Cook, Hansel-Spittel, Norton-Hoff, etc.). The main reason was that the compression 

results showed no strain rate sensitivity of the aluminum at room temperature. However, at elevated 

temperatures, the material did exhibit strain rate stiffening. Dorbane et al. [140] found similar results in 

their recent work. For this reason, a new flow stress model has been developed that takes into account 

strain hardening, thermal softening and strain rate effects.  

 

Figure 3-20 – Compression test results: ε̇ = 0.001 
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Figure 3-21 - Compression test results: ε̇ = 1.0 

 

Figure 3-22 - Compression test results: ε̇ = 10.0 
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The final shape of the compressed test specimens for 𝜀̇ = 0.001 is shown in Figure 3-23. Notice the 

elliptical bulging shape of the samples at 20°C and 350°C. This shows that there is a certain amount of 

orthotropy in the AA6061-T6 plate stock (strong axis in rolling direction). Taking into account such 

orthotropic behaviour in the constitutive equations would drastically increase the solution time due to the 

material mixing during the FSW process. An orthotropic model could be developed in the future, but is 

out of the scope of this research work. 

 

Figure 3-23 – Final shape of the compressed cylinders (ε̇ = 0.001) 

3.10.2 STRAIN HARDENING EFFECT 

The results from the compression tests showed that the flow stress typically attained a plateau. For this 

reason, an arctangent formulation is proposed to account for the strain hardening, 𝛨(𝜀̂𝑝), portion of the 

new flow law:  

𝛨(𝜀𝑝) = 𝑎1 + 𝑎2𝑡𝑎𝑛
−1(𝑎3𝜀

𝑝) (3-127) 

3.10.3 STRAIN RATE EFFECT 

The most important realization of the compression testing campaign was that the AA6061-T6 material 

exhibited no strain rate sensitivity at room temperature; however, at higher temperatures, the strain rate 
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did play a role in the flow stress. A function is proposed, 𝛬(𝜀̇, 𝑇∗), that is a combination of the homologous 

temperature, and the strain rate: 

𝛬(𝜀̇, 𝑇∗) = 1 + [𝑏1𝑇
∗𝑏2] [𝑏3𝑙𝑛(

𝜀̇

𝜀0̇
)] 

(3-128) 

The homologous temperature, 𝑇∗ is 

𝑇∗ =
𝑇 − 𝑇𝑚𝑒𝑙𝑡

𝑇𝑚𝑒𝑙𝑡 − 𝑇𝑟𝑜𝑜𝑚
 

(3-129) 

The reference strain rate, 𝜀0̇, is the rate at which no strain rate effects should be attributed in the flow 

stress model. 

3.10.4 THERMAL SOFTENING EFFECT 

The thermal softening, 𝛩(𝑇∗), aspect will be incorporated using a sigmoid type function called the general 

logistic function. This function is chosen, as it is completely customizable to obtain any type of thermal 

softening behavior: 

𝛩(𝑇∗) = 1 −
1

(1 + 𝑒−𝑐1𝑇
∗)
1
𝑐2

 
(3-130) 

Note that the true general logistic function involves more constants; however, they are typically taken as 

unity and have been converted appropriately in eqn. (3-130). 

3.10.5 THE FLOW STRESS MODEL 

The resulting model is a multiplicative combination of the three terms: 

𝜎𝑦(𝜀
𝑝 , 𝜀̇, 𝑇∗) = 𝛨(𝜀𝑝)𝛬(𝜀̇, 𝑇∗)𝛩(𝑇∗) (3-131) 
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Figure 3-24 – FKS flow stress surface, 𝜎𝑦(𝜀
𝑝 , 𝑇) upper, 𝜎𝑦(𝜀̇, 𝑇) 

A comparison of the proposed flow stress model against the experimental data is shown in Figure 3-26. 

Figure 3-24 shows the yield as a function of plastic strain and temperature (above) and yield as a function 

of strain rate and temperature (below). There is an excellent correlation between the proposed model 

and the experimental data. The constants used in the model are provided in Table 3-2. With these values, 
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the 𝑅2 value is 0.97, showing that the model is excellently suited for the flow stress of the AA6061-T6 

alloy. The value of 𝑎1 can be attributed to the initial yield stress of the material at room temperature. 𝑎2 

is a strain hardening factor that can be seen to be the maximum increase in flow stress due to strain 

hardening at room temperature and at the reference strain rate. 𝑎3 controls the time for the flow stress 

to plateau. 𝑏1 and 𝑏2 control the effect of temperature on the strain rate sensitivity. Since the value of 𝑇∗ 

is zero at room temperature, no strain rate effects are incorporated. 𝑐1 and 𝑐2 control the shape of the 

sigmoid logistic function.  

 

Figure 3-25 – Comparison of the yield values 

In order to show the effect of the thermal softening in the proposed model, a comparison to the Johnson-

Cook model and experimental values are shown in Figure 3-25. Note that the values presented by 

MatWeb show a faster decay than was found experimentally.  

Table 3-2 – Constants used for proposed flow stress model 

Constant Value Units Constant Value Units Constant Value Units 

𝑎1 276.0 MPa 𝑏1 1.7 - 𝑐1 6.0 - 

𝑎2 74.0 MPa 𝑏2 2.4 - 𝑐2 0.16 - 

𝑎3 50.0 m/m 𝑏3 0.1 -  
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The yield values will obviously be dependent on the manner in which the plate stock is produced (rolled, 

drawn, or extruded), the retailer, as well as the specific thermal treatment. For this reason, it would not 

be expected that the obtained values would be the same as MatWeb or even to another plate stock from 

a different manufacturer. By using the general logistic function, excellent correlation to the decay of the 

yield strength with increasing temperature is possible. The new flow stress model can be adapted to use 

the radial return (section 3.3.4) algorithm by defining the tangent to the curve (tangent modulus, 𝐸𝑇) as 

𝜕

𝜕𝜀𝑝
𝜎𝑦(𝜀

𝑝, 𝜀̇, 𝑇∗): 

𝐸𝑇 =
𝜕

𝜕𝜀𝑝
𝜎𝑦(𝜀

𝑝 , 𝜀̇, 𝑇∗) =
𝑎2𝑎3𝛬(𝜀̇, 𝑇

∗)𝛩(𝑇∗)

𝑎3
2𝜀𝑝2 + 1

 
(3-132) 

The relation between the hardening, 𝐸𝑃, and tangent modulus: 

𝐸𝑃 =
𝐸 𝐸𝑇
𝐸 − 𝐸𝑇

 
(3-133) 

This provides a reasonable explicit update of the plastic strain. 

 

Figure 3-26 – Compression test results for strain rate 0.001, 1.0, 10.0, and 100.0 
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3.10.6 ITERATIVE PLASTICITY 

The radial return algorithm is, in most cases, a sufficient approach to find the unknown increment in 

plastic strain while assuming J2 Plasticity with local linear strain hardening. However, there are some 

situations where such an algorithm can provide reduced precision: 

- Tangent modulus is large at the current time step 

- The time step is large enough to result in significant overshoot of the correct plastic strain 

- Finite strains  

- Viscoplastic material model (rate dependent)  

In these cases, an iterative approach is beneficial whereby the Newton-Raphson (or another appropriate 

non-linear solution procedure) is used. In this work, an iterative procedure is not deemed necessary, and 

is not expected to provide significant improvement of the solution precision. We have found that the initial 

non-linear hardening portion of the flow stress curve is well approximated using the approach explained 

in Section 3.3.4.  

3.11 SPH-FEM HYBRID THERMOMECHANICAL CONTACT 

Node to surface contact algorithms are a very popular approach to couple SPH elements with finite 

elements. The SPH elements are treated as the slave and the finite elements as the master. For FSW 

simulation, the tool will be treated as a rigid body. The surface of the tool (and support structure if needed) 

will be meshed with rigid zero thickness triangular plate elements. The penalty formulation will be used 

to impose the contact constraint to prevent the two bodies from penetrating one within the other. A 

contact example is shown in Figure 3-27. Here, a flexible body with an initial velocity is meshed with SPH 

elements (red part). The rigid impact surface (grey part) is meshed with finite elements.  
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Figure 3-27 – Contact example 

The general layout for the SPH and finite elements is shown in Figure 3-28. The 𝑖h SPH element has a 

center at 𝑥̅𝑖 and has smoothing length (radius of influence) of ℎ𝑖. The 𝑗th triangular element has vertices 

𝐴, 𝐵 and 𝐶; their positions are then 𝑥̅𝐴𝑗 , 𝑥̅𝐵𝑗 and 𝑥̅𝐶𝑗  respectively. The triangular element has a surface 

normal vector that is 𝑛̂𝐹𝐸𝑀𝑗 . The normal vector is found from: 

𝑛̂𝐹𝐸𝑀𝑗 =
𝑈̅𝑗𝑥𝑉̅𝑗

‖𝑈̅𝑗𝑥𝑉̅𝑗‖
 

(3-134) 
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Figure 3-28 – Node to surface contact 

Where 𝑈̅𝑗 = 𝑥̅𝐵𝑗 − 𝑥̅𝐴𝑗 and 𝑉̅𝑗 = 𝑥̅𝐶𝑗 − 𝑥̅𝐴𝑗 . The ‖ ‖ signifies the magnitude of the vector and the ̂  

represents a normalized unit vector.  

3.11.1 CONTACT PAIR BUCKET SORT 

Knowing the proximity of an SPH element to a finite element is vital to the contact algorithm. In a brute 

force approach, contact detection can be evaluated by comparing the location of each SPH element to 

each finite element; this has order O(𝑁2), where 𝑁 is the number of SPH and finite elements. This 

approach is prohibitively expensive and would lead to excessively long calculation times. A simple way 

to improve the search time is to place the SPH and finite elements into buckets (also known as bins).  

The bucket sort is a very popular and efficient searching method that is of order O(𝑁 𝑛𝑁𝑒𝑖𝑏), where 

𝑛𝑁𝑒𝑖𝑏 (~56 in 3D) is the SPH average number of neighbors. The general approach is rather simple and 

has been tackled by many groups. Since the SPH elements require a neighbor search that is based on 
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the bucket sort, the algorithm can be modified slightly to include the finite elements. This will form a list 

of SPH elements that are within close range to the finite elements.  

  

Figure 3-29 – Embedded spheres in triangular finite element mesh 

To start, spheres are embedded into the triangular finite elements (because the neighbor search is most 

efficient when using spheres). The sphere is inserted at the centroid of the triangle, an example is shown 

in Figure 3-29 (note that the spheres are not shown with their true radius to improve visibility). The 

location, 𝑥̅𝑠𝑝ℎ𝑒𝑟𝑒𝑗
, is found by: 

𝑥̅𝑠𝑝ℎ𝑒𝑟𝑒𝑗
=
1

3
[𝑥̅𝐴𝑗 + 𝑥̅𝐵𝑗 + 𝑥̅𝐶𝑗] 

(3-135) 

Next, the size of the embedded sphere must be found. In order for the contact detection to work correctly, 

the sphere must completely enclose the finite element within it is embedded. This is done by ensuring 

that the radius of the sphere, 𝑟𝑠𝑝ℎ𝑒𝑟𝑒𝑗
, is large enough to include the node that is the furthest away from 

𝑥̅𝑠𝑝ℎ𝑒𝑟𝑒𝑗
. This is accomplished by evaluating the magnitude of three vectors, 𝑟̅1𝑗 = |𝑥̅𝑠𝑝ℎ𝑒𝑟𝑒𝑗

− 𝑥̅𝐴𝑗 |, 𝑟̅2𝑗 =

|𝑥̅𝑠𝑝ℎ𝑒𝑟𝑒𝑗
− 𝑥̅𝐵𝑗|, and 𝑟̅3𝑗 = |𝑥̅𝑠𝑝ℎ𝑒𝑟𝑒𝑗

− 𝑥̅𝐵𝑗|, where | | signifies the absolute value. The radius of the 

embedded sphere is then: 
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𝑟𝑠𝑝ℎ𝑒𝑟𝑒𝑗
= 𝑚𝑎𝑥 [‖𝑟̅1𝑗‖ , ‖𝑟̅2𝑗‖ , ‖𝑟̅3𝑗‖] 

(3-136) 

 

 

Figure 3-30 – Determining the radius of the embedded sphere 

Once the size and location of the embedded spheres is found, the neighbor search (as described in 

section 4.5) is modified to include the embedded spheres. A list of “Contact Neighbors”, 𝑁𝑒𝑖𝑏𝑐𝑜𝑛𝑡𝑎𝑐𝑡, is 

found by scanning the original neighbors list, Neib. A cut-off radius is used that is 𝑟𝑐𝑢𝑡 = 0.5(ℎ𝑖 + ℎ𝑗). 

This allows for a maximum of ~12 contact neighbors. This makes the contact detection phase very 

efficient since only 12 possible contact pairs must be checked for contact. 

3.11.2 NODE TO SURFACE CONTACT DETECTION  

The contact detection approach that we use is based on a ray tracing algorithm found in [221]. Each 

potential contact pair in 𝑁𝑒𝑖𝑏𝑐𝑜𝑛𝑡𝑎𝑐𝑡 is checked to test for an intersection point that lies within the triangular 

finite element. Some changes to the standard ray-triangle intersection algorithm have been made to take 

into account the movement of both the SPH and finite elements as well as the radius of the SPH 

elements. Start by calculating the relative velocity, 𝑣̅𝑅𝑒𝑙, between the SPH, 𝑣̅𝑖, and finite element, 𝑣̅𝑗: 
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𝑣̅𝑅𝑒𝑙 = 𝑣̅𝑖 − 𝑣̅𝑗 (3-137) 

Before going any further in the contact test, the penetration rate, 𝛿̇, must be calculated: 

𝛿̇ = −(𝑛̂𝐹𝐸𝑀𝑗 ∙ 𝑣̅𝑅𝑒𝑙) 
(3-138) 

 

Figure 3-31 – Contact detection 

Next, perform a check to ensure that the SPH and finite elements are approaching each other (impending 

contact). This is done by checking to ensure that 𝛿̇ is greater than zero. If the penetration rate is less 

than or equal to zero, the pair are moving away and are not considered to be contact candidates.  

There exists a ray that extends from the center of the SPH element in the direction of the velocity. The 

ray, 𝑅̅𝑖, is defined by: 

𝑅̅𝑖 = 𝑥̅𝑖 + 𝛥𝑡𝑐𝑜𝑛𝑡𝑎𝑐𝑡𝑣̅𝑅𝑒𝑙 (3-139) 

The parametric equation for a plane that passes through the three points of the triangular finite element 

is given by: 

𝑛̂𝐹𝐸𝑀𝑗 ∙ 𝑥̅ = 𝑝𝑝𝑙𝑎𝑛𝑒  (3-140) 

where any 𝑥̅ must lie on the plane.   𝑝𝑝𝑙𝑎𝑛𝑒 is the plane coefficient and is given by: 

𝑝𝑝𝑙𝑎𝑛𝑒 = 𝑛̂𝐹𝐸𝑀𝑗 ∙ 𝑥̅𝐴𝑗  (3-141) 
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Note that any point on the triangle (𝑥̅𝐴𝑗 , 𝑥̅𝐵𝑗 or 𝑥̅𝐶𝑗) could be used, but it is convenient to use node 𝐴 (see 

Figure 3-30). The time increment for the contact to occur, 𝛥𝑡𝑐𝑜𝑛𝑡𝑎𝑐𝑡, this can be found from: 

𝛥𝑡𝑐𝑜𝑛𝑡𝑎𝑐𝑡 =
ℎ𝑖 + 𝑝𝑝𝑙𝑎𝑛𝑒 − (𝑛̂𝐹𝐸𝑀𝑗 ∙ 𝑥̅𝑖)

−𝛿̇
 

(3-142) 

The next step is to check whether contact will occur within the current time step. If 𝛥𝑡𝑐𝑜𝑛𝑡𝑎𝑐𝑡 ≤ ∆𝑡  then 

the SPH element will at least come into contact with the plane that passes through the vertices of the 

finite element. The maximum time step size is found from: 

𝛥𝑡 = 𝑚𝑖𝑛 (𝛥𝑡𝐶𝐹𝐿 , 𝛥𝑡𝑒𝑥𝑡) 
(3-143) 

The mechanical time step is found based on the Courant-Friedrichs-Lewy (CFL) criteria: 

𝛥𝑡𝐶𝐹𝐿 = 𝐶𝐹𝐿 (
ℎ

𝑐 + ‖𝑣̅‖
) (3-144) 

This condition ensures that an elastic stress wave propagating at the isothermal bulk speed of sound will 

be captured as it moves through an element of support size ℎ. The time step size due to external forces 

(from contact) is: 

𝛥𝑡𝑒𝑥𝑡 = 𝜖𝑒𝑥𝑡 (𝑚
 2‖𝑣̅‖

‖𝐹̅𝑁‖
) (3-145) 

This condition ensures that the time step will be small enough to prevent an element from penetrating 

excessively within a body with which it is in contact. 

Next, the point of contact, 𝑄̅𝑗, on the plane is found from: 

𝑄̅𝑗 = 𝑥̅𝑖 + (𝑣̅𝑖𝛥𝑡𝑐𝑜𝑛𝑡𝑎𝑐𝑡) − (ℎ𝑖 ∙ 𝑛̂𝐹𝐸𝑀𝑗) (3-146) 

This approach ensures that the closest point on the SPH element is taken to be the contact point (similar 

to a closest point projection algorithm). Now that the contact point has been found, the next step is to 

determine if this point falls within the bounds of the triangular finite element (see Figure 3-32 for details).  
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Figure 3-32 – Contact point inside or outside of finite element 

For contact to be actually present between the SPH and finite element, 𝑄̅𝑗 must lie within the bounds of 

the triangle. This can be tested using the “inside-out” test. The general idea is to find a vector that is 

normal to a vector from one of the nodes to the contact point and to a side of the triangle. Then we test 

to see if this normal vector is in the same direction as 𝑛̂𝐹𝐸𝑀𝑗. This is repeated for all the sides of the 

triangle. If all the calculated normals are in the same direction as 𝑛̂𝐹𝐸𝑀𝑗 then the point is considered to 

be within the triangle. If any ONE of the tests fails, the point is not within the triangle. The test for inclusion 

can be stated algebraically as: 

[(𝑥̅𝐵𝑗 − 𝑥̅𝐴𝑗) × (𝑄̅𝑗  − 𝑥̅𝐴𝑗)] ∙ 𝑛̂𝐹𝐸𝑀𝑗 ≥ 0 𝑎𝑛𝑑 

[(𝑥̅𝐶𝑗 − 𝑥̅𝐵𝑗) × (𝑄̅𝑗  − 𝑥̅𝐵𝑗)] ∙ 𝑛̂𝐹𝐸𝑀𝑗 ≥ 0 𝑎𝑛𝑑 

[(𝑥̅𝐴𝑗 − 𝑥̅𝐶𝑗) × (𝑄̅𝑗  − 𝑥̅𝐶𝑗)] ∙ 𝑛̂𝐹𝐸𝑀𝑗 ≥ 0          

(3-147) 
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The greater or equals account for the case that 𝑄̅𝑗 is on an edge of the triangle. Once a valid contact 

pair has been found, the relative velocity must be recalculated using the velocity of the contact point, 𝑄̇̅𝑗, 

on the finite element mesh: 

𝑣̅𝑅𝑒𝑙 = 𝑣̅𝑖 − 𝑄̇̅𝑗 (3-148) 

This is an important step if the FE mesh is much coarser than the SPH element spacing. Certainly, if the 

FE mesh and SPH density is similar, this step will not lead to a drastic improvement. Nevertheless, this 

step should always be performed to ensure a robust and precise contact solution. The next step is to 

proceed to calculate the penetration depth, 𝛿: 

𝛿 = (𝑑𝑡 − 𝛥𝑡𝑐𝑜𝑛𝑡𝑎𝑐𝑡)𝛿̇ (3-149) 

The penetration depth is used in the contact formulation, which will be described in the next section.  

3.11.3 MECHANICAL CONTACT FORMULATION 

Once a valid contact point has been found between a SPH and a finite element, the next step is to 

determine a force that will apply to the SPH element to remove the penetration. Although the bodies do 

not actually penetrate one within the other, the concept has a close relationship to the actual compression 

in the bodies. This can be shown by considering two elastic bodies, body 𝑖 and body 𝑗 that have come 

into contact (see Figure 3-33).  
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Figure 3-33 – Spring and damper contact model 

A representative spring and damper model is shown below the penetrating bodies in Figure 3-33. The 

reaction force is taken to be proportional to the penetration depth and the stiffness at the contact 

interface, 𝑘𝑖𝑗 which will be related to the stiffness of the two contacting bodies. Contact damping is 

included to damp out oscillations in the contact behaviour. The damping is proportional to the relative 

velocity of the contacting bodies. 

The amount that the bodies penetrate must be the same as the sum of the compression in each body. 

Furthermore, when an elastic body is compressed, it will want to return to its original shape. The force 

felt as the body tries to regain its original shape will be equal and opposite to the force required to 

compress the body. 

The relationship between force, displacement, and stiffness according to Hooke’s Law (in 1D) is: 

𝐹 = 𝑘𝛿 (3-150) 

Under axial compression, the deflection, 𝛿, of a prismatic bar is: 
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𝛿 =
𝐹 𝐿

𝐴 𝐸
 

(3-151) 

where 𝐹 is the force acting on the bar, 𝐿 is the length of the bar, 𝐴 is the cross section area, and 𝐸 is the 

modulus of elasticity. Combining the two equations and re-arranging for 𝑘: 

𝑘 =
𝐸 𝐴

𝐿
 

(3-152) 

In the case of an SPH element, imagine that the element represents a cube like volume of material with 

sides equal to the mesh point spacing (inter particle spacing), ∆𝑠. The volume of the element would be 

∆𝑠3 and the stiffness of an individual 𝑖th SPH element would then be: 

𝑘𝑖 =
𝐸𝑖  ∆𝑠

2

∆𝑠
= 𝐸𝑖  ∆𝑠 

(3-153) 

As previously mentioned, the contact interface stiffness, is composed of the stiffness’ of both bodies 𝑖 

and 𝑗. Continuing with the spring analogy, we can write the contact stiffness, 𝑘𝑖𝑗, according to the rule 

for two springs in series: 

𝑘𝑖𝑗 =
𝑘𝑖𝑘𝑗
𝑘𝑖 + 𝑘𝑗

=
𝐸𝑖  𝐸𝑗  ∆𝑠

2

(𝐸𝑖  + 𝐸𝑗) ∆𝑠
= (

𝐸𝑖  𝐸𝑗
𝐸𝑖  + 𝐸𝑗  

) ∆𝑠 
(3-154) 

To provide some fine-tuning, a penalty factor is added, 𝑃𝐹𝐴𝐶, so that the resulting contact interface 

stiffness in the SPH simulation code is: 

𝑘𝑖𝑗 = 𝑃𝐹𝐴𝐶 (
𝐸𝑖  𝐸𝑗∆𝑠

𝐸𝑖  + 𝐸𝑗  
) 

(3-155) 

The penalty factor is typically set to 1.0 (in this work 𝑃𝐹𝐴𝐶 = 1.0 is used exclusively), but can be set to 

lower values in the case of high velocity impact. Now, contact damping will be included to prevent 

unwanted numerical noise. Consider the contact interface to be a simple spring-mass system. The 

natural frequency, 𝜔𝑐𝑜𝑛𝑡𝑎𝑐𝑡, of such a contact system is then: 

𝜔𝑐𝑜𝑛𝑡𝑎𝑐𝑡 = √
𝑘𝑖𝑗

𝑀𝑐𝑜𝑛𝑡𝑎𝑐𝑡

= √𝑘𝑖𝑗 (
𝑚𝑖 +𝑚𝑗
𝑚𝑖𝑚𝑗

) 

(3-156) 
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where 𝑀𝑐𝑜𝑛𝑡𝑎𝑐𝑡 is the equivalent mass at the contact interface and 𝑚𝑖 is the mass of the 𝑖th contacting 

element in the pair. Then, the critical damping, 𝜁𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙, is: 

𝜁𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 = 2𝑚𝑎𝑣𝑔𝜔𝑐𝑜𝑛𝑡𝑎𝑐𝑡 = (𝑚𝑖 +𝑚𝑗)√𝑘𝑖𝑗 (
𝑚𝑖 +𝑚𝑗
𝑚𝑖𝑚𝑗

) 

(3-157) 

In the SPH code, the contact damping, 𝜁𝑐𝑜𝑛𝑡𝑎𝑐𝑡 is applied as a fraction of the critical damping: 

𝜁𝑐𝑜𝑛𝑡𝑎𝑐𝑡 = 𝐷𝐹𝐴𝐶 𝜁𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 , 0 ≤ 𝐷𝐹𝐴𝐶 ≤ 1 (3-158) 

In this work, all the simulation are performed with 𝐷𝐹𝐴𝐶 = 0.2. Finally, the force vector that is added to 

the 𝑖th SPH element in the direction of the surface normal to prevent penetration of the contacting pair is: 

𝐹̅𝑁𝑖 = (𝑘𝑖𝑗𝛿 − 𝜁𝑐𝑜𝑛𝑡𝑎𝑐𝑡 𝛿̇) 𝑛̂𝐹𝐸𝑀𝑗  (3-159) 

3.11.4 THERMAL CONTACT APPROACH 

In FSW, quantifying the propagation of heat throughout the work pieces is of key importance. Of equal 

importance is to know how heat flows from the work pieces to the welding tool (and vice versa). The tool 

interacts mechanically with the work piece through the previously described contact algorithm. The 

aforementioned mechanical contact algorithm does not allow the transfer of heat across the contact 

interface.  

In this section, the implementation of an efficient thermo-mechanical contact algorithm for smoothed 

particle hydrodynamics simulations will be described. The idea is to treat the mechanical contact as 

previously described with the node to surface penalty approach and treat the thermal contact by allowing 

heat to flow from one part to the other using the SPH heat equation. In order to do this, different 

neighbor’s lists must be set up for the mechanical part and the thermal part. As a point of efficiency, a 

separate list is also used for the potential contact pairs (for mechanical contact). If the thermal part and 

the mechanical part shared the same neighbors list, a no-slip type of situation would occur between the 

tool and the work pieces. This would negate the development of an advanced friction model (see Section 

3.12). Figure 3-34 shows a simulation model of a rigid block (red) that slides across a flexible aluminum 

block (green). The surface of the base of the rigid block is meshed with finite elements. 
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Figure 3-34 – Hybrid Thermo-Mechanical Contact Example 

To simulate the discontinuity due to the contact of two bodies we need to make sure that the SPH 

elements on the different bodies are not included in the same neighbor list. The following lists are set up 

in the code: 

1. 𝑁𝑒𝑖𝑏   - This is the full list containing all the element in the model 

2. 𝑁𝑒𝑖𝑏𝑀𝑒𝑐ℎ  - This is a list that contains the neighbors only within the deformable parts 

3. 𝑁𝑒𝑖𝑏𝑇ℎ𝑒𝑟𝑚 - This is a list that contains the neighbors for the thermal problem 

4. 𝑁𝑒𝑖𝑏𝐶𝑜𝑛𝑡𝑎𝑐𝑡  - This is a list that contains the neighbors for the potential contact pairs 

The different lists can be visualized in ParaView for the test case shown in Figure 3-34. The full neighbor 

list is shown in Figure 3-35. This list contains the SPH elements in the whole model along with the 

embedded spheres in the finite element mesh.  
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Figure 3-35 – Full neighbors list (Neib) 

The 𝑁𝑒𝑖𝑏𝑀𝑒𝑐ℎ, 𝑁𝑒𝑖𝑏𝑇ℎ𝑒𝑟𝑚 and 𝑁𝑒𝑖𝑏𝐶𝑜𝑛𝑡𝑎𝑐𝑡 lists are formed by scanning the full neighbors list. Although 

building the full neighbor list (𝑁𝑒𝑖𝑏) is O(𝑁𝑙𝑜𝑔𝑁), building the other lists is O(𝑁) and is easily computed 

in parallel on the GPU.  

The neighbors for the deformable body are shown in Figure 3-36. Notice that only the SPH elements for 

Part 1 and 2 (see Figure 3-34 for Parts) have neighbors. On the other hand, the 𝑁𝑒𝑖𝑏𝑇ℎ𝑒𝑟𝑚 list contains 

the elements in Parts 1, 2 and 3 as shown in Figure 3-37. The potential contact pairs are stored in 

𝑁𝑒𝑖𝑏𝐶𝑜𝑛𝑡𝑎𝑐𝑡 as shown in Figure 3-38. Here we can see that only the SPH element on the surface of 

Part 2 in direct contact with Part 3 have neighbors. This allows the contact algorithm to be very efficient. 

Notice that the maximum number of contact neighbors is 14. This is important so that the neighbor search 

for the contact pairs (and the full neighbor list, 𝑁𝑒𝑖𝑏, as well) does not have to be updated every single 

time step. This significantly improves the computational time of the simulation.  

 

Figure 3-36 – Deformable body neighbors (𝑁𝑒𝑖𝑏𝑀𝑒𝑐ℎ) 
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Figure 3-37 – Thermal problem neighbors (𝑁𝑒𝑖𝑏𝑇ℎ𝑒𝑟𝑚) 

 

Figure 3-38 – Potential Contact Pairs Neighbor (𝑁𝑒𝑖𝑏𝐶𝑜𝑛𝑡𝑎𝑐𝑡) 

3.12 CUMULATIVE DAMAGE FRICTION MODEL 

The friction behavior between the tool and the work pieces is significant in FSW. The correct treatment 

of this aspect is numerically difficult to calculate due to a lack of understanding of the underlying physics 

involved at the contact interface. The contact behavior is certainly a complex phenomenon in the FSW 

process; the interface between the tool and the work pieces is not just a case of two flat parallel surfaces. 

As the tool rotates and advances, change occurs at the interface as can be seen in Figure 3-39. Of 

particular importance are the presences of surface agglomerates (particles) and asperities (unseen) on 

the surface of the weld. These particles are likely due to the breakdown of contact asperities, followed 

by agglomeration of individual surface particles and hardening.  
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Figure 3-39 – Weld surface of a FSW joint 

There is certain plausibility behind the various friction models proposed by other authors for FSW. 

However, there is a definitive need for improved friction models. To this end, a new fiction behaviour 

model is proposed that will tie a cumulative damage approach to the friction model. The goal is to 

represent phenomenologically the stick-slip friction behavior, asperity evolution, and surface particle 

agglomeration in the FSW process. 

3.12.1 THE STICK-SLIP FRICTION MODEL 

The standard stick-slip friction model that has been used in numerical simulation of FSW by other authors 

[222-226] is:  

𝜏𝜑 = 𝛿𝜏𝑦 + (1 − 𝛿)𝜇𝑝𝑐  (3-160) 

The friction law relates the contact shear stress, 𝜏𝜑, to a linear combination of the shear strength, 𝜏𝑦, of 

the material (sticking) and a Coulomb type approach (slipping, involving the coefficient of friction, 𝜇, and 

the contact pressure, 𝑝𝑐). The amount of sticking or slipping is controlled by the slip ratio 𝛿. In the limit 
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of 𝛿 = 0, the friction model is the same as the Coulomb model so that 𝜏𝜑 = 𝜇𝑝𝑐, obtaining a true slip 

model. On the other hand, when 𝛿 = 1, the model becomes purely a stick model and thus 𝜏𝜑 = 𝜏𝑦.  

3.12.2 THE CONTACT INTERFACE 

The transfer of motion (or force) at the contact interface is strongly dependent on the nature of the surface 

topology at the interface. Initially, the interface will be populated with sharp asperities (peaks and valleys); 

then as the tool rotates on the work piece material, the asperities will be ground down. Eventually the 

surface will have fewer asperities and will be more uniformly flat. We suggest that initially, the sharp 

asperities lead to a sticking behavior (interlocking of the peaks and valleys). Then, as the asperities are 

damaged, more and more slipping will be present. Figure 3-40 shows a representation of the asperity 

evolution in the contact surface.  

 

Figure 3-40 – Asperity evolution with relation to slip ratio 

When the slip ratio attains a value of one, the element is considered to have sheared away from the 

surface and is deposited elsewhere in the contact interface. We offer that when it is deposited, it is done 

so in a chaotic manner (a singularity in this case). Furthermore, we propose that this newly deposited 

element will be rough due to surface particle agglomeration and strain hardening, providing an 

approximate shape similar to an asperity. The damage evolution then continues and the slip ratio evolves 

accordingly. 
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3.12.3 IDEALIZATION OF THE CONTACT INTERFACE WITH A CUMULATIVE DAMAGE 

MODEL 

A number of models exist that can take into account damage accumulation. A straightforward model is 

that of Johnson and Cook [145] (other details can be found in [227]). The damage parameter, 𝐷𝐶𝐷𝐹, is a 

history variable and is defined as: 

𝐷𝐶𝐷𝐹 =∑
∆𝜀̂𝑝

𝜀𝑓
 

(3-161) 

where ∆𝜀̂𝑝 is the current time step effective plastic strain increment and 𝜀𝑓  is the current step failure 

strain: 

𝜀𝑓 = 𝑚𝑎𝑥 [(𝐷1 +𝐷2𝑒
(𝐷3𝜎

∗))(1 + 𝐷5𝑇
∗), 𝜀𝑓𝑚𝑖𝑛] (3-162) 

The damage parameters, 𝐷1 to 𝐷5 are taken from Schwer [142] and have the values shown in  

Table 3-3 – Cumulative damage Constants used for proposed friction model 

Constant Value Constant Value 

𝐷1 -0.77 𝐷4 0.0 

𝐷2 1.45 𝐷5 1.6 

𝐷3 -0.47 𝜀𝑓𝑚𝑖𝑛 0.2 

 

The minimum failure strain, 𝜀𝑓𝑚𝑖𝑛, must be included due to “divide by zero” problems under certain stress 

states.  𝜎∗ is the Lode parameter defined as: 𝜎∗ = 𝑝/𝜎𝑒𝑓𝑓  (ratio of material point pressure to effective 

stress). More information on the determination of the damage constants can be found in [228]. The 

damage parameter is then related to the slip ratio: 

𝛿(𝐷𝐶𝐷𝐹) = {
𝐷𝐶𝐷𝐹, 𝐷𝐶𝐷𝐹 < 1

𝐷𝐶𝐷𝐹 ← 0, 𝐷𝐶𝐷𝐹 ≥ 1
 

(3-163) 

This behavior is best explained by a diagram: Figure 3-41 shows the evolution of the slip ratio for an 

SPH element at the contact interface as a function of time. The slip ratio increases until the damage 

attains a value of one. At that point, the element is considered to have released and been deposited 
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elsewhere forming a new asperity. At that time, both the damage parameter and the slip ratio are reset 

to zero.  

 

Figure 3-41 – Evolution of the slip ratio as a function of surface damage 

3.12.4 CUMULATIVE DAMAGE FRICTION FORCE EQUATION 

The proposed approach associates the slip ratio to the cumulative damage friction parameter, 𝐷𝐶𝐷𝐹. The 

resulting cumulative damage stick-slip friction model takes the form: 

𝜏𝜑 = 𝛿𝐶𝐷𝐹(𝐷𝐶𝐷𝐹)𝜏𝑦 + (1 − 𝛿𝐶𝐷𝐹(𝐷𝐶𝐷𝐹))𝜇𝑝𝑐 (3-164) 

The underlying idea is that asperities at the surface in the contact interface will be damaged in a complex 

way that can only be accounted for by considering an accumulation of damage. In the context of an 

explicit dynamics code, the contact shear stress is more aptly converted into a tangential contact force 

(as described in section 3.11): 

𝐹̅𝑇 = 𝛿𝐶𝐷𝐹(𝐷𝐶𝐷𝐹)
𝜎𝑦(𝜀̂

𝑝, 𝜀̇, 𝑇∗)

√3
𝐴𝑐 + (1 − 𝛿𝐶𝐷𝐹(𝐷𝐶𝐷𝐹))𝜇‖𝐹̅𝑁‖𝑛̂𝑇𝑗  

(3-165) 

Where 𝜎𝑦(𝜀̂
𝑝 , 𝜀̇, 𝑇∗) is as described in section 3.10, 𝐴𝑐 is the contact surface area of the SPH element, 

which is assumed to be: 
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𝐴𝑐 = ∆𝑠
2 (3-166) 

and ‖𝐹̅𝑁‖ is the magnitude of the contact force along the unit normal direction at the contact interface. 

𝑛̂𝑇𝑗 is a unit vector at the contact interface in the tangential direction. More specifically, this is the friction 

direction:  

𝑛̂𝑇𝑗 =
𝑣̅𝑟𝑒𝑙𝑇
‖𝑣̅𝑟𝑒𝑙𝑇‖

 
(3-167) 

The relative tangential velocity at the contact interface is (𝑄̇̅𝑗 as described in (3-146) and (3-148)): 

𝑣̅𝑟𝑒𝑙𝑇 = 𝑄̇̅𝑗 − (𝑄̇̅𝑗 ∙ 𝑛̂𝐹𝐸𝑀𝑗) 𝑛̂𝐹𝐸𝑀𝑗  
(3-168) 

This is little doubt that other forms of the cumulative damage model are possible (and in some cases 

more representative of the contact interface). The main goal of this development is to show that a 

relationship can be formed between the changing surface conditions and the contact interface behaviour. 

The CDF friction model will be used in the test cases in the dissertation. In section 5.1.3 a comparison 

of different friction modeling approaches (stick, slip, CDF) will be investigated. At that point, the value 

and merit of the proposed model will become evident. 

3.13 PIN THREAD AND SHOULDER SCROLL MODEL 

One of the advantages of a meshfree method such as SPH is that reasonable precision results can be 

obtained with significantly fewer calculation points than would be possible with a grid-based method. On 

the other hand, typically in order to account for a threaded pin or a scrolled shoulder, a high mesh density 

(for a meshed based method) is required  near the tool to resolve the effects of the threaded tool on the 

material flow Figure 3-42 [229].  
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Figure 3-42 – Typical mesh density in a threaded tool CFD simulation model [229] 

To circumvent this difficulty, a kinematic constraint approach can be used to approximate the 

transmission of forces to the workpiece material by the threads. To this end, a smooth (not threaded) 

finite element mesh can be used for the tool geometry as shown in Figure 3-43.  

 

Figure 3-43 – Equivalent tool model without threads 

Approximate forces can be added to satisfy the condition that the material in contact with the threads 

should move at a rate proportional to the rpm of the tool and the thread pitch, 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 . The force required 

to incur the desired material movement can be derived from the kinematic equation: 

∆𝑥̅ = 𝑣̅ ∆𝑡 + 1 2⁄ 𝑎̅ ∆𝑡2 (3-169) 

Certainly, a material point that remains in contact with the threaded region should be moved though ∆x̅ 

for a certain amount of tool rotation per time step (due to the pitch of the threads). For the considered 
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simulations, the value of 𝑣̅ can be assumed to be zero since the distance that the particle will have to 

move is small and the time step size is on the order of 10-7 s. From the definition of thread pitch, one can 

infer that the material will be moved through a full pitch distance per tool rotation. In this sense, the 

material movement must be: 

∆𝑥̅ = 𝑝𝑡ℎ𝑟𝑒𝑎𝑑  𝑟𝑝𝑠 ∆𝑡 (𝑛̂𝐹𝐸𝑀𝑗 × 𝑛̂𝑇𝑗) 
(3-170) 

where 𝑟𝑝𝑠 is the number of tool revolutions per second, 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 is the thread pitch, and 𝑛̂𝐹𝐸𝑀𝑗 × 𝑛̂𝑇𝑗  

represents the vector pointing in the direction of the material motion due to the threads (as shown in 

Figure 3-44).  

 

Figure 3-44 – Equivalent thread force model 

Combining equations (3-169) and (3-170) and noting that 𝐹̅ = 𝑚 𝑎̅, the force required to move the  

𝑖th SPH material point in contact with the threaded section of the tool per time step is: 

𝐹̅𝑡ℎ𝑟𝑒𝑎𝑑𝑖 =
2𝑚𝑖

∆𝑡
(𝑝𝑡ℎ𝑟𝑒𝑎𝑑  𝑟𝑝𝑠 (𝑛̂𝐹𝐸𝑀𝑗 × 𝑛̂𝑇𝑗)) 

(3-171) 
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This modelling approach provides a robust and efficient means to include the effect of pin threads and 

shoulder scrolls. This development allows coarse mesh models to obtain excellent results in far less time 

than would be possible using a fine mesh with the threads explicitly modeled. 

3.14 TOOL WEAR PREDICTION 

The life span of a FSW tool is relatively short; a typical tool could last anywhere from 100 to just over 

500 meters of weld. Given the current cost of a single tool (a specialized tool can be over 1000$), there 

is a great interest in being able to predict the wear of the tool. Such a model should allow the analyst to 

perform parametric studies to evaluate the effect of varying process parameters on the wear life of the 

tool. Wang et al. [230] showed the amount of material worn from the tool for different tool material and 

geometries. Other authors have worked on quantifying the resulting joint quality and microstructure as a 

function of tool wear [231-233]. The wear behaviour can be explained by Archand’s wear law based on 

Zmitrowitz [234], the wear depth rate, 𝑑̇𝑤𝑒𝑎𝑟,is given by: 

𝑑̇𝑤𝑒𝑎𝑟 =
𝑘𝑤𝑒𝑎𝑟
𝐻𝑣(𝑇)𝐴𝑐

‖𝐹̅𝑁‖‖𝑣̅𝑇‖ 
(3-172) 

𝐻𝑣(𝑇) =
1

3
𝜎𝑦𝑜𝑇𝑜𝑜𝑙

(1 −
𝑇 − 𝑇𝑚𝑒𝑙𝑡

𝑇𝑚𝑒𝑙𝑡 − 𝑇𝑟𝑜𝑜𝑚
) 

(3-173) 

where 𝐻𝑣 is Vickers hardness of the tool, 𝑘𝑤𝑒𝑎𝑟 is a material specific wear constant, and 𝐴𝑐 is the contact 

area.  𝜎𝑦𝑜𝑇𝑜𝑜𝑙
 is the room temperature yield strength of the tool (a typical tool would have 𝜎𝑦0𝑇𝑜𝑜𝑙

>

1500 𝑀𝑃𝑎). 𝑇 is the current temperature of the tool, 𝑇𝑚𝑒𝑙𝑡 is the melt point of the tool (𝑇𝑚𝑒𝑙𝑡 > 1420 ℃). 

Equation (3-172) shows that the wear rate will increase with increasing contact pressure, ‖𝐹̅𝑁‖, and 

relative tangential velocity, ‖𝑣̅𝑇‖, at the contact interface. The wear will increase when a softer tool 

material is used. Note that the contact pressure (in this work) is an indirect function of the hardness of 

the aluminum since the stiffness (contact penalty from equations (3-155) and (3-159)) of the material will 

be affected by the flow stress law used. Figure 3-45 shows an example of predicted tool wear from the 

model described in section 5.3. This is a convex tool with a tapered cylindrical pin. The results show 

wear patterns that are intuitive for this type of tool geometry. 
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Figure 3-45 – Tool wear prediction example 

The developed tool wear model is simple, but at the same time provides a powerful approach to predict 

the effects of different process parameters on the wear of the tool. In this work, no experimental data is 

available and as such, the wear model should only be used to evaluate relative wear patterns. To be 

able to predict the actual life of the tool would require the determination of the value of the wear coefficient 

(𝑘𝑤𝑒𝑎𝑟 in equation (3-172). 

3.15 SOLUTION PROCEDURE 

The solution of the set of coupled continuum mechanics equations is undertaken with an explicit (forward 

difference) time stepping scheme. Due to the large plastic deformation (highly non-linear), an explicit 

procedure is more efficient and robust in comparison to an implicit solution strategy. In the explicit 

method, the set of equations are evaluated algebraically; there is no need to assemble and solve a 

system of equations. This makes the relative per time step calculation cost orders of magnitude faster 

than is possible with an implicit scheme (assuming an iterative sparse solving approach). Since the per-

step cost is higher for the implicit time stepping approach, one should use a much larger time step size. 

This is, however, unfeasible for the FSW process due to the rate at which the contact between the tool 

and the work piece is changing. It turns out that the time step requirements for FSW is controlled mainly 

by the contact condition, making the use of an implicit method incredibly computationally expensive. 
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Certainly, in less dynamic phases of FSW, such as the cooling phase, an implicit form would be beneficial 

(formulation is developed in section 9 – Appendices). 

The solution procedure seeks to determine a set of unknown variables: 𝑥̅, 𝑣̅, 𝜌, σ̿, 𝑇, and 𝑑𝑤𝑒𝑎𝑟 at 𝑡 =

𝑡 + ∆𝑡 based on known values at 𝑡 = 𝑡. The explicit scheme used is coined the “modified Euler” [209, 

235, 236]. The procedure is as follows: 

1. Initialize the mesh and field variables.  

2. Move the boundary particles (or surface mesh) with the imposed velocity or displacement. 

3. Perform the neighbor search algorithm. 

4. Calculate the average particle velocities with the XSPH method and adjust the material point velocity.  

5. Evaluate the right hand side of the density equation, 
𝑑𝜌

𝑑𝑡
. 

6. Calculate the material point pressure from the equation of state. 

7. Calculate the right hand side of the deviatoric stress update, 
𝑑𝑆̿

𝑑𝑡
. 

8. Calculate the effects from normal contact, 𝐹̅𝑁, friction (tangential), 𝐹̅𝑇, and assemble them together: 

𝐹̅𝑒𝑥𝑡 = 𝐹̅𝑁 + 𝐹̅𝑇 (3-174) 

9. Update the material point densities and deviatoric stresses with: 

𝜌𝑡+𝛥𝑡 = 𝜌𝑡 + 𝛥𝑡
𝑑𝜌

𝑑𝑡
 (3-175) 

𝑆̿𝑡+𝛥𝑡 = 𝑆̿𝑡 + 𝛥𝑡
𝑑𝑆̿

𝑑𝑡
 

(3-176) 

10. Call the appropriate material law and determine the plastic strain, deviatoric stress 

and the total stress. 

a. Evaluate if the material point stress surpasses yield, if not, retain the stress 

state and continue to Step 11, otherwise continue to Step 10.b, 
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b. Use the radial return algorithm to find the plastic strain increment and stress 

scale factor, 

c. Scale the deviatoric stresses back to the yield surface , 

d. Use the equation of state to calculate the pressure, 

e. Calculate the total stress. 

11. Calculate the right hand side of the momentum equation, 
𝑑𝑣̅

𝑑𝑡
. 

12. Calculate the acceleration vector from the artificial stress term to remove the tensile 

instability, 
𝑑𝑣̅

𝑑𝑡𝐴𝑆
. 

13. Calculate artificial viscosity, 
𝑑𝑣̅

𝑑𝑡𝐴𝑆
, if required. 

14. Calculate the total acceleration vector: 

𝑑𝑣̅

𝑑𝑡 𝑇𝑜𝑡𝑎𝑙
=
𝑑𝑣̅

𝑑𝑡
+
𝑑𝑣̅

𝑑𝑡𝐴𝑆
+
𝑑𝑣̅

𝑑𝑡𝐴𝑉
+
1

𝑚
𝐹̅𝑒𝑥𝑡 3-177) 

15. Calculate the right hand side of the energy equation and/or the heat diffusion equation, 

𝑑𝑒

𝑑𝑡
 and/or 

𝑑𝑇

𝑑𝑡
. 

16. Update the velocity, position and energy and temperature: 

 

 

 

(3-178) 

 

 

𝑣̅𝑡+𝛥𝑡 = 𝑣̅𝑡 + 𝛥𝑡
𝑑𝑣̅

𝑑𝑡 𝑇𝑜𝑡𝑎𝑙
 (3-179) 

𝑒𝑡+𝛥𝑡 = 𝑒𝑡 + 𝛥𝑡
𝑑𝑒

𝑑𝑡
 (3-180) 

𝑇𝑡+𝛥𝑡 = 𝑇𝑡 + 𝛥𝑡
𝑑𝑇

𝑑𝑡
 (3-181) 

𝑥̅𝑡+𝛥𝑡 = 𝑥̅𝑡 + 𝛥𝑡
𝑑𝑥̅

𝑑𝑡
+
1

2
𝛥𝑡2

𝑑𝑣̅

𝑑𝑡 𝑇𝑜𝑡𝑎𝑙
 (3-182) 

17. Evaluate the wear rate, 
𝑑

𝑑𝑡
𝑑𝑤𝑒𝑎𝑟, and update the surface wear depth:  

𝑑𝑤𝑒𝑎𝑟
𝑡+𝛥𝑡 = 𝑑𝑤𝑒𝑎𝑟

𝑡 + 𝛥𝑡
𝑑

𝑑𝑡
𝑑𝑤𝑒𝑎𝑟 

(3-183) 
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18. Return to step 2, continue until termination time is reached.  

The maximum time step size is found Equation (3-143) through (3-145), and is repeated here for 

completeness: 

𝛥𝑡 = 𝑚𝑖𝑛 (𝛥𝑡𝐶𝐹𝐿 , 𝛥𝑡𝑒𝑥𝑡)  

The mechanical time step is found based on the Courant-Friedrichs-Lewy (CFL) criteria: 

𝛥𝑡𝐶𝐹𝐿 = 𝐶𝐹𝐿 (
ℎ

𝑐 + ‖𝑣̅‖
)  

This condition ensures that an elastic stress wave propagating at the bulk speed of sound will be 

captured as it moves through an element of support size ℎ. The time step size due to external forces 

(from contact) is: 

𝛥𝑡𝑒𝑥𝑡 = 𝜖𝑒𝑥𝑡 (𝑚
 2‖𝑣̅‖

‖𝐹̅𝑁‖
)  

This condition ensures that the time step will be small enough to prevent an element from penetrating 

excessively within a body with which it is in contact. The value taken for the 𝐶𝐹𝐿 constant is problem 

specific. Various authors [188, 189, 236, 237] have shown that it should be no greater than 0.3 when the 

leapfrog or predictor-corrector integration scheme is used. For the modified Euler approach adopted in 

this work, Randles and Libersky [190] have shown that this integration scheme is stable for values up to 

1.5. A value of 0.7 appears to be sufficient for most FSW simulation with extensive non-linear transient 

behaviour. A value of 𝜖𝑒𝑥𝑡 = 1.0 is generally sufficient to ensure the contact behaviour is correctly 

captured.  

The explicit thermal time step is controlled by: 

𝛥𝑡𝑡ℎ𝑒𝑟𝑚 = 𝜒
0.3𝜌𝐶𝑝
𝑘

ℎ2 (3-184) 

where 𝜒 is a stability factor. When it is set to one, the time step size is at the limit of stability. In practice, 

𝛥𝑡𝑡ℎ𝑒𝑟𝑚 ≫ 𝛥𝑡, which could allow performing the heat transfer calculations less frequently than the 

mechanical calculations. However, for the FSW process, we have found that the heat transfer 



Robust and Efficient Meshfree Solid Thermo-Mechanics Simulation of Friction Stir Welding 

118  Kirk Fraser - April 2017 

calculations must be calculated at the same frequency as for the mechanical part. This is due to the 

interdependence on friction and plastic heat generation on the mechanical solver and vice-versa.   
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4 PARALLEL PROGRAMMING  

Many types of engineering simulations require a large amount of computational time due to the 

complexity of the numerical model and/or the sheer size of the computational domain. In the case of 

FSW, capturing all the aspects of the process requires a multi-physics approach that is very 

computationally burdensome. A typical FSW simulation can take many days or even weeks running on 

a single processing unit (sequential approach). For this reason, it is critical to be able to find an efficient 

means to run the simulation code in parallel. The idea is to split the domain into sub-regions and assigns 

them to individual processing units.  

A number of different parallelization strategies can be used to improve the performance of a simulation 

code. A popular method for small to medium sized models is to use a shared memory parallel (SMP, 

also referred to as symmetric multiprocessing) approach wherein each processor has its own sets of 

tasks, but the processors share memory. In this sense, all the simulation data is stored in a common 

memory location. OpenMP [238] is a very common directives-based programming language that can be 

used for SMP codes running on central processing units (CPU). Once the models become larger, the 

memory requirements will surpass the SMP model, in such cases distributed memory parallel (DMP or 

massively parallel processing, MPP) is a preferred option. Such a tactic is often employed with large 

numbers of CPUs, whereby the model and the data in memory is split up and assigned to individual 

compute “nodes”. This approach is called distributed-memory parallel and requires the individual 

compute “nodes” to be linked by a network. A message passing interface (MPI) [239] is required to 

provide the communication.  

Another parallelization strategy that has become very popular is to use the GPU. Today’s GPUs have 

hundreds, and in most cases thousands of “cores”. NVIDIA has developed an application programming 

interface (API) language that makes parallel programming on the GPU straightforward. The language is 

called “compute unified device architecture” (CUDA). In this chapter, the underlying principles of parallel 
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programming with CUDA will be detailed. The following sections will explain the programming strategy 

used in this research project: 

Section 4.1 introduces the layout of the GPU and why it is ideal for the developed SPH code, SPHriction-

3D. 

Section 4.2 will discuss some of the main features of CUDA Fortran and why this language was chosen 

for the SPH code. 

Section 4.3 presents a number of the programming concepts employed to improve the performance of 

the SPH code.    

Section 4.4 shows the performance of the thermal solver in SPHriciton-3D for a simple heat transfer test 

case. 

GPU programming is a vast and rich field of study; the approaches presented in this chapter are meant 

to be efficient, robust, and simple. We have found that the implementation of highly specialized 

algorithms meant to improve performance by a few percent is not worth the extra effort. Such 

undertakings will typically overcomplicate the code. The interested reader is directed towards the work 

of other authors leading the way in innovative GPU programming [240-255]. 

4.1 GPU ARCHITECTURE 

Figure 4-1 shows a schematic of the architecture of a typical GPU. Each multi-processor is composed 

of a large number of “thread processors”. The GPU has its own memory called global memory that is 

accessed by all the multi-processors. Data must be explicitly transferred between the CPU (dynamic 

random access memory, DRAM) and the GPU. The bandwidth for global memory access is ~336 GB/s 

on a GTX 980 Ti (state of art at time of press). However, transferring data from the CPU to the GPU is 

much slower (~6 GB/s). For this reason, as much as possible of the code should be programmed on the 

GPU to limit the amount of data transfer between the CPU and GPU. 

The SPH method is an excellent candidate for parallelization with the GPU. The large number of 

streaming multi-processors on a GPU is perfect for the computationally heavy nature of SPH. SPH codes 
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written to take advantage of the GPU can typically achieve speed-up factors of 20x to 100x over an 

equivalent serial CPU (see Dalrymple et al. [252] for example). In some cases, speed-up factors of over 

150x are possible; although, these are typically problems that are set up to fully exploit the architecture 

of a specific GPU.  

The ultimate goal of SPHriction-3D is to optimize the FSW process parameters through simulation. 

Currently, a single simulation run can take anywhere from a number of days to many weeks. This is just 

not feasible for performing virtual prototyping. The optimization process requires a number of iterations. 

If each iteration requires a number of days of calculation, then the full optimization process will take on 

the order of months. In order to optimize the process parameters, the GPU can be used to minimize the 

calculation time as much as possible.  

 

Figure 4-1 – GPU architecture 

Presently, there are two main open source codes available for fluid simulation with SPH on the GPU: 

DualSPHysics [256] and GPUSPH [247] as well as a commercial code, Impetus AFEA [257]. However, 

at this point, there does not exist an open source or commercial implementation of SPH for solid 

mechanics on the GPU. Many different fluid flow problems have been solved with the SPH by various 

authors [242, 246, 251, 253, 255, 258-267].  
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4.2 CUDA FORTRAN 

Fortran is a programming language that is deeply seeded within the scientific numerical simulation 

community. It has been heavily used for engineering simulations and has a very good numerical methods 

library. The choice between using C/C++, Fortran, Python, OpenCL, OpenGL… depends on the 

programmers experience with a certain language and what the intended audience is. We have chosen 

to use CUDA Fortran for SPHriction-3D because of the simple programming model. CUDA Fortran is 

Fortran with a set of extensions that allows the programmer to take advantage of the parallel nature of 

NVIDIA’s GPUs. CUDA is inherently a fine-grained data parallelisation. As such, there is very little 

overhead in creating a parallel instance (in CUDA terminology, this is known as a thread). In this section, 

some of the basic principles of CUDA Fortran will be discussed. The majority of the discussion will be 

from Ruetsch and Fatica [250].  

A comparison of Fortran and CUDA Fortran is shown in Figure 4-2. Here we have the same program 

functionality (time integration of a scalar quantity using Euler explicit scheme), the main difference is that 

the Do loop in the CPU version is replaced with parallel threads. Also, calling the subroutine is slightly 

different in CUDA Fortran (Attributes(Global) Subroutine used as opposed to Subroutine in the CPU version). 

Calling the subroutine is slightly different on the GPU, we must tell the compiler how many threads and 

thread blocks to launch, this is known as a CUDA kernel call and is accomplished with the triple chevrons 

syntax, <<<grid,tBlock>>>. This simple comparison shows how strikingly similar CUDA Fortran is to 

Fortran90. In comparison to OpenCL, CUDA Fortran is very straightforward.  
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Figure 4-2 – Code Comparison between Fortran and CUDA Fortran 

A typical GPU is composed of many thread processors that reside on a multiprocessor. The threads are 

grouped into thread bocks that are launched in a grid. The parallelization comes about by launching a 

large number of threads (see Figure 4-3 and Figure 4-4). Essentially, a thread should operate on a single 

element. So for example in SPH, a thread would be assigned to perform some calculations for a single 

SPH element. The number of concurrent threads that can be launched depends on the specific 

architecture of the GPU that will perform the calculations. For example, a GTX 660M, (NVIDIA Kepler 

generation), has a total of 1024 threads per block available. The device has 384 CUDA cores arranged 

on two multi-processors. It can have a total of 2048 threads per multi-processor (so a total of 4096 

concurrent threads across the whole device).   
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Figure 4-3 – GPU Architecture (Ruetsch and Fatica [250]) 

 

Figure 4-4 – Software and Hardware Schematic (NVIDIA, [268]) 

At this point in time, the GPU has its own memory banks. This means that variables must be transferred 

from the CPU (Host) to the GPU (Device) and back again. This is often a major bottle neck for scientific 

simulations on the GPU. Every attempt must be made to reduce the data transfers from Host to Device. 

Data transfers from Device to Host are needed to send results from the GPU to the CPU. This can be 

done in an intelligent way to limit the time wasted on transfers. Typically, the bandwidth of transfers from 

Host to Device is one to two orders of magnitude slower than memory bandwidth within the GPU (for 
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example, H to D bandwidth on the GTX 980Ti is around 6 Gb/s whereas on the GPU can achieve up to 

366 Gb/s).  

4.2.1 MEMORY 

Efficient use of memory is the key to good performance in CUDA. Each GPU has a limited amount of 

memory that can be used, so care must be taken. In addition, different types of memory are available 

depending on the type of task. A schematic of the memory model for the CPU and the GPU is shown in 

Figure 4-5. The Host and Device have separate memory locations. Memory must be transferred across 

the PCIe Bus from the Host to Device and vice versa.  

 

Figure 4-5 – Host and Device Memory Schematic (Balfour [212]) 

As seen in Figure 4-5, the GPU has a certain amount of device memory called global memory. This is 

typically three to twelve gigabytes on modern GPUs. The GPU also has a small amount of on-chip 

memory (such as constant, texture, and shared). Using constant memory is straightforward and is often 

used for variables that do not change during the simulation (hence the constant specifier). Texture and 

shared memory is difficult and very difficult to use respectively. Using these types of memory requires a 
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very different parallel strategy. Using texture memory was tested during the research project. No 

improvement in calculation time in the code resulted; the code simply became more complex. For this 

reason, only global memory is used. This approach makes the code efficient and robust without over 

complicating the programming strategy.  

For a code that passes a significant amount of data from the device to the host and vice versa, the use 

of pinned memory can be beneficial. Other improvements can be obtained by interleaving the data 

transfers with kernel executions using cudamemcpysync(). Since the code developed in this research work 

is entirely on the GPU, these techniques complicate the code without providing any significant 

improvements. Neither pinned memory or asynchronous memory transfers have been implemented for 

these reasons. More information on the CUDA memory model can be found from [241, 245, 249, 250, 

254]. 

4.2.2 CUDA KERNELS 

At the heart of CUDA is the kernel; they are the subroutines that contain the parallel threads to be 

executed on the Device. There is a short example of a comparison between calling a Host subprogram 

and a CUDA kernel in Figure 4-2. More examples can be found from PGI’s CUDA Fortran reference 

manual [245].  

Global Kernel 

A Global kernel is a subroutine that is called by the Host and is executed on the Device. Global kernels 

can only be called from Host code. They are defined using the syntax: 

Attributes(Global) Subroutine SubName(Var1,Var2,…) 

 

Other modules can be used within Global kernel, as can variables be declared as they typically would 

be in a standard Fortran90 subroutine. The Value variable qualifier: 

Real, Value:: VarVal 
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is useful for passing Host variable directly to a kernel without explicitly passing the variable to the Device 

memory.  

Device Subprogram 

A Device subprogram is a subroutine that is called by the Device and is executed on the Device. Device 

subprograms can be called from within a Global kernel or from another Device kernel. They are defined 

using the syntax: 

Attributes(Device) Subroutine SubName(Var1,Var2,…) 

 

One slight limitation with Device subprograms is that they should be in the same Module as the Global 

kernel that calls the Device Subprogram. PGI has recently come up with a way to re-distribute kernels 

from one Module to another (allowing Device subprograms to be out of the calling kernels Module). The 

problem stems from linking the different modules together; at this point, there is no Device linker.   

Invoking a Kernel 

Calling a CUDA kernel in CUDA Fortran is very similar to the method used in CUDA C/C++. A set of 

triple chevrons are used specify the launch configuration: 

Call SubName<<<grid,tBlock>>>(Var1,Var2,…) 

 

Grid is the number of blocks to launch and tBlock is the number of threads per block. In SPHriction-3D, 

kernel launches are performed by declaring grid and tBlock to be Dim3 variables (structure of x,y,z). A 

typical declaration is: 

tBlock = Dim3(256,1,1) 

grid = Dim3(ceiling(Real(nTotal)/tBlock%x),1,1) 

 

This will launch 256 threads per block and enough blocks to handle the nTotal elements. This launch 

configuration is common for vectors. If we want to operate on a multi-dimensional array, we can simply 

increase the number of threads per block in the y and z dimension. The ceiling function is needed to 
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ensure that enough blocks are launched for an arbitrary number of elements. Once the kernel is launched 

with a specific configuration, the kernel has access to that specific number of threads. Threads, blocks 

and grids are used to index the elements of an array in a kernel. The common approach is: 

Attributes(Global) Subroutine Increment(a,nTotal) 

Implicit None 

Integer, Value:: nTotal 

Real:: a(nTotal) 

Real, Parameter:: b = 1 

i = (blockIdx%x-1)*blockDim%x+threadIdx%x 

If (I >= 1 .and. I<= nTotal) Then 

 A(i) = a(i) + b 

End If 

End Subroutine Increment 

 

We need to prevent reading or writing past the actual number of elements in the actual kernel, this is 

done using the if statement shown above. The blockDim%x is the number of blocks launched in the first 

direction. The blockIdx%x is a unique value attributed to each block in the first direction. The blockIdx%x-1 

is different than in CUDA C because Fortran uses indices that start at one, not at zero. The threadIdx%x 

is the unique value for the thread in the block.  

4.3 PARALLELIZATION STRATEGY OF THE SPH CODE 

The basic strategy is to launch a thread for each SPH element that needs to be processed. For 

simulations with more than a few thousand elements, the threads are put in a launch queue and are 

executed in parallel as threads become available during run-time.  

4.3.1 NEIGHBOR LIST DATA STRUCTURE 

The fundamental idea behind SPH is to interpolate field variables on a point by point (collocation) basis 

by considering the interaction with a finite set of neighbors (𝑗th particles) that influence the point of 

concern (𝑖th particle). These neighbors need to be determined with a searching algorithm. How the 

neighbor list is laid out and organized can mean the difference between a simple parallel strategy and 

an incredibly cumbersome one.  
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In this work, the neighbors list is stored into a 2-D array. Other groups [246, 247, 251, 260, 269, 270] 

have used linked-lists that are slightly more efficient for memory use. The linked-list is a cumbersome 

and complicated data structure to modify and update. In the 2-D array, the first entry in each column is 

the 𝑖th particle, the second entry in each column is the number of neighbors for the 𝑖th particle and the 

subsequent entries are the neighbors of the 𝑖th particle. For example, in 3D, the maximum number of 

neighbors for an equally spaced grid is ~56. The array is setup with nTotal rows (total number of SPH 

elements in the simulation) by nNeib_max+2 columns (nNeib_max is the maximum expected number of 

neighbors for any one particle in the active simulation). Two must be added since the first two slots in 

each column do not hold neighbor information. A schematic of the data structure is shown in Figure 4-6. 

The array, Neib(nTotal,nNeib_max), is allocated at the start of the simulation as an array of integers. This is 

a reasonable approach for computational solid mechanics problems because the number of elements 

does not change throughout the simulation. This is in contrast to a fluid simulation where the fluid will 

likely flow in and out of the simulations domain. This is not the conventional way to set up the neighbor 

list in most SPH codes. The reason for doing this is that this layout will lend itself very well for setting up 

an adaptive search approach (described in section 4.5).  
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Figure 4-6 – Neighbor Array Layout, Neib(nTotal,nNeib_max) 

4.3.2 STRUCTURE OF ARRAYS (SOA) 

The way that the data is arranged in memory is very important for parallel programming in general and 

especially on the GPU. The GPU is set-up to fetch data from memory in chunks (up to 128 values at 

once, if the correct data layout is used). The idea is to try to arrange the data in a contiguous manner so 

that as the data is needed, it can be accessed quickly by the GPU. A common data layout is to organize 

using an array of structures (AoS). For example, the data for a particle could be setup as: 

Type Particle 

 Integer :: ID 

 Real :: X 

 Real :: Y 

 Real :: Z 

End Type 

Type(Particle), Dimension(:), Allocatable:: SPHelement 

 

The drawback of this approach is that the data will be organized in the memory resisters as shown in 

Figure 4-7. In this example, there are three SPH elements (SPHelement is allocated to 3). In comparison 

the data could be flipped around and stored as a structure of arrays: 

Type Particle 

 Integer, Dimension(:), Allocatable :: ID 
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 Real, Dimension(:), Allocatable :: X 

 Real, Dimension(:), Allocatable :: Y 

 Real, Dimension(:), Allocatable :: Z 

End Type 

Type(Particle):: SPHelement 

 

Although the difference in data storage is subtle, the improvement is drastic for parallel programming. 

This allows the GPU to fetch large chunks of data at once since now the values are arranged 

contiguously in memory. Figure 4-7 shows a simple SoA for three SPH elements. 

The SoA approach is used in this research project and is found to be at least 4x faster than AoS. For 

some data structures, SoA can be 8x or even 16x faster (depending on the data access required by the 

specific algorithm).  

 

 

Figure 4-7 – AoS and SoA data structures 

4.3.3 SPH SUMS (REDUCTIONS) 

The SPH sums are the backbone of the SPH method. They are essentially reductions performed for 

each set of particle interactions. Typically a reduction requires 30 to 60 operations per particle (depends 

on the 𝑖th particles number of neighbors). Since the number of elements in an SPH simulation is often 

many orders of magnitude greater than the number of neighbors for each particle, an attempt to perform 

the reductions in parallel would be inefficient.  

The idea is that a tread is set up for each element. Within the thread, a loop is used to accumulate the 

quantity that is being calculated. Reductions are very tricky to run in parallel in CUDA; there are many 
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ways to do it, but for a large set of relatively small reductions, it is more efficient to perform the reduction 

in series. An example of an SPH sum is shown in Figure 4-8. 

 

Figure 4-8 – SPH sum example 

4.4 PERFORMANCE COMPARISON – HEAT TRANSFER SIMULATION 

For this test, SPHriction-3D has been simplified to test the thermal solver only. The program consists 

only of the following four main components: 

1. Neighbor Search (brute force, O (𝑁2)) 

2. Determine surface particles and their normal vectors 

3. Perform SPH heat transfer calculations (equation (3-99)) 

4. Perform explicit time integration using forward difference scheme (Euler),  

Timers have been wrapped around each of the main subroutines in the code. A comparison between 

the serial implementation of the code on the CPU and a parallel implementation on the GPU will be 

performed. The system used to perform the simulations is summarized as: 

- Intel I7-3630QM CPU 
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- NVIDIA GeForce GTX 660M GPU 

- NVIDIA Tesla K20 GPU (NVIDIA test drive on a Windows Server Cluster) 

- NVIDIA Tesla K40 GPU (NVIDIA test drive on a Windows Server Cluster) 

Full specifications for the processing units can be found at  

- http://ark.intel.com/products/71459/Intel-Core-i7-3630QM-Processor-6M-Cache-up-to-3_40-

GHz  

- http://www.geforce.com/hardware/notebook-gpus/geforce-gtx-660m/specifications 

- http://www.nvidia.com/object/tesla-servers.html  

Five different number of elements will be considered;  

1. 215 (32,768 elements) 

2. 50,000 

3. 216 (65,536 elements) 

4. 100,000 

5. 200,000 

For each of the element number cases, each set of tests will be carried out on the different processors 

as previously outlined. The 215 and 216 cases are chosen since the GPU is expected to be efficient at 

powers of two. 

4.4.1 PERFORMANCE RESULTS 

For the performance comparison, a comparison of the total simulation time for the various cases is 

compared in Figure 4-9. In general, a speed up of 10x to 20x is obtained compared to the CPU version 

with the GTX 600M. These performance values are conservative since the comparison is with respect 

to a relatively high speed CPU to a moderate GPU. The results from the Tesla K20 and K40 are 

significantly faster. The best speedup on the K20 is for the 65636 element case with a factor of 94.9x. 

The best for the K40 is found to be 127.3x. A graph showing a comparison of simulation times is shown 

in Figure 4-9. A comparison of the speed up factors is provided in Figure 4-10. 

http://ark.intel.com/products/71459/Intel-Core-i7-3630QM-Processor-6M-Cache-up-to-3_40-GHz
http://ark.intel.com/products/71459/Intel-Core-i7-3630QM-Processor-6M-Cache-up-to-3_40-GHz
http://www.geforce.com/hardware/notebook-gpus/geforce-gtx-660m/specifications
http://www.nvidia.com/object/tesla-servers.html
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Figure 4-9 – Total simulation time comparison 

 

Figure 4-10 – Speed up factor comparison 

The Tesla K40 GPUs are dedicated calculation units that have no graphics capabilities. Each card is 

priced at ~5000.00$. They are about 20 times more expensive than the GTX 660M. In a situation where 
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only the fastest simulation times will do, it is obvious that the increases in computing power (and cost) 

are well worth it. On the other hand, recently, NVIDIA has released the GTX 980Ti, it is ~850.00$ and is 

actually slightly faster than the K40 for single precision calculations.  

4.5 ADAPTIVE NEIGHBOR SEARCH ON THE GPU 

One of the most common searching methods involves binning the particles into cubes with length of 2h. 

The search is then accomplished by searching only to the neighboring bins of the bin in which the 

concerned particle resides. Figure 4-11 shows a schematic of a two dimensional domain that has been 

set up for a Cartesian grid for particle binning. In this situation, the search is carried out only with particles 

in the 8 neighbor bins in 2D or 26 in 3D. This method is a drastic improvement over the direct search 

without being overly complicated.  

The implementation of the neighbor search on the GPU is slightly different because pairwise interactions 

cannot be leveraged. Typically, for a CPU algorithm, the neighbor list will only list the interacting particles 

once (this is done by requiring that 𝑗 be greater than 𝑖 in the search). As such only 13 cells must be 

searched in the cell search method. Conversely, the neighbor search on the GPU is performed for all 

the pairs; this means that all 26 neighboring cells are searched.  

 

Figure 4-11 – Schematic of Cell Search Method 
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Typically, a solid mechanics model will contain regions in the domain that are either distinctly elastic or 

predominately plastic. For regions in the model with elastic strains, simulation time can be reduced by 

not evaluating the neighbors for the particles in the elastically deforming zone. Such a procedure sets 

up an adaptive approach where only the elements in the model undergoing significant plastic deformation 

will have their neighbors updated.  

Very little work has been undertaken in the research community for adaptive neighbor searching. To our 

knowledge, the only group that has worked on this is Pelfrey and House [271]. They proposed an 

adaptive neighbor search for fluid dynamic simulations. Their algorithm is mainly intended to speedup 

SPH fluid graphics rendering (for video games or cinematography). One of the drawbacks of their method 

(and most likely, why very little work has been done in this field) is that for a typical fluid simulation, not 

re-evaluating the smoothing function for each particle can introduce significant error. They mention in 

their publication that the results are “visually” similar with the adaptive search. They do not compare their 

method quantitatively. 

The adaptive neighbor search that is proposed is based on the cell search method. Some slight changes 

are needed to the standard algorithm. In this work, a linked list data structure is not used as this would 

be cumbersome and would slow down the algorithm. Insertion and deletion from a linked list is somewhat 

complicated. Instead a static 2D array with the 𝑖th columns listing the neighbors for the 𝑖th particle. This 

method is less efficient from a memory standpoint because we must fix the amount of memory allocated 

for the rows in the array (when ℎ𝑠𝑐𝑎𝑙𝑒 = 1.2, enough memory must be allocated for at least 56 neighbors 

per particle). That being said, the adaptive algorithm can be modified to different data structures as well 

as for different search methods (Verlet, Octree…).  

The adaptive search process is as follows: 

 Perform a neighbor search over the whole domain for the first cycle. This involves 

 Finding the bounds of the simulation 

 Determining the number of cells in each dimension 

 Binning particles into their cells 
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 Searching for neighbors  

 Calculate conservation of mass, momentum, material models, external forces, etc 

 The effective plastic strain increment is determined based on the material model 

 Build a list of elements with an effective plastic strain (𝛥𝜀𝑝) that surpasses a threshold, 

adapt_thresh. This is done by: 

 Cycle through the elements, if an elements 𝛥𝜀𝑝 is greater than adapt_thresh place the 

element id in a list called AdaptSearchList 

 Mark the element in another array called AdaptNode, this array can be used to show which 

elements are adapted in the post-processor 

 Increment a counter (nNodeAdaptSearch) to keep track of how many elements are in the 

AdaptSearchList. On the GPU, we use an atomicinc() function to prevent incorrect 

incrementation of nNodeAdaptSearch. 

 Pass nNodeAdaptSearch and AdaptSearchList to the cell search subroutine. The search is performed 

only for the nodes in the AdaptSearchList 

 The neighbors are updated 

 The smoothing function values are updated 

 The neighbor list and smoothing function values are kept and re-used for the SPH elements that 

are not on the AdaptSearchList  

The AdaptNode array is used to visualize which elements are processed in the adaptive search. This is 

an important consideration to ensure that the field of elements adapted is not overly discontinuous.  

Important Notions that Make the Algorithm Efficient 

There are a few concepts that lead to the efficiency of the algorithm: 

1. Often, a large simulation domain in CSM problems must be used to model correctly the boundary 

conditions and other important aspects. There will typically be large portions of the domain that 

are responding elastically. This is a stark contrast to a fluid simulation where the whole domain 

is “active”. 



Robust and Efficient Meshfree Solid Thermo-Mechanics Simulation of Friction Stir Welding 

138  Kirk Fraser - April 2017 

2. For infinitesimal strains, the Piola-Kirchhoff stress tensor is equivalent to the Cauchy stress 

tensor. This is important because the total Lagrangian formulation in SPH classically uses the 

Piola-Kirchhoff stress tensor.  

3. In the elastic regions, the total Lagrangian formulation can be written using the Cauchy stress 

tensor and the deviatoric stresses can be found by integrating the Jaumann rate equation.  

4. The region of the domain that is deforming elastically does not need their neighbor list or 

smoothing function updated; only the regions with plastic deformation. 

The approach is equivalent to using the total Lagrangian formulation in the elastic zones. The elements 

that are undergoing plastic deformation will have their neighbors list and smoothing function re-

evaluated. This is akin to using the Eulerian formulation in the plastic areas. This approach was 

presented at the 13th International LS-DYNA conference, full details and examples are available in the 

associated paper [272]. 

4.6 AN EFFICIENT PARALLEL SURFACE TRIANGULATION ALGORITHM 

Free surface triangulation is an important realm of research in many industries. Of particular note is the 

video game industry where a set of points must be rendered as a surface using triangulation [273, 274]. 

Other industries include shipbuilding [275], machining [276], shoreline erosion [277], as well as many 

other fields [278-283]. In the case of this research project, surface triangulation is a powerful means to 

show the results from the meshfree simulations. The general triangulation approach can be summarized 

by first determining the particles located on the free surface (as described in section 3.9.3), then the 

particles are joined together to form three node triangular elements as shown in Figure 4-12.  

Performing a true Delaunay triangulation is a complicated task, even more so in parallel. However, in 

the case of visualizing the meshfree results, a simple patchwork of triangles (non-Delaunay) is sufficient. 

In this sense, there will be redundant triangles, which effectively wastes memory and calculation time. 

For the simulation models in this project, the increased memory is negligible and the calculation time can 

be drastically reduced because creating such a patchwork of triangles can be accomplished very 

efficiently on the GPU (this is not the case for true Delaunay triangulation).  
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Figure 4-12 – Surface triangulation sequence 

The triangulation algorithm uses the surface node and neighbor arrays. The idea is to connect the 𝑖th 

particle with its j neighbors that are within a cut off distance 𝑑𝑐𝑢𝑡. To do this, a list of surface only 

neighbors, 𝑁𝑒𝑖𝑏𝑆𝑢𝑟𝑓, is established from the full neighbors list. Next, the domain is split into a uniform 

grid (spatial hashing) of size SurfCellfactor. Each of the surface particles then have a unique hash ID, which 

allows for an efficient parallel implementation on the GPU. To create the surface triangles, the surface 

neighbor list is iteratively processed forming triangles from tuples of neighboring surface nodes. The 

algorithm is of O(
1

2
𝑁𝑚!), where 𝑁 is the total number of surface particles, and 𝑚 is the average number 

of surface neighbors per particle. The factorial comes about because the neighbors list must be 

recursively traversed. The algorithm is rather complex in order to achieve good performance on the GPU 

and is provided in the appendices. 
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5 MODELLING, VALIDATION AND TEST CASES 

In the previous sections, the groundwork was laid to afford a strong foundation for the numerical 

simulation of the FSW process. The simulations presented in this chapter are all performed using the 

developed meshfree code, SPHriction-3D. The code is the first of its kind, providing a robust and efficient 

means to solve complex, large deformation, multi-physics problems on the GPU. In each of the 

examples, the goals will be threefold: 

1. Develop a phenomenological based model of different FSW processes capable of predicting 

temperature history and fields, deformation, defects, as well as force and torque 

2. Show that the results from the numerical models closely fit those from the experimental tests 

3. Provide valuable insight into the various processes, with attention primarily on the underlying 

physics 

Four different FSW processes will be presented in this chapter: butt joint FSW, lap joint FSSW, complex 

joint FSW, and bobbin tool FSW of a hollow core section. The chapter is organized into the following 

sections: 

Section 5.1 presents the numerical model of a butt joint FSW weld. The experimental setup is outlined, 

and results from the simulation are compared. Excellent correlation for temperature, deformation, and 

defects is obtained. The experiments for this work were carried out in the CURAL lab at UQAC. 

Section 5.2 introduces a model of the friction stir spot welding process for a lap joint. Three test cases 

will be compared with experimental results for the tool force and torque. This set of experiments was 

performed at the “Centre de Soudage par Friction-Malaxage” at CEE-UQAC.   

Section 5.3 provides one of the first fully coupled large deformation thermo-mechanics simulation of a 

complex FSW joint geometry. The joint is common for many structural applications such as bridge decks, 

train roofs, and aircraft fuselages. Three cases will be presented, the first case serves to validate the 
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model, and the remaining models are used to investigate viable options for reducing the quantity of flash. 

This set of experiments was performed at the “Centre de Soudage par Friction-Malaxage” at CEE-UQAC. 

Section 5.4 offers a simulation model of the bobbin tool FSW process. A hollow core section is welded 

in the lab and the results from the simulation are compared. The focus in this model is the validation of 

the size and location of various defects common in the bobbin tool FSW process. This set of experiments 

was performed at the “Centre de Soudage par Friction-Malaxage” at CEE-UQAC. 

Section 5.5 focuses on a series of parametric studies for the butt joint FSW model presented in section 

5.1. These studies are designed to highlight certain aspects of the FSW process and shed light on the 

physics behind the scene. 

Section 5.6 wraps up the chapter with a look at the residual distortion and the associated perceived 

stresses in a FSW weld. The simulation model goes through all the phases of the weld process from 

initial clamping to complete cool down of the plates. 

Prior to working on simulating the FSW process, a large effort was undertaken to verify each of the 

various parts of the simulation code. A number of the verification test cases (elastic deformation, plastic 

deformation, heat transfer, momentum conservation, contact, etc.) are provided in the Appendices.  

5.1 BUTT JOINT WELD – FRICTION STIR WELD 

The majority of the research work focused on in this project is that of a butt joint weld of two 12.7 mm 

AA6061-T6 plates. This joint is easy to study in the lab due to its simplicity and is the subject of focus of 

many research groups. The experimental setup is shown in Figure 5-1; the top surface of the two plates 

is painted with a high temperature tolerant flat black spray paint. This helps to obtain good measurements 

with the infrared thermal camera (Thermal camera) because the paint has a constant emissivity of ~0.95. 

Note that the region where the FSW tool will progress is not painted, as this will negatively affect the 

friction between the tool and the work pieces. Furthermore, if the weld region were to be painted, the 

paint particles would become mixed into the weld joint, causing internal flaws. Thermocouples are 

embedded in the work pieces according to Figure 5-2. The thermocouples are located 2.15 mm from the 
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top surface of the work pieces. The experiments are performed in the CURAL lab at UQAC using FSW 

machine that was converted from a CNC. 

 

Figure 5-1 – Experimental setup for butt weld joint 

The experimental setup allows for determining the temperature history within the plates as well as on 

the surface of the plates using a Thermal camera. The setup does not allow for determining force and 

torque. A method to find the residual stresses (discussed in Section 5.6) in the completed joints has also 

been developed using a non-destructive approach with digital image correlation (DIC).  
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Figure 5-2 – Thermocouple arrangement for butt weld joint 

The tool used is shown in Figure 5-3. The tool has a threaded design and a smooth concave (0.25 mm 

concavity) shoulder. The shoulder diameter is 21.6 mm, upper pin diameter is 11.0 mm, and lower pin 

diameter of 8.4 mm. The length of the pin is 10.8 mm. The pin is threaded with 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 = 1.25 𝑚𝑚, and 

the shoulder is featureless. The CNC machine is only capable of position control with constant tool 

velocity.  

A number of tests have been performed in the lab. Three cases will be presented from the experimental 

results: 

1- 800 rpm 305 mm/min advance 

2- 800 rpm 660 mm/min advance 

3- 800 rpm 1069 mm/min advance 

In all cases, the plunge speed is 38 mm/min and the dwell time is 5.0 s. 



Robust and Efficient Meshfree Solid Thermo-Mechanics Simulation of Friction Stir Welding 

144  Kirk Fraser - April 2017 

 

Figure 5-3 – FSW tool for butt weld joint 

A typical temperature history profile from the experiments is shown in Figure 5-4. Note that the data 

acquisition typically starts prior to the onset of the FSW process. This is done to ensure that important 

information is not missed during the tests. Because of this requirement, the experimental data is time 

shifted to ensure that the start of the temperature data corresponds to the start of the numerical 

simulation. The different phases shown in the graph are: 

A Plunge; pin engaged  

B Plunge; pin and shoulder engaged 

C Dwell 

D Advance 

Although ten thermocouples were used in the experimental work, only the results from TC3, TC4, TC8, 

and TC9 will be used to compare results from the simulation models. Using more measurement points 

tends to overcrowd the graphs and reduces their overall readability. TC8 and TC9 are located close to 

the weld line at the plunge location. TC3 andTC4 are located ¾ of the way along the work pieces (in the 

weld direction, again close to the weld line).  
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Figure 5-4 – Typical temperature history for butt weld joint 

5.1.1 MODEL DESCRIPTION 

The simulation model is composed of a combination of SPH elements and rigid finite elements (as shown 

in Figure 5-5). The two aluminum work pieces are modeled with elastic-plastic-thermal SPH elements. 

The tool and support base are modeled with zero thickness triangular plate rigid finite elements. A single 

layer of SPH elements is used to take into consideration the thermal mass of the tool and support base. 

This is a robust approach to get the thermal energy in the system correct. However, the method does 

not reproduce the temperature gradients within the tool and base. An equivalent thickness of 10 mm for 

the base, 4 mm for the pin, and 10 mm for the shoulder was used. This approach is not mandatory for 

the simulation code; in fact, the tool and support base could be entirely modeled with SPH elements. 

The trade off in temperature resolution would come in the form of increased computational time. Under 

certain situations, resolving the full thermal problem in the tool and base may be warranted. Such 

situations could be testing the sensitivity of the welding parameters on the base material and dimensions, 

or perhaps an investigation of the subsequent tool wear with different tool shapes.   
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Figure 5-5 – FSW model of butt weld joint 

The element spacing is setup on a uniform grid for the work pieces with an inter-particle spacing of 1.27 

mm, this gives 10 elements through the thickness of the aluminum plates. The tool and base are meshed 

to provide an average finite element size of ~1mm; this is an efficient size for the contact calculations. A 

smaller tool mesh would increase the contact search time. Larger elements would have an effect on the 

number of contact pairs and lead to the need to perform the contact pair search more frequently.  

The time step is controlled by the CFL condition, 𝐶𝐹𝐿 = 0.7 and 𝑑𝑡𝑚𝑖𝑛 = 2.07𝑥10
−7 s. 𝑉̃𝑆𝐹 = 30 (velocity 

scaling factor) has been used for this case study. The model is run in three distinct phases, plunge, dwell, 

and advance. In this case, the tool does not ramp up smoothly to full advance speed. The CNC machine 

is powerful enough to cause the tool to “jump” from not moving to full advance speed in a fraction of a 

second. The numerical model has been setup to mimic this “infinite acceleration” behaviour.  
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Four different material models will be used to test the ability of each to reproduce the correct material 

flow and temperature history. The material models are: 

1 Johnson-Cook (JC) with perfect plasticity. Material parameters as shown in  

2 The damage constants used in the cumulative damage friction model were listed in section 

3.12.The various test cases were run in SPHriction-3D; the results will be presented according 

to the specific test cases (see section 5.1.1 for details of the cases). All graphs are made in 

GNUplot, and graphical results from the FSW models are presented using ParaView v3.12.0. 

The force and torque results are filtered using a low pass filter.  

3 Table 5-2, 𝐵𝐽𝐶 and 𝑛𝐽𝐶 are set to zero 

4 JC with strain hardening. Material parameters as shown in  

5 The damage constants used in the cumulative damage friction model were listed in section 

3.12.The various test cases were run in SPHriction-3D; the results will be presented according 

to the specific test cases (see section 5.1.1 for details of the cases). All graphs are made in 

GNUplot, and graphical results from the FSW models are presented using ParaView v3.12.0. 

The force and torque results are filtered using a low pass filter.  

6 Table 5-2 

7 Newly developed material model, FKS, with material parameters as shown in Table 3-2 

8 A combination of JC strain hardening and the FKS (JC-FKS) strain rate and thermal softening 

form: 

𝜎𝑦(𝜀̂
𝑝 , 𝜀̇, 𝑇∗) = (𝐴𝐽𝐶 +𝐵𝐽𝐶𝜀̂

𝑝𝑛𝐽𝐶)𝛬(𝜀̇, 𝑇∗)𝛩(𝑇∗) (5-1) 

where 𝛬(𝜀̇, 𝑇∗) and 𝛩(𝑇∗) were presented in eqn. (3-128) and (3-130). The resulting flow stress curves 

from eqn. (5-1) are shown in Figure 5-6. Notice that the strain hardening causes the flow stress to diverge 

away from the compression test results found experimentally.  
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Figure 5-6 – Flow stress from JC-FKS (from eqn. (5-1)) compared to compression test 

All the cases in this section use non-linear thermal material properties. The thermal conductivity and heat 

capacities are parabolic and quintic functions respectively (shown in Figure 5-7). The thermal properties 

are based on Mills [284]: 

𝐶𝑝(𝑇) = 4.6 × 10
−10𝑇5 − 4.9 × 10−7𝑇4 + 1.8 × 10−4𝑇3 − 2.8 × 10−2𝑇2 + 2.2𝑇

+ 861 

(5-2) 

𝑘(𝑇) = −4.3 × 10−4𝑇2 + 0.17𝑇 + 175 (5-3) 

Unfortunately, the thermal properties are not well known and the functions should be seen as 

approximate values. The modulus of elasticity is also taken as a parabolic function of temperature based 

on Eurocode 9 [285] (shown in Figure 5-7): 

𝐸(𝑇) = −2.13 × 105𝑇2 − 3.0 × 106𝑇 + 7.0 × 1010 (5-4) 
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Figure 5-7 – Thermal properties of AA6061-T6 

A series of simulations have been performed to highlight the code's ability to provide extensive insight 

into the effect of different process parameters, flow stress models, and friction models. The test cases 

are divided into three categories: 

1 Material model testing 

a. JC perfect plastic with stick-slip cumulative damage friction (CDF) – 800 rpm, 1069 

mm/min 

b. JC strain hardening with CDF  – 800 rpm, 1069 mm/min 

c. FKS with CDF – 800 rpm, 1069 mm/min 

d. JC-FKS with CDF – 800 rpm, 1069 mm/min 

2 Friction model testing 

a. Slip friction (Coulomb) with JC-FKS – 800 rpm, 1069 mm/min 

b. Stick with JC- FKS – 800 rpm, 1069 mm/min 

c. Stick-slip, 𝛿 = 0.5, with JC- FKS – 800 rpm, 1069 mm/min 

d. CDF with JC-FKS – 800 rpm, 1069 mm/min (same as case 1d) 
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3 FSW process parameter testing 

a. 800 rpm, 305 mm/min - CDF with FKS  

b. 800 rpm, 660 mm/min - CDF with FKS 

c. 800 rpm, 1069 mm/min - CDF with FKS (same as 1c) 

Table 5-1 – Thermal-physical properties simulation model components 

Work-Pieces Mechanical (AA6061-T6) Work-Pieces Thermal 

Parameter Value Units Parameter Value Units 

Density, 𝜌 2700.0 Kg/m3 Conductivity, 𝑘 Figure 5-7 W/mK 

Initial yield, 𝜎𝑦0 276.0 MPa Heat capacity, 𝐶𝑝 Figure 5-7 J/kgK 

Shear modulus, 𝐺 26.3 GPa Tool and Base Thermal (Hardened Steel) 

Room temperature, 𝑇𝑅  20.0 °C Conductivity, 𝑘 55.0 W/mK 

Melt temperature, 𝑇𝑚𝑒𝑙𝑡  582.0 °C Heat capacity, 𝐶𝑝 485.0 J/kgK 

Speed of sound, 𝑐 4722 m/s Density, 𝜌 7850.0 Kg/m3 

 

The damage constants used in the cumulative damage friction model were listed in section 3.12.The 

various test cases were run in SPHriction-3D; the results will be presented according to the specific test 

cases (see section 5.1.1 for details of the cases). All graphs are made in GNUplot, and graphical results 

from the FSW models are presented using ParaView v3.12.0. The force and torque results are filtered 

using a low pass filter.  

Table 5-2 – Johnson-Cook Parameters – AA6061-T6 

Parameter Value Units 

𝐴𝐽𝐶   276.0 MPa 

𝐵𝐽𝐶   255.0 MPa 

𝑛𝐽𝐶   0.3 - 

𝑚𝐽𝐶   1.0 - 
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5.1.2 SIMULATION RESULTS – MATERIAL MODEL TESTING 

The different flow stress models will be compared in this sub-section. The temperature history at TC3-4 

and TC8-9 are shown in Figure 5-8. In general, the different models produce the same distinctive phases 

as found experimentally. In cases 1a, 1c, and 1d, we can see that the slope of the curve for TC3-4 is 

less than that of the experimental results. On the other hand, the rather stiff Johnson-Cook flow stress 

model (case 1b) follows almost exactly the experimental results. Clearly, the combination of a stiffer 

thermal softening model along with the JC strain hardening approach leads to an increase in the heat 

generation rate. This can be explained by an increase in friction heat in the stiffer model. This leads to a 

greater relative velocity between the tool and work-pieces. All the models other than 1c provide an over-

estimate of the peak temperature at TC3-4 (located ¾ of the way along the weld line). Interestingly 

enough, although case 1b produces the highest temperatures, the model predicts the least volume of 

the internal defects as shown in Figure 5-12. The amount of plastic deformation in the model is greatest 

in case 1a since perfect plasticity is used.  

A comparison of the temperature at the end of the dwell phase (at TC9) between experiment and 

simulation is shown in Table 5-3. The percent error is below 7% for cases 1a, 1c, and 1d. A similar 

comparison of the maximum temperature during the advancing phase (TC4) is presented in Table 5-4. 

Here the only case that provides a reasonable error is 1c (at 4%); all the other cases result in errors of 

16-30%. This result further supports (and validates) the development of the FKS flow stress model and 

the cumulative damage friction law.   
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Figure 5-8 – Temperature history for case 1a, 1b, 1c, and 1d 

Table 5-3 – Temperature comparison at end of dwell phase (TC9) 

Case Experiment [°C]  Simulation [°C] % Error 

Case 1a  309 322 4.2 

Case 1b 309 380 23.0 

Case 1c 309 291 5.8 

Case 1d 309 330 6.8 

 

Table 5-4 – Maximum temperature comparison during advance phase (TC4) 

Case Experiment [°C]  Simulation [°C] % Error 

Case 1a  171 207 16.9 

Case 1b 171 230 30.0 

Case 1c 171 184 4.0 

Case 1d 171 208 17.5 
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The newly proposed flow stress model provides an excellent prediction of the internal defects as shown 

in the comparison of Figure 5-9. Here, the defects have been extracted using the free surface 

triangulation algorithm (see section 4.6) from the particles in the defect zones. Note the intermittent 

nature of the defects in both the simulation and experimental results. The weld shows a sizeable defect 

at the plunge/dwell site, and then the defects diminish in size and number until ~¼ of the way along the 

weld line. From ¼ to the end of the weld, the defects continue to increase in size. This is explained by 

the high temperature attained during plunge and dwell. Once the tool starts to advance, the peak weld 

temperature falls significantly (for the 1069 mm/min case). The average height of the defects in the 

simulation model is ~4.5 mm, compared to ~5 mm in the actual FSW joint.    

 

Figure 5-9 – Comparison of predicted defects (advancing side of case 1c and 3c) to experiment 

A comparison of the spindle torque and forging force is shown in Figure 5-10. The highest torque and 

force is predicted in case 1b, this can be attributed to the increased stiffness of the Johnson-Cook model. 

No experimental results are available for the force and torque since the laboratory setup does not have 

a means to measure these quantities.  
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Figure 5-10 – Torque and forge force comparison for case 1a, 1b, 1c, and 1d 

 

Figure 5-11 – Thermal camera image at end of weld for 800 rpm 1069 mm/min – Left: Simulation 

case 1c; Right: Experiment with Thermal camera. Temperature in [°C], same scale both images. 

The true interest of the newly developed material model is that the temperature results correlate well 

with the experimental results, and at the same time, an excellent correlation of the defect size and 

location in the weld zone can be obtained. The other material models tend to over or under predict the 

defects. Although, none of the material models would leave any thought that using 800 rpm and 1069 

mm/min would be acceptable. The JC model with strain hardening (case 1b) would suggest that a value 

close to 1069 mm/min could be acceptable due to the relative lack of defects present. The experimental 

results show the presence of extensive defects and tend to suggest that a speed no greater than 700-

800 mm/min should be used.  

The temperature profiles shown in Figure 5-12 further strengthen the case for the FKS flow stress model. 

Cases 1a, 1b, and 1d all show an over prediction of the weld zone temperatures. Case 1c has 

temperature contour profiles that correlate very well with an image taken using a Thermal camera (Flir: 
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http://www.flir.ca). Notice how the contours flare out from the tool and quickly curve back toward the 

weld line in Figure 5-11. Note that the temperature is not displayed correctly in the zones that were not 

painted (Thermal camera not calibrated to that emissivity), specifically the weld zone, the tool, and the 

support structure. 

 

Figure 5-12 – Temperature (°C), plastic strain, and internal defects for cases 1a, 1b, 1c, and 1d 

http://www.flir.ca/
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5.1.3 SIMULATION RESULTS - FRICTION MODEL TESTING 

The temperature histories at TC3-4 and TC8-9 for cases 2a, 2b, 2c, and 2d are shown in Figure 5-13. 

Cases 2b, 2c, and 2d are almost identical. It will be assumed, that the heat generation is only moderately 

dependant on the friction model. Likely, the thermal mass of the tool and the base play a significant role. 

The slip model of case 2a (Coulomb) on the other hand does show a different trend. The heating rates 

for this case are distinctively different from those in the other cases. The stick model predicts the highest 

peak temperature; also, there is no perceivable difference between the temperatures on the advancing 

(TC4) or reversing side (TC3). Since the stick model will tend to transport material close to the contact 

surface, the heat will be transferred more uniformly, leading to similar advancing and retreating 

temperatures. 

 

Figure 5-13 – Temperature history for case 2a, 2b, 2c, and 2d 

The torque and force histories are shown in Figure 5-14. In a general sense, the peak torque attained 

during the dwell phase is uniform across the different models. During the advancing phase, the stick 

model predicts the highest forge force, whereas the slip (Coulomb) model predicts the lowest. Intuitively, 

the newly developed cumulative damage stick-slip model predicts torque and forces that are bound by 
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the stick and slip models. The pertinence of the individual friction models with respect to the torque and 

forces cannot be judged since no experimental data was obtained.  

 

Figure 5-14 – Torque and forge force comparison for case 2a, 2b, 2c, and 2d 

The form of the slip ratio (made to be a function of the cumulative damage) used in the new stick-slip 

model could be more suitably made a function of temperature and strain rate to take into account the 

likelihood that the aluminum material will be more adhesive at higher temperatures. More work would be 

necessary to formulate such a model. The improvement in the results may be worth the development.  

5.1.4 SIMULATION RESULTS - PROCESS PARAMETER TESTING 

The core reason for developing a sophisticated FSW simulation code is to be able to analyze the effect 

of different process parameters on the quality of the finished weld. In this sub-section, different advancing 

speeds will be investigated along with the subsequent weld quality. The effects of the different 

parameters on the tool and support will also be investigated.  

The temperature history for the three cases is shown in Figure 5-15. The results are intuitive in the sense 

that the peak advancing phase temperatures increase as the ratio of rpm to speed of advance increases. 

Since each “material packet” will spend more time in contact with the FSW tool, there will be more heat 

generated, leading to increased peak temperatures. Again, excellent correlation is obtained between the 

numerical and the experimental results as shown in Table 5-5. The error in each of the three cases is 

below 4.3%, which is excellent. Here only the maximum advancing temperature is compared since the 

temperatures at the end of the dwell phase are the same in each model (same plunge and dwell 

parameters).  
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Figure 5-15 – Temperature history for case 3a, 3b, and 3c 

Table 5-5 – Maximum temperature comparison during advance phase (TC4) 

Case Experiment [°C]  Simulation [°C] % Error 

Case 3a  281 269 4.3 

Case 3b 208 210 1.0 

Case 3c 171 184 4.0 

 

A note on the relative precision of the thermocouple measuring approach; there are a number of sources 

of error and uncertainty. The first issue stems from the manner in which thermocouples are 

manufactured. The actual location of the measuring tip is unknown and can vary significantly. In addition, 

in some situations, the weld line was not perfectly straight, leading to a thermocouple on the advancing 

side reading a higher or lower temperature than on the retreating side. Another source of error can be 

associated to the thermal contact between the probe and the aluminum. A nickel-based grease was used 

at the interface between the two materials. There is no doubt that the grease improves the response 
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time of the thermocouples compared to air. However, there will still be a slight lag due to differences in 

the thermal properties.  

The spindle torque and forge force is shown in Figure 5-16 for the three cases. For case 3c (fast advance, 

1069 mm/min) the ratio of rpm to advancing speed is 0.75 which is simply unsuitable for a quality weld 

in 12.7 mm AA6061-T6 plates. The torque and force during the advancing phase surpass the plunge 

and dwell values. This is a telltale sign of a poor weld since the force and torque should decrease after 

the plunge/dwell phase, and then reach a steady state.  

 

Figure 5-16 - Torque and forge force comparison for case 3a, 3b, and 3c 

Certainly, performing the weld at 1069 mm/min will lead to detrimental effects on the welding equipment 

and the FSW tool. More importantly, this advancing rate leads to sizeable defects throughout the weld 

zone (as was shown in Figure 5-9). Both case 3a and 3b have more reasonable force and torque results 

and few to no defects in the weld zone.  

 

Figure 5-17 - Comparison of predicted defects (advancing side of case 3a) to experiment 
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Figure 5-18 - Comparison of predicted defects (advancing side of case 3b) to experiment 

 

Figure 5-19 – Comparison of predicted defects (advancing side of case 1c and 3c) to 

experiment 

The experimental welds showed small defects in the plunge/dwell region, followed by no defects in the 

advancing zone. Typically, the plunge/dwell region is discarded. For this reason, the defects are not 

considered significant. A comparison of the predicted defects for case 3a and 3b to experiment are 

shown in Figure 5-17 to Figure 5-19. No defects are predicted in case 3a; conversely, the experimental 

results show a slight defect at the start of the weld. For case 3b, some small defects are predicted at the 

start of the weld which is in good correlation with the experimental result. A Delaunay triangulation 

algorithm was used to join the particles making up the boundary of the internal defects. 
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The results of the tool wear analysis are shown in Figure 5-20. The predicted tool wear is highest for 

case 3a (19.16 μm) and lowest for case 3c (5.63 μm). The reason for this is that the relative velocity and 

time each “material packet” spends in contact is greatest in case 3a. In the future, we will investigate 

other formulations for predicting tool wear. Certainly, including the degradation of the tool hardness as a 

function of temperature will have an important effect on the results. It may be possible to include both 

the hardness of the tool and the aluminum in the formulation by using an appropriate averaging method. 

In this way, the wear rate will be more directly related to the hardness of the two materials at the contact 

interface. 

 

Figure 5-20 – Comparison of tool wear for cases 3a, 3b, and 3c 

5.2 LAP JOINT - FRICTION STIR SPOT WELD 

Lap joints are very economical and are used in many different applications. In many situations, they 

provide sufficient strength with far less welding time than a continuous weld. Two examples of parts 

joined by FSSW are shown in Figure 5-21. On the left side is a train roof that has spot welded ribs, and 

on the right side is a car door panel.  
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Figure 5-21 – FSSW examples; aluminum train roof [286] (left), aluminum car door panel [287] 

(right) 

As discussed in section 2.3, the FSSW process will leave a hole when the tool is removed from the work 

pieces. This is acceptable in many cases where the weld will not be seen by the public. In this section, 

a FSSW simulation of a simple lap joint will be performed and compared to experimental tests. Three 

different cases will be investigated: 

Case 1- 800 rpm, plunge at 100 mm/min, dwell 2.5 seconds 

Case 2- 1000 rpm, plunge at 100 mm/min, dwell 2.5 seconds 

Case 3- 1200 rpm, plunge at 100 mm/min, dwell 2.5 seconds 

The experimental setup is shown in Figure 5-22. The surface of the upper plate in the lap joint has been 

painted a flat black to improve the image obtained with a thermal camera. Note that the area in the weld 

zone is not painted since this would adversely affect the friction between the tool and the work piece. 

Furthermore, if the weld region were to be painted, the paint particles would become mixed into the weld 

joint, causing internal flaws. Steel clamps are used to hold the plates firmly during the welding process. 

The lap joint is composed of a 102 mm x 102 mm x 6.4 mm lower plate and a 102 mm x 76 mm x 3.2 

mm upper plate, both plates are AA6061-T6. The thickness of the plates was chosen to provide a good 

weld with the tool that was available (7.5 mm pin length). The Bottom plate is wider than the top plate 

because these widths of plates were available in the shop at that point in time. The tool used had a 

shoulder diameter of 21.5 mm, an upper and lower pin diameter of 9.0 mm and 5.0 mm. The shoulder is 

scrolled and the pin has threads with a pitch of 1.0 mm. The pin has a length of 7.5 mm, and the total 
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plunge depth was chosen to be 8.0 mm. With a plunge speed of 100 mm/min, the plunge duration is 4.8 

seconds. Add to this a dwell time of 2.5 seconds makes the total time 7.3 seconds. Position control is 

used in all cases with constant tool velocity. 

 

Figure 5-22 – FSSW experimental setup 

This experiment was carried out in the technology transfer center of CEE-UQAC. The FSW machine, 

shown in Figure 5-23, is a gantry crane system that is capable of welding parts 18.0 meters long, 1.0 

meters high, 3.5 m wide, and up to 15.0 mm full penetration in a single pass. The machine is state of art 

with the following features: 

- Forge axis position and force control 

- rpm control using a thermocouple embedded within the tool 

- Spindle and tool liquid cooling for long, uniform welds 

- Wide variety of tools included retractable pin tools, bobbin, convex and concave shoulder with 

and without threads 
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- Laser and camera lateral position control 

- Deburring system (real time flash removal) 

 

Figure 5-23 – CEE-UQAC FSW machine 

5.2.1 MODEL DESCRIPTION 

The simulation model, shown in Figure 5-24, is composed of elastic-plastic-thermal SPH elements for 

the upper (3.2 mm AA6061-T6) and lower (6.4 mm AA6061-T6) work pieces. The work pieces are 

modeled using the FKS flow stress model; material properties are provided in Table 3-2 and Table 5-1. 

The thermal properties are the same as defined in section 5.1.1. The FSW tool rotates counter clockwise 

in the various FSSW cases considered here. Contact between the tool and work pieces is incorporated 

following the presented models in section 3.11 and section 3.12. The damage parameters used are 

provided in Table 3-3. An initial uniform SPH element spacing of ∆𝑠 = 0.64  mm is used for the work 

pieces. The average rigid finite element mesh size is 1.1 mm. The time step is controlled by the CFL 

condition, resulting in 𝐶𝐹𝐿 = 0.7 and 𝑑𝑡𝑚𝑖𝑛 = 9.0𝑥10
−8 s. 𝑉̃𝑆𝐹 = 30 (velocity scaling factor) has been used 

for this case study. Heat loss due to convection and radiation from the free surface of the work pieces is 

included according to sections 3.9.5 and 3.9.6. The convection coefficient is set to 20 W/m2K, and the 

emissivity is taken as 0.95. Heat transfer from the work pieces to the base is accounted for by increasing 

the convection coefficient by a factor of 30.0 for the SPH elements in contact with the finite elements. 

This is a reasonable approximation for the heat lost to the base since it is essentially a heat sink (very 

large thermal mass). On the other hand, the tool has a small mass, and as such, will steadily increase in 

temperature. This effect will be taken into consideration by using a variable tool temperature (function of 

simulation time, 𝑡) to approximate the heat loss (or gained once the tool is hot enough) between the work 

pieces and the tool. The relation used is: 
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𝑇𝑡𝑜𝑜𝑙(𝑡) = {
3125.0𝑡 + 20.0 °𝐶, 0 < 𝑡 < 0.1536 𝑠

500.0 °𝐶, 𝑡 ≥ 0.1536 𝑠
 

(5-5) 

This relationship is adapted from the work of Fehrenbacher et al. [288]. In this manner, the increasing 

temperature in the tool will effectively cause heat to be drawn from the weld until the temperature in the 

work pieces surpasses the tool temperature. At that point, heat will be drawn from the tool in order to 

increase and stabilize the temperature in the weld zone. Two distinct phases, plunge, and dwell are 

simulated; the runtime for this model was 36 hours on a GTX 980 Ti. This model was not run on a CPU 

equivalent code due to an estimated run time of over a month (based on experience with other models). 

 

Figure 5-24 – FSSW simulation model 

The finished welds, showing the flash formations, are shown in Figure 5-25 for the three cases. From 

the images, the weld with the most flash appears to be case 1. This is not, however, representative of 

the actual amount of material that was extruded past the edge of the tool. The size of the flash cannot 

be inferred from the finished welds because some was entrained around the rotating tool and ripped 

away from the plate. In actuality, the flash size should be greater with increased rpm. Temperature 

images were obtained using a FLIR Thermal camera. The images obtained allow a simple comparison 
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of the surface temperature between experiment and simulation. Temperature histories were not obtained 

for the FSSW test cases. 

 

Figure 5-25 – Finished welds: 800 rpm (left), 1000 rpm (center), 1200 rpm (right) 

5.2.2 SIMULATION RESULTS 

The simulation cases were modeled and run in SPHriction-3D, the various results will be presented here. 

A comparison of the temperatures for the three cases is shown in Figure 5-26. The free surface 

triangulation algorithm (see section 4.6) is used in the images. The first row of images is from part way 

through the plunge phase when only the pin is engaged in the plates. The second row is at the point that 

the shoulder has made full contact. The last row corresponds to the end of the dwell phase. The 

maximum temperature has been capped at 500 °C for each of the cases to provide a means to compare. 

The differences in temperature profiles are subtle; close inspection shows that the temperature contours 

extend out further in case 3 than case 2, and case 2 extents further than case 1. This result is intuitive 

since the increased rpm is expected to cause an increase in temperature. Without exception, the hottest 

region in the model is directly under the tool shoulder. Since the temperature history was not obtained 

experimentally, these results cannot be compared.   
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Figure 5-26 – FSSW temperature comparison for the three cases 

Force and torque measurements were obtained since the FSW machine is equipped with the required 

sensors. Comparisons between the experimental and simulation results for the forge force (left) and 

spindle torque (right) are compared in Figure 5-27. 

 

Figure 5-27 – Forge force (left) and spindle torque (right) comparison  

A comparison of the plastic strain through the thickness of the welded plates is shown in Figure 5-28. 

The cross section is taken through the center of the tool. The image also visually shows the increased 
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amount of flash created in the 1200 rpm case. Due to the increased rpm, the weld is hotter, which will 

increase the amount of thermal expansion as well as cause the aluminum material to flow more. These 

reasons combine together to create more flash. 

 

Figure 5-28 – Flash and plastic strain comparison – Top: Case 1 - 800 rpm; Middle: Case 2 - 

1000 rpm; Bottom: Case 3 - 1200 rpm 

5.3 COMPLEX JOINT GEOMETRY 

To date, most of the work on simulating the FSW process has been focused on a simple butt-joint 

geometry model. Such a model is sufficient for academic research. However, for real engineering 

applications, the numerical model should be robust enough to be able to simulate complex geometries 

within a reasonable timeframe. In this section, the FSW simulation model and results for a complex 

geometry will be described. The case considered is of an aluminium alloy bridge-deck that is fabricated 

by extrusion in multiple sections and joined using FSW. The joint geometry can be seen in Figure 5-29. 

One of the drawbacks of using extruded sections is that the parts tend to fit together with some 

undesirable qualities for FSW. In this case, the two work-pieces join a ~0.5 mm step at the top surface 

of the joint (as shown in Figure 5-29). The left most work-piece is slightly thicker than the other piece, 
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and as such, poses a challenge for FSW. The tool will have to push down an extra 0.5 mm in order to 

come into contact with the lower of the two surfaces. This in turn causes the formation of significant flash 

on the thicker work-piece. The overall height of the joint is 100 mm, the three vertical members are 3 

mm thick, the thicker plate (left side of step in image) is 3.7 mm thick, and the thinner plate is 3.2 mm 

thick. 

 

Figure 5-29 – Complex joint 

5.3.1 MODEL DESCRIPTION  

The complex joint geometry is modelled by a combination of SPH elements for the work-pieces and rigid 

finite elements for the tool. Since the tool is made of hardened steel, it can safely be approximated as a 

rigid body. The simulation model is shown Figure 5-30; the rigid tool and the two work-pieces including 

the step at the top surface are shown. The mesh size for the finite elements is 0.6 mm in the pin and 

shoulder region. Large elements are used outside of this region since contact with the work-pieces is 

only during flash formation.  
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The entire joint geometry is modelled with elastic-plastic-thermal SPH elements to allow for an improved 

prediction of the thermal expansion and the stresses in the joint during the welding process. The vertical 

member below the weld seam carries 90% of the forge force during the welding process. With this 

modelling approach, the stresses and the possibility of web collapse can be evaluated. The tool interacts 

with the work-pieces through a penalty based contact algorithm as described in sections 3.11 to 3.14. 

The tool has a shoulder diameter of 15 mm, an average pin diameter of 6 mm, and a pin depth of 3.8 

mm. 

 

Figure 5-30 – FSW joint simulation model 

The simulation model is composed of only a small region of interest of the actual bridge deck. Convection 

(10 W/m2K) is included in the model as well as radiation (the top surfaces of the work-pieces were painted 

black, emissivity of 0.95). The painted surface creates a less diffuse surface, making the thermal camera 

more precise. The adaptive thermal boundary condition algorithm as described in section 3.9 was used. 

The material parameters of the aluminium alloy used in the simulation are shown in Table 5-6 below. A 

uniform grid particle distribution of 0.6 mm to discretize the work-pieces has been used. This spacing 

allows for a sufficient number of particles through the thickness without incurring an excessive calculation 

penalty. The time step size is selected based on the Courant-Friedrichs-Lewy (CFL) criteria, 𝑑𝑡𝑚𝑖𝑛 =
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𝐶𝐹𝐿[ℎ (𝑣𝑚𝑎𝑥 + 𝑐)⁄ ]. For this FSW model, 𝐶𝐹𝐿 = 0.7, 𝑑𝑡𝑚𝑖𝑛 = 9.8𝑥10
−8 s, and 𝑉̃𝑆𝐹 = 30. The small time 

step size is one of the major drawbacks of using a solid mechanics approach. Nevertheless, the time 

step size is required in order to capture the propagation of elastic stress waves within the aluminium. 

Table 5-6 – Thermophysical properties of AA6005-T6 

Mechanical Work-Pieces Thermal 

Parameter Value Units Parameter Value Units 

Density, 𝜌 2700.0 Kg/m3 Conductivity, 𝑘 175.0 W/mK 

Initial yield, 𝜎𝑦0 240.0 MPa Heat capacity, 𝐶𝑝 895.0 J/kgK 

Shear modulus, 𝐺 26.3 GPa Tool Thermal 

Room temperature, 𝑇𝑅  20.0 °C Conductivity, 𝑘 55.0 W/mK 

Melt temperature, 𝑇𝑚𝑒𝑙𝑡  605.0 °C Heat capacity, 𝐶𝑝 485.0 J/kgK 

Softening exponent, 𝑚 1.34 - Density, 𝜌 7850.0 Kg/m3 

Speed of sound, 𝑐 4722 m/s    

 

The model is run as two distinct phases: plunge and advance. The dwell phase was not part of the 

process as a ramp-up procedure to full advance speed was used in the experiment. A well-defined ramp-

up is good practice to limit the forces and torque on the tool and can replace the dwell phase. The plunge 

speed is 25 mm/min and the full advance speed is 1250 mm/min with 2100 rpm. The ramp-up is 

performed linearly for an initial tool displacement of 40 mm; after this point, the tool speed is constant at 

1250 mm/min. 

Because of the 0.5 mm step, excessive amounts of flash are produced as the tool advances. The flash 

has to be removed following the welding phase and requires a significant amount of work for the welding 

technician. In order to attempt to reduce the quantity of flash produced, three cases are investigated. 

Case 1 represents the actual process parameters used in the experiment. This case is used to validate 

the tool force and torque, as well as the temperature distribution and history. The tool plunges full depth 

(4.3 mm) until the tool shoulder contacts the top surface of both work pieces. Case 2 and 3 are variations 
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on case 1. In case 2, an attempt is made to reduce the quantity of flash by reducing the plunge depth 

(4.2 mm as opposed to 4.3 mm). This will have the effect of limiting the volume of material that is sheared 

off the top surface of the thicker plate. In case 3, the flash formation will be reduced by operating the 

FSW tool with a clockwise rotation. This results in the advancing side being on the surface of the thicker 

plate. This will increase the weld temperature and help to move more material to the lower side of the 

step, ultimately creating a superior weld compared to case 1 and 2.  

5.3.2 SIMULATION RESULTS  

The three cases were run in SPHriction-3D; in this section, the results from the three different cases will 

be presented. The production process parameters correspond to case 1 and are used to validate the 

model. A video of the results for the three cases is available here: 

https://www.youtube.com/watch?v=eLOQILkUx-A.  

The temperature distribution results for the three cases are shown in Figure 5-31 at different times during 

the simulation. The maximum temperature for case 2 is lower than for the other two cases. This is 

because the tool plunges 0.1 mm less; in turn decreasing the forge force and the heat generated. The 

ultimate result is that the quality of the weld in case 2 is significantly lower than in the other cases. Of 

the three cases, the best weld quality is obtained from case 3. Since the tool rotates clockwise, the 

advancing side is on the surface of the thicker work-piece. This helps to move the hot material to the 

thinner work-piece at the front of the tool. This is a favourable situation compared to having the hot 

material move around the back of the tool (as in case 1 and 2). This causes the work-pieces to heat up 

more uniformly than is possible in either case 1 or 2.  

Four measurement points (TCs) for the temperature distribution have been used in the three simulation 

cases as shown in Figure 5-32. TC1 and TC2 are placed at the middle of the work-piece (along the weld 

direction). TC3 and TC4 are placed in line with the tool axis during the plunge phase. The four TCs are 

at the surface of the work-pieces and located 11.5 mm from the interface of the two work-pieces. MTC1 

is a moving temperature measurement point that is located on the underside of the tool and follows the 

tool as it rotates and advances. MTC1 is located 6 mm from the tool axis on the underside of the tool 

shoulder. 

https://www.youtube.com/watch?v=eLOQILkUx-A
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The temperature was measured experimentally at two points on the surface of the thicker work-piece (at 

location TC1 and TC3) for Case 1 only using data obtained from a thermal camera. Due to the filming 

angle available with the thermal camera (restricted access to work area); temperatures on the thinner 

work-piece could not be evaluated (TC2 and TC4). Figure 5-33 shows that there is a good agreement 

between the experimental and simulation results at TC1 and TC3. The simulation results for MTC1 

(moving thermocouple) cannot be compared to experiment since the tool was not equipped with a 

thermocouple. The simulation model has a tendency to over predict slightly the temperature.  

The stress-strain curves for AA6005-T6 were not available; as such, engineering judgement was used 

to scale the flow stress curves found for AA6061-T6. Certainly, the uncertainty of the true nature of the 

flow stress for the AA6005-T6 alloy leads to error in the predicted temperatures. Furthermore, the heat 

capacity and thermal conductivity of the aluminium alloy at high temperature are not well known. These 

parameters play an important role in the coupled thermal-mechanical model. The relative difference 

between the TC's on the thicker and thinner plates gives a good means of diagnosing the quality of the 

weld. If there is a large difference in the temperature readings, one can conclude that the pressure is 

higher on one side of the weld then the other. This leads to an un-favourable temperature distribution 

and the weld quality suffers. Case 2 is an excellent example of such a situation. Notice the large 

difference in temperature in TC3 and TC4. Since the plunge depth was insufficient, there is not enough 

pressure on the thinner plate, leading to a decrease in temperature.  
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Figure 5-31 - Temperature and deformation results for the three cases 
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Figure 5-32 - Temperature measurement points in the simulation model 

The temperature results at MTC1 are also an excellent indication of the weld quality. Since MTC1 follows 

the tool as it rotates and advances, large temperature fluctuations are suggestive of inadequate process 

parameters. The variation in temperature at MTC1 for case 3 is significantly less than in other two cases. 

The experimental setup that was used did not allow for embedding thermocouples in the work-piece or 

in the tool. Using a thermal camera is beneficial in cases like this since holes do not need to be drilled in 

the aluminium or the tool. The surfaces to be filled should be painted a light coat of flat black paint that 

can easily be removed with light buffing following welding. Temperature measurements with a thermal 

camera provide a very powerful diagnosis tool in the lab or in the hands of a FSW technician at a 

commercial company. 
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Figure 5-33 - Temperature history results for the three cases 

The images obtained can help the technician or engineer to understand if their chosen process 

parameters are adequate and if not, give good hints as to why. For example, if the thermal camera shows 

a significantly higher surface temperature on the advancing side than the retreating side, the tool is likely 

advancing too fast for the chosen rpm. During the plunge phase, the thermal camera can again be used 

to determine if the plunge speed is too high (surface temperature too low) or low (surface temperature 

too high). 

Of particular interest is the strong oscillation at MTC1 for case 2. Near the end of the simulation, there is 

a peak-to-peak temperature change of over 300 °C. The temperature on the thinner plate is too low to 

allow the aluminium material to flow and the weld is essentially incomplete. This can be verified by 

investigating the plastic strain contours in the weld zone as shown in Figure 5-36. 
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Figure 5-34 - Spindle torque and forge force comparison 

Case 3 is the only one of the three in which the mechanically affected zone spans the entire diameter of 

the tool. In case 1, the welded zone gets narrower as the tool advances. For case 2, the welded zone 

spans no more than half the tool diameter from the edge of the tool pin on the thinner plate into the 

thicker plate.  

 

Figure 5-35 - Flash height comparison at end of advancing phase 
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A comparison of the spindle torque and the forge force is shown in Figure 5-34. The inertia of the spindle 

plays a strong role in the experimentally measured torque. Because the plates being welded are very 

thin, the max process torque does not exceed 25 Nm and the average torque during the advancing phase 

is ~20 Nm. However, the no-load torque measured was ~10 Nm, accounting for almost half of the typical 

process torque. In the simulation models, the inertial effects of the spindle are not taken into 

consideration because the tool is modeled only as a rigid surface to provide contact between the tool 

and the work pieces. Estimating the inertia of the tool and spindle is complicated since the machine 

drawings were not available. The simulation torque is calculated by taking the cross product of the 

contact forces and the distance vector between tool axis and an SPH element.  

A good correlation between the forge force from experiment and simulation was obtained. The inertial 

effects do not play an important role here, leading to a better prediction than was obtained with the 

torque. Other factors lead to a reduction in the precision of the predicted torque and forge force. These 

effects are; the thermo-physical properties of the material, the chosen friction law, differences in how the 

FSW machine and simulation model control the position, and rpm of the tool, as well as discrepancies 

between the actual geometry of the work-pieces and the tool compared to their idealization in the 

simulation model.  

Nevertheless, the simulation model provides an excellent understanding of how a change in process 

parameters affects the torque and forces. We can see that the tool torque and forge force for case 2 is 

lower than that of case 1 and 3. This is an intuitive result as the plunge depth is shallower, leading to 

less contact pressure. 

 

Figure 5-36 - Plastic strain at end of advancing phase showing the effective weld zone 
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A flash height of 4.2 mm was measured experimentally; case 1 predicts a flash height of 4.5 mm, 3.9 

mm for case 2, and less than 1 mm for case 3. The flash heights are shown in Figure 5-35; notice that 

the wavy pattern of the flash is well represented in the simulation model for case 1. Clearly, the flash 

produced in case 3 is significantly less than in the other two cases. The reason is entirely due to the 

change in tool rotation. Flash lines will most commonly be laid down on the retreating side of the weld. 

By ensuring that the advancing side is on the thicker side, the material is “ripped” from the thicker side 

and transported to the retreating side. Because of the height change, the flash is not able to attach to 

the thinner side and creates intermittent “flakes” that can be removed in less time than is possible in the 

case of a continuous flash line on the thicker side (as in case 1 and 2). 

One of the major attributes of a Lagrangian based simulation method is the ability to follow the evolution 

of any of the material points in the model. Eight points were selected to show how the material moves in 

the weld zone: 

- Shoulder edge at top of plate (points 1 and 5) 

- Union between the shoulder and the pin at top of plate (points 2 and 6)  

- Weld centerline at top of plate (points 3 and 7) 

- Weld centerline at mid plunge depth (points 4 and 8) 

The initial location (before the tool interacts with them) of the points is shown in Figure 5-37. Once the 

tool starts to pass by the points, they will follow distinct paths that are indicative of the level of mixing.  
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Figure 5-37 – Initial particle positions used in path line analysis 

The path lines for the eight particles for the three different cases are shown in Figure 5-38. In Case 1 

and Case 2, particles 1, 2, and 3 (initially at plate top, retreating side) all are transported into the flash. 

This result shows that the surface layer is completely expelled from the weld zone on the retreating side. 

Also in Case 1 and Case 2, point 4 (initially at weld centerline at mid plunge depth on the retreating side) 

merely is transported in a semi-circular arc of ~160°. The path lines for the particles on the advancing 

side for Case 1 show significant travel distances. They follow a path that is no less than two full rotations 

around the tool. This is in contrast to Case 2; little to no travel distance for the particles on the advancing 

side was found, although point 6 does make almost a full revolution. 
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Figure 5-38 – Particle path lines for the three cases 

Case 3 shows significantly different path line behaviour. The results would lead to the presumption that 

there is not as much mixing (particle travel) as would have been expected. Only point 4 travels around 

the tool (~3 full rotations). All the other points follow semi-circular arcs of varying degree. However, the 

actuality is that the results are dependent on the choice of tracer particles. The mixing results (Figure 
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5-39) shows that the level of mixing is as good, if not better, in Case 3 than Case 1 in both the surface 

mixing and cutaway views. Material mixing will be discussed in more detail in Section 6.1.2 when a 

mixing metric is developed. 

 

Figure 5-39 – Mixing results for the three cases 

5.4 HOLLOW CORE JOINT - BOBBIN TOOL  

Bobbin tool FSW is a relatively new variant of the standard FSW process, also called self-reacting FSW. 

The bobbin tool is composed of an upper and lower shoulder (as shown in Figure 5-40) that squeezes 

the workpieces to create the required forge force. This additional shoulder attached to the extremity of 

the pin replaces the anvil at the bottom of the weld. The bobbin tool always rotates perpendicular to the 

plate to be welded. During the welding process, the material is pressed between the two shoulders and 

the vertical force (normal to the welded surface) applied on the tool is equal to zero. Consequently, the 

bobbin tool FSW requires less machine stiffness in the forging direction as compared to standard FSW. 

However, the stress state in the pin is increased and can be very high. Bobbin tool design is very 

important. 

The bobbin tool FSW has been used to weld hollow core, closed profiles or for application where placing 

an anvil under the work pieces is difficult. Although bobbin tool FSW looks very similar to FSW, several 

differences exist between them. The presence of the additional shoulder has a major effect on the heat 
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generation. Greater heat is generated at the two shoulders and the thermal boundary conditions are 

modified by the absence of the anvil, which normally acts as a cooling surface. The material flow, the 

grain size, and orientation are also modified, affecting weld quality. 

The tool entry procedure is also different in bobbin tool FSW. Two possible entry procedures are used. 

In the first one, the distance between the two shoulders is adjusted to be slightly less than the material 

thickness and the pin of the bobbin tool is pressed against the edge of the material to be welded. At the 

beginning of the weld, only half of the shoulder surface is in contact with the work piece. In the second 

entry procedure, a hole is predrilled to ensure that the two shoulders are in full contact with the material 

to be welded. The bobbin tool can be designed to allow the distance between the shoulders to be variable 

and to keep the force constant during the whole welding. In this condition, the welding procedure is 

named adaptive self-reacting friction welding. The entry procedure has a major impact on the weld 

quality. If the tool is pressed against the edge of the material, the heat generation is greatly reduced as 

only a section of the two shoulders is touching the surface of the material at the beginning of the weld. 

The thermal cycle during the process is crucial for the mechanical properties of the weld. The starting 

procedure must be adjusted to make sure that the tool and work pieces are hot enough before the tool 

can advance at full speed. 

The simulation of bobbin FSW has received much less research attention than that of standard FSW. A 

transient thermal model featuring the complete moving geometry was developed  on Matlab scripting 

and COMSOL [137]. In this approach, a moving geometry model was implemented using an ALE style 

approach and the thermal history of a point was predicted. Other thermal 3D models were developed 

using thermal pseudo-mechanical heat sources, including tool rotation, analytic shear layer model, and 

ambient heat sinks to simulate the welding equipment and surrounding air [289]. Experimental validation 

was conducted and the model’s prediction was found to be in good correlation for the peak temperature. 

The effects of pin features and dimensions of scrolled shoulder bobbin FSW were investigated 

experimentally and the data obtained were used to develop a conceptual theory representing the 

underlying physics of the FSW process [290]. A kinematic approach in which the flow process is 

decomposed into several simple flow components was also developed and applied to the self-reacting 
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FSW process to explain the basic structural features of FSW welds. A good correlation between the 

lateral bulging of the nugget, the grain-refined region in the weld center, and the strength of the weld was 

found [224].  

5.4.1 MODEL DESCRIPTION 

The simulation model is shown in Figure 5-40; the work pieces are modeled with elastic-plastic-thermal 

SPH elements and the tool is modeled as a rigid body with zero thickness triangular plate elements. The 

work pieces are held fixed on their edges (shown in blue in Figure 5-40); this conditions mimics the 

support arrangement in the lab. The two work pieces are shown as green and yellow particles with a 

single layer of red at the interface between the two plates. Using a unique color for the interface allows 

the determination of the evolution of this interface during and at the end of the welding process. A uniform 

SPH element grid of 1 mm was used for the work pieces; the average finite element size was 0.8 mm 

for the tool.  

The bobbin tool has a scrolled and convex upper and lower shoulder. The diameter of the upper shoulder 

is 32 mm, and the lower is 25 mm. The pin is a tapered and threaded design with a major and minor 

diameter of 10 mm and 8 mm. The gap between the upper and lower shoulder is ~6 mm. The 

experimental setup is confidential and cannot be shown. The tool starts completely out of the work 

pieces, then advances into the plates and starts to form the weld. The rpm was constant at 600 rpm and 

the advancing speed was 800 mm/min. The thermophysical properties are the same as in the butt joint 

weld model. The time step is controlled by the CFL condition which was set to 𝐶𝐹𝐿 = 0.7, leading to 

𝑑𝑡𝑚𝑖𝑛 = 1.2𝑥10
−7 s, and 𝑉̃𝑆𝐹 = 16 (velocity scaling factor) has been used for this case study. Heat loss 

due to convection (ℎ𝑐𝑜𝑛𝑣 = 20 𝑊/𝑚
2𝐾) is taken into consideration according to sections 3.9.5. The plates 

were not painted black in this experiment and as such, radiation can be neglected without any loss of 

precision. Because of the tensile stress field present in the entry region, artificial stress is used with 

𝜖𝐴𝑆𝑀 = 0.1 (see section 3.8.2). The model is run in SPHriction-3D; the runtime for this model was 4 hours 

on a GTX 980 Ti compared to 132 hours (~5-½ days) on a 4 core Intel Xeon E3-1235 (speed up of 33x). 

The model runs considerably faster than the FSSW and complex joint models since only the advancing 
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phase needs to be modeled. In the other models, the plunge and dwell phases account for a significant 

amount of calculation time. In addition, the number of elements in this model is less than in the others. 

 

Figure 5-40 – Bobbin tool and simulation model 

5.4.2 SIMULATION RESULTS 

A comparison of the predicted torque from simulation and experiment is shown in Figure 5-41. Once the 

tool starts to engage into the work pieces, the torque rapidly increases. At the point that the tool is 

completely embedded in the work pieces, the torque stabilizes and remains steady until the end of the 

weld. The tool then breaks out of the work pieces and creates the telltale end defects. Good agreement 

between the experimentally measured and calculated torque from the simulation model is obtained.  

Globally, the calculated torque is slightly higher than the experimental results. This can be explained by 

likely differences between the tool entry procedures. In the experiment, the tool enters the work piece in 

a staccato manner where by increasing velocity plateaus are used to increase gradually the tool advance 

speed. However, in the simulation, the tool enters into the work pieces more quickly. This would have 

the effect of causing a lower predicted entrance zone temperature, leading to an increase in the predicted 
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tool force and torque. Another possible discrepancy could be the manner in which heat is transferred 

from the tool to the work pieces (and vice-versa). Additionally, the uncertainty of the thermal properties 

of the aluminum alloy at elevated temperatures will play an important role as well. 

 

Figure 5-41 – Bobbin FSW spindle torque  

A sequence of images at t = 1.92 s, 4.0 s, and 8.3 s (end of weld) is shown in Figure 5-42. On the left 

side are the temperature results and on the right are the mixing results. The temperature results are 

shown by performing surface triangulation (see section 4.6) on the work pieces overlaid on top of the 

particle results. The experimental setup did not allow for temperature measurement, so no comparison 

is possible. Nevertheless, both the temperature and mixing results are logical. The hottest zone is under 

the tool as expected, and the temperature profile is asymmetrical (higher on the advancing side).  

Excellent correlation between experiment and simulation was obtained for the size and location of the 

defects as can be seen in Figure 5-43 and Table 5-7. These results show the power of the proposed 

meshfree method for FSW. No other numerical method could capture these levels of defects with such 

precision. The size and location of the defects is excellently represented in the simulation model as can 

be seen in Table 5-7. Of particular interest is that the errors are under 20% for the defect predictions. 

The distance to form the weld shows a large error; however, measuring this distance is difficult due to 

the uncertainty of where the weld fully started to form. 
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Figure 5-42 – Bobbin FSW temperature (left) and mixing results (right)  
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The maximum torque error is 5.6%, which is excellent for such a complicated non-linear multi-physics 

problem. The shape of the tail is different in the simulation model since it does not curve as found 

experimentally. There are a few possible reasons for this result. The first possibility would be due to the 

incomplete interpolation found in SPH. The stress at the surface will not be correct, which would lead to 

an incorrect prediction of the curvature of the tail. In high-speed cutting, Limido et al. [176] noted that the 

curved chip result can only be obtained with the use of a kernel gradient correction, KGC (see section 

3.8.1). Attempts to use the KGC in the bobbin tool model lead to divergence of the explicit solver. The 

reason is entirely due to the large plastic deformation and mixing present in the model. Although the 

shape of the tail is not well represented, the length is on the other hand. Ultimately, the volume of material 

expelled from the weld track is more important than the actual shape.  

 

Figure 5-43 – Comparison of predicted and experimental defects  

Table 5-7 - Material Flow Comparison between Experiment and Simulation 

 
Simulation Experiment % Error 

Tail Length (mm) 50.0 45.0 11.1 

Blowout Hole (mm) 20.0 18.0 11.1 

Blowout Protrusion (Advancing side, mm) 18.0 15.0 20.0 

Blowout Protrusion (Retreating side, mm) 7.0 6.0 16.7 

Max Torque (Nm) 20.0 18.9 5.6 

Distance to Form Weld (mm) 35.0 20.0 75.0 
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Another issue with the bobbin simulation with SPH is the tensile instability problem described in section 

3.8.2. In the entry region, there is a strong tensile stress field on the advancing side. This causes some 

unwanted numerical fracture (not physical, see section 3.8.2) to occur. The remedy to this problem would 

typically be to increase the value of 𝜖𝐴𝑆𝑀. However, larger values of 𝜖𝐴𝑆𝑀 lead to un-desirable behaviour 

(local spikes in energy) and was deemed to be unacceptable.  

Using the wear model described in section 3.14, the wear profile can be predicted. Figure 5-44 shows 

the wear contours. The highest level of wear is confined within the inner half of the upper and lower 

shoulder. This result is due to the convex nature of the shoulders. The pressure is going to be higher 

closer to the pin since the convex profile causes the gap to be smaller in this region. 

 

Figure 5-44 – Bobbin tool wear prediction from simulation model 

5.5 PARAMETRIC TEST CASES 

The results presented in the last section focused on testing the effect of changing significantly important 

parameters in the simulation model. Now, in this section, the focus will turn towards investigating the 

effects of other parameters. The following parameters will be investigated: 

Smoothing length scale factor - This parameter can be thought of as being the meshfree equivalent of a 

mesh convergence study in the grid-based methods. Different scale factors will be compared. 



Robust and Efficient Meshfree Solid Thermo-Mechanics Simulation of Friction Stir Welding 

190  Kirk Fraser - April 2017 

Smoothing function - Many smoothing functions can be used for SPH, however, some of the options are 

not well suited for FSW simulation. Different functions will be investigated and compared. 

Velocity scaling factor test - The magnitude of the scaling factor will have an effect on the contact 

behaviour and the overall system kinetic energy. This test will show how the scaling factor affects the 

run time and the precision of the solution. 

CFL number test - The effect of higher and lower CFL number will be evaluated compared to the typical 

value of 0.7 that is used in most of the simulation models. 

XSPH test - The XSPH method is used to improve the stability of the SPH code. The algorithm essentially 

adds an attractive force for the elements on the surface of the solid boundary. Different settings will be 

investigated to show how they affect the FSW results. 

Thread pitch testing - A comparison between no threads, thread pitch 0.8 mm, and 1.25 mm will be 

compared. 

Support base material test – During FSW, a large quantity of heat transfers from the work pieces to the 

support base. Typically, a steel support base is used; in this test case, an insulating and a highly 

conductive base will be considered. 

In some of the above cases, the parameters are needed to ensure that a stable and robust result is 

obtained in the code. In other cases, the parameters are physics based. In all cases, the parameters are 

simply settings that can be changed in the code. The results are at best slightly changed for a wide range 

of some of the specific parameter values. However, some parameters can lead to drastic changes in the 

simulation results. For the sake of simplicity, the advancing phase of the butt joint model (described in 

section 5.1) will be used. All simulations are restarted from the final state that was saved from the end 

of the dwell phase. All of the test cases will use case 3c, 800 rpm 1069 mm/min (see section 5.1.1) 

unless otherwise specified.   

For the smoothing length scale factor, velocity scaling factor, and the CFL number comparison cases, 

the run time (CPU/GPU time) will be affected. The run time comparisons are made using GTX Titan 
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Black GPUs. The run times would be ~40% - 60% less had the GTX 980 TI been used. However, the 

relative difference in timing between the different parameter runs would likely have been similar. 

All simulations are performed with a counter-clockwise tool rotation, leading to the advancing side being 

on the right and the retreating on the left side of the weld line. 

5.5.1 SMOOTHING LENGTH SCALE FACTOR 

The number of elements that are included in the influence domain is controlled by the smoothing length 

scale factor, ℎ𝑠𝑐𝑎𝑙𝑒 (as described in section 3.2). The greater the value of ℎ𝑠𝑐𝑎𝑙𝑒, the greater the number 

of neighbors a material point will have. In 3D, an element will have approximately 32, 56, and 80 

neighbors with ℎ𝑠𝑐𝑎𝑙𝑒 equal to 1.1, 1.2, and 1.3 respectively. As could be expected, the calculation time 

will be proportional to the number of neighbors used in the SPH equations. A comparison of the runtime 

is shown in Figure 5-46. The increase in calculation time is linear, O(ℎ𝑠𝑐𝑎𝑙𝑒). Often, one could presume 

that the precision of the method would increase with increasing ℎ𝑠𝑐𝑎𝑙𝑒, however, this is not the case when 

the goal is defect prediction. The reason is that increasing the number of elements used when 

interpolating leads to an over smoothing of the field variables. This is also detrimental in the presence of 

a surface discontinuity (typical of an internal defect). With a larger smoothing length, elements on the 

other side of the defect could be used when they rightly should not be. This effect can be visualized in 

the lower row of images in Figure 5-45. As ℎ𝑠𝑐𝑎𝑙𝑒 is increased, the level of predicted defects decreases. 

In fact with ℎ𝑠𝑐𝑎𝑙𝑒 = 1.3, almost no defects are predicted. The volume of defects found experimentally is 

significant (shown in section 5.1.4), and as such, higher values of ℎ𝑠𝑐𝑎𝑙𝑒 are not recommended. This 

phenomenon has been noticed by other researchers [291, 292] working on fracture and fragmentation 

of solid bodies. For this reason, a value of ℎ𝑠𝑐𝑎𝑙𝑒 = 1.1 has been used throughout this work. Other values 

lead to reduced precision of the predicted defect size. Interestingly enough, the temperature (shown in 

the upper row of images in Figure 5-45) and stress results (not shown) are essentially identical as the 

scale factor is increased.  
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Figure 5-45 – Comparison of the temperature field and defect prediction; ℎ𝑠𝑐𝑎𝑙𝑒 = 1.1 (left), 

ℎ𝑠𝑐𝑎𝑙𝑒 = 1.2 (center), ℎ𝑠𝑐𝑎𝑙𝑒 = 1.3 (right)  

 

 

Figure 5-46 - Runtime comparison for the smoothing length scale factor test 

5.5.2 SMOOTHING FUNCTION 

In recent decades, many different smoothing functions have been developed for the SPH method. Each 

kernel has its own merit for different types of simulations. The question to decipher is then: which kernel 
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is best suited for simulating the FSW process: From a close look at the physics of FSW, the smoothing 

function should be at least continuously smooth up to the first derivative since the conservation equations 

are formulated using the first spatial derivative of the kernel. Also, due to the predominate compression 

stress field in FSW, the smoothing function should be well suited to compression dominant problems. 

The following kernels will be evaluated: 

- Cubic B-spline (Monaghan [179]) 

- Quadratic function (Johnson and Beissel [193]) 

- Hyperbolic spline (Yang et al. [194]) ; this is the kernel used in all other simulations in this work 

- Quartic function (Liu and Liu [182]) 

- Quintic function (Wendland [191]) 

 

Figure 5-47 – Comparison of system energies for the smoothing function test: Kinetic energy 

(top left), internal energy (top right), contact energy (bottom left), and energy ratio (bottom 

right) 

The main concern with this comparative study is to evaluate the stability of the solution. The total internal 

energy, kinetic energy, contact energy, and the ratio of kinetic to internal energy are compared between 
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the cases in Figure 5-47. The cubic b-spline, quadratic function, and the quartic function kernels all lead 

to a divergent solution. The point of divergence is signified by the early termination of the curve in the 

graphs. In fact, the quadratic function kernel leads to nearly immediate solution divergence. This kernel 

is well known [178] to give poor precision for disorganized particles (as found in FSW). Because of this, 

not enough data could be collected to graph the energy results for this kernel.  

The top left graph shows the total kinetic energy for the system. The energy for the quartic function is 

erratic, until divergence occurs at 𝑡 = 20 seconds. The energy for the cubic spline stays reasonably 

bound until divergence at 𝑡 = 21.8 seconds. The energy for the hyperbolic spline and the quintic function 

are as expected throughout the entire simulation.  

The top right graph provides the internal energy results. The divergent behaviour is the same for the 

cubic spline and the quartic function. Note that the steady increase in internal energy is expected for a 

FSW simulation due to the continuous input of thermal energy and the continuous increase in the number 

of elements with plastic strain. The results from the contact energy shed a great deal of light on to the 

reason why the cubic spline and quintic function were not used in this research project. Because of the 

high level of compression under the tool shoulder, the contact energy becomes unstable for the kernels 

that have their first derivative falling to zero as the particle distance decreases to zero. As the particles 

get closer to one another (compression), the kernel become unstable since decreasing resistance would 

be present. This sets up a strong overshoot situation in the contact algorithm. The hyperbolic spline 

kernel has a non-zero first derivation at zero particle spacing. This leads to stable contact behaviour.  

The first derivatives of the smoothing functions were previously shown in Figure 3-4, and are repeated 

in this section for clarity in Figure 5-48. The graph brings to light the underlying reason the hyperbolic 

spline is well suited for FSW simulations with strong compression fields. Although this kernel was 

developed to improve the behaviour of water droplet formation (surface tension, a compressive field), 

there is no doubt that it is an excellent choice for other types of problems as well. 
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Figure 5-48 - Comparison of smoothing function derivatives with 2R support (repeat of Figure 

3-4 for clarity) 

5.5.3 VELOCITY SCALING FACTOR 

Due to the computationally intensive nature of a full-coupled large deformation meshfree simulation of 

the FSW process, some form of time scaling is necessary to obtain results within a reasonable period. 

As discussed in section 2.10, mass scaling is not considered a viable option. As such, velocity scaling is 

used, which effectively reduces the calculation time by artificially increasing all terms with units of time 

in the denominator. The choice of velocity scaling factor, 𝑉̃𝑆𝐹, is problem specific and requires careful 

consideration. In this parametric study, 𝑉̃𝑆𝐹 is varied between 15 and 40. The convergence of the average 

defect height is shown in Figure 5-49. The graph shows that the average defect height converges 

towards the measured value of 5 mm as 𝑉̃𝑆𝐹 is decreased. On the other hand, the simulation time is 

adversely affected by such a decrease in the scaling factor. Figure 5-50 shows the CPU/GPU calculation 

times at different values of 𝑉̃𝑆𝐹.  
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Figure 5-49 – Average defect height convergence as a function of velocity scaling factor 

The runtime shows a quadratic dependence on the scaling factor, O(𝑉̃𝑆𝐹
2
). Certainly, the quadratic nature 

is unexpected; common sense would have led to the assumption that the relationship would be linear. A 

possible explanation could be due to a slight increase in compression with lower 𝑉̃𝑆𝐹, leading to more 

neighbors for the elements in the weld zone (increasing the neighbor search time and the calculation 

time). Likely the quadratic relationship is due to other factors that are difficult to discern. 

 

Figure 5-50 - Runtime comparison for the velocity scaling factor 

The common procedure for a mass or time scaled simulation is to verify that the ratio of kinetic to internal 

energy remains low. Figure 5-51 shows the energy ratios for the various values of 𝑉̃𝑆𝐹. Clearly, the 

increased value of the scaling factor increases the energy ratio, however, the increase is not drastic and 

can still be considered acceptable. In fact, higher values of ṼSF would be admissible for this specific 
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model, at the detriment of the precision of the prediction of the size of the defects. In many cases, the 

design engineer may be interested to increase the scaling factor during initial model development and 

for preliminary design verification. Then, 𝑉̃𝑆𝐹 can be decreased to improve the precision of the simulation 

for the final runs of the model.  

 

Figure 5-51 – Comparison of kinetic to internal energy ratio for the velocity scaling test 

5.5.4 CFL NUMBER 

The stability of the meshfree numerical method is directly affected by the CFL number (see section 3.15). 

As the CFL increases, the solution will become increasingly unstable. Typically, for a formulation that 

takes into account elastic strain using a full explicit temporal integration scheme, the value of CFL should 

not surpass 1.0. In this work, a modified temporal integration scheme is used that makes the update of 

the velocity and position semi-implicit in the stress variable. Because of this, for problems that do not 

involve contact from one body to another, the CFL number can be greater than 1.0. For example, in a 

simple elastic-plastic tension test example (see section 9 Appendices for details), SPHriction-3D is able 

to achieve precise results with CFL ≤ 1.5. Certainly, the value of the CFL number will have also have a 

strong effect on the calculation time. For smaller values of CFL, the solution will take longer. Figure 5-52 

shows how the run time is affected by the CFL number. The dependence of the runtime on the CFL 



Robust and Efficient Meshfree Solid Thermo-Mechanics Simulation of Friction Stir Welding 

198  Kirk Fraser - April 2017 

number shows a cubic relationship, O(CFL3). After 𝐶𝐹𝐿 = 0.7, the runtime does not improve significantly. 

This dependence can be explained by the decreasing level of stability for the contact condition. Although 

the time step size increases for larger CFL numbers, the time spent in the contact algorithm increases 

drastically. Because of this, there is very little change in the runtime for 𝐶𝐹𝐿 > 0.7. Better insight into the 

effect of the CFL number on the contact stability can be seen in Figure 5-53. The kinetic and internal 

energy history traces show that there is not a significant change with increasing CFL. However, the 

contact energy history shows a strong change. The contact energy becomes erratic at values of 𝐶𝐹𝐿 >

0.8. The reason is that larger penetrations can occur at larger time steps. Since the resisting force is 

proportional to the penetration depth, the SPH element will be pushed with very large force, causing the 

contact behaviour to be sub-optimal. The big spikes in the contact energy graph would be due to overly 

large penetrations, followed by large push back forces. 

 

Figure 5-52 – Runtime comparison for the CFL number test 

It turns out, in the case of the FSW process, the contact condition will generally override the CFL 

condition, leading to the need to set 𝐶𝐹𝐿 ≤ 0.7. For this reason, 𝐶𝐹𝐿 = 0.7 has been used for the rest of 

the FSW simulation in this work. 
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Figure 5-53 - Comparison of system energies for the CFL test: Kinetic energy (top left), internal 

energy (top right), contact energy (bottom left), and energy ratio (bottom right) 

5.5.5 XSPH 

The SPH method was originally developed for astrophysics problems where the domain was essentially 

infinite. For this reason, the SPH method was developed by neglecting the surface integral terms in the 

conservation equations. Monaghan [206] introduce the XSPH approach for problems with finite domains. 

The method also prevents one SPH element from penetrating within another element. In this section, 

the value of 𝜁𝑋𝑆𝑃𝐻 (see section 3.7) is varied to investigate the effect on the FSW simulation results. The 

XSPH approach in essence helps to prevent an SPH element located on the free surface from “flying 

off”. The XSPH approach can be seen as adding a surface tension like force to the free surface elements. 

This additional resisting force can lead to reduced precision regarding the size of the predicted internal 

and surface defects. Figure 5-54 shows the predicted internal defect volume. 𝜁𝑋𝑆𝑃𝐻 = 0.05 (top left) 

provides an over estimate of the volume of the internal defects (see Figure 5-19 for size of experimental 

defects). On the other hand, 𝜁𝑋𝑆𝑃𝐻 = 0.15 (bottom left) and 𝜁𝑋𝑆𝑃𝐻 = 0.20 (bottom right) lead to 

underestimates of the predicted defect volume. A value of 𝜁𝑋𝑆𝑃𝐻 = 0.10 (top right) provides excellent 
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agreement of the predicted defect size and location. This value is used for all the simulation models in 

this work. 

 

Figure 5-54 – Defect volume comparison for the XSPH test case: 𝜁𝑋𝑆𝑃𝐻 = 0.05 (top left), 𝜁𝑋𝑆𝑃𝐻 =

0.10 (top right), 𝜁𝑋𝑆𝑃𝐻 = 0.15 (bottom left), 𝜁𝑋𝑆𝑃𝐻 = 0.20 (bottom right) 

5.5.6 THREAD PITCH 

This investigation is focused on assessing the effect of changing the thread pitch parameter, 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 , in 

equation (3-171). Three cases are used; 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 = 0 (no threads), 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 = 0.8 𝑚𝑚, and 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 =

1.25 𝑚𝑚 (actual tread pitch for the tool used in the experiments). The test case used in this investigation 

is that of case 3b (see section 5.1.4). This case set is used since the expected result is to predict no 

defects in the advancing portion of the weld. In this manner, the effect of 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 = 0 can be highlighted. 

Figure 5-55 shows a cross section view (with the tool just past the cut) for the three cases. The weld 

zone is significantly hotter for the case of 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 = 0. This can be explained by the inability to conduct 

heat through the gap at the bottom of the weld due to the defect. The weld zone is in essence thermally 

isolated, and heat is trapped in the weld zone. The image shows the relative size of the predicted defect; 
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the overall height being the greatest for the 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 = 0 case. The threads have the effect of transporting 

the hot material from under the shoulder down towards the bottom of the joint. This will tend to distribute 

the thermal energy uniformly in the weld joint, improve the material flow, and increase the overall level 

of plastic deformation in the weld zone. 
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Figure 5-55 – Cross section cut through thickness of work pieces: 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 = 0 (top), 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 =

0.8 𝑚𝑚 (center), and 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 = 1.25 mm (bottom) 

Figure 5-56 shows a comparison of the predicted internal defect volume for the different values of 𝑝𝑡ℎ𝑟𝑒𝑎𝑑. 

The 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 = 0 and 0.8 mm cases both show a large volume of predicted defects. The 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 = 1.25 mm 

case predicts the correct volume of defect (as was shown in Figure 5-18). Certainly, the reason for the 

increased level of defects predicted with less thread pitch is evident; during mixing, the threads incur a 

downward movement of the material that helps to close in the weld cavity to create a defect free weld. 

In the FSW case studied here, the threads provide an efficient means to perform the weld at a higher 

rate of advance without the presence of defects throughout the weld zone. 

 

Figure 5-56 – Defect prediction comparison: 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 = 0 (top left), 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 = 0.8 mm (top right), 

and 𝑝𝑡ℎ𝑟𝑒𝑎𝑑 = 1.25 mm (bottom)  
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5.5.7 SUPPORT BASE MATERIAL 

The thermal properties of the support base play a vital role in the quality of the finished weld. The principle 

of this test is to show the importance of the material properties by using extreme values for the thermal 

diffusivity. An insulating material with a low thermal diffusivity (fireclay brick) and a strong conductor with 

high thermal diffusivity (copper) will be compared with a steel support base. The thermal properties of 

the cases considered are shown in Table 5-8.  

Comparisons of the temperature and defect results are shown in Figure 5-57. The surface temperature 

is shown in the top row. Notice that the overall surface temperature is higher in the copper base case. 

This can be explained by the increased diffusivity of the copper material. Since the simulation model 

uses a finite sized base, the temperature saturated more quickly in the copper base, leading to a marked 

increase in the temperature of the bottom of the workpieces. The change in the defect volume (middle 

row of Figure 5-57) is an important result of the different base materials. The brick support base incurred 

significantly less defect volume than the other cases. The cross-section view of the temperature profile 

in the bottom row of Figure 5-57 helps to understand this phenomenon. The cross section is taken half 

way along the weld line at the instant when the tool has just passed that point. Notice that the thermal 

energy is “trapped” closer to the weld zone in the brick base case. This helps to increase the overall weld 

zone temperature, leading to more favorable welding conditions. 

Table 5-8 – Thermal properties of base materials used in test case 

 Fireclay Brick Steel Copper 

ρ – Density [kg/m3] 2645.0 7850.0 8930.0 

Cp – Heat capacity [J/kgK] 960.0 485.0 385.0 

k – Thermal conductivity [W/mK] 1.0 55.0 400.0 

α = k ρCp⁄  – Thermal diffusivity [m2 s⁄ ] 3.94E-7 1.46E-5 1.16E-4 

 

From these results, one could infer that using an insulating base is beneficial to the weld quality for a 

certain set of weld parameters. More importantly, it can be concluded that by decreasing the thermal 



Robust and Efficient Meshfree Solid Thermo-Mechanics Simulation of Friction Stir Welding 

204  Kirk Fraser - April 2017 

diffusivity of the base, a higher advancing speed could be used than would have been possible with a 

moderate to high conducting base. 

Often, the FSW community has been interested in the percentage of thermal power input due to surface 

convection, radiation, plastic deformation, tool pin base, tool pin side, and tool shoulder. Such a 

comparison is provided in Figure 5-58 (instantaneous power results) and Figure 5-59 (average power). 

The power results are evaluated based on the equations developed in Sections 3.9.1 (plastic work), 3.9.2 

(friction work), 3.9.5 (convection), and 3.9.6 (radiation). 

 

Figure 5-57 – Comparison of the temperature and defect results for the base material test: 

surface temperature (top row), internal defects (middle row), and cross section temperature 

(bottom row) 

The overall system values for the individual heat source terms are found by accumulating (summation) 

the value at each element in the work pieces and converting to power by multiplying by the element 

volume. From the instantaneous power results, the pin base results show the largest variation between 
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the different base types. The pin base power is highest in the copper base model since the heat is 

evacuated more quickly. This leads to an increased pressure condition between the tool pin base and 

the work pieces, causing the pin base power to increase. The other results are relatively similar; however, 

the radiation results are also informative. The highest radiation power is found in the brick base model. 

This can be explained by the fact that the heat is more concentrated in the weld zone, leading to an 

increase in radiation effects.  

 

Figure 5-58 – Support base material power comparisons 

The average power graphs in Figure 5-59 provide insight into the relative importance of the plastic power, 

and the tool pin base, side, and shoulder. In general, for the case considered here, the plastic 

deformation power accounts for ~55%, the tool pin base ~8%, the tool pin side ~13%, and the shoulder 
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~24%. Certainly, these percentages are problem and welding parameter specific. The plastic 

deformation will tend to increase as the weld pitch decreases (more rpm per advance) due to an increase 

in the heat generated from friction. The total tool power input is shown in the bottom right of Figure 5-59. 

Here the brick support base case shows the lowest total tool power, followed by the steel base, and the 

copper base with the highest power. The reason is as previously mentioned; the increased average 

temperature in the weld zone reduces the contact pressure, reducing the tool power. 

 

 

Figure 5-59 – Support base material input power comparisons 

5.6 COOLING AND DISTORTION OF A BUTT JOINT WELD 

The simulation code can be used to determine the cooling and distortion of the butt joint weld in section 

5.1. The new adaptive thermal boundary conditions will allow heat to be removed from the free surface 

of the work pieces and predict the final deformed shape and the locked in stresses.  

5.6.1 MODEL DESCRIPTION 

The FSW process can be explained by the four main phases of the process: 
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Phase 1 – Plunge: The FSW tool is pressed into the work pieces (WPs) with a fixed rpm 

Phase 2 – Dwell: The FSW tool remains stationary with a fixed rpm. This phase serves to continue to 

heat the WPs 

Phase 3 – Advance: The FSW tool advances with a constant velocity and rpm. The weld is formed during 

this phase 

Phase 4 – Cooling: The tool is retracted and the completed joint cools to room temperature  

During Phase 1 and 3, enormous levels of plastic deformation occur in the aluminum in the region close 

to the tool (mechanically affected zone). These phases are responsible for creating a high strength weld. 

As the WPs cool in Phase 4, the locked in stresses are redistributed. The final deformed shape of the 

plates and the residual stresses are found when the WPs have completely cooled.   

Table 5-9 – Material properties used in cooling analysis 

 6061-T6 (Work Piece) Base and Tool (Steel) 

𝑘 (W/mK) 175 55 

𝜌 (kg/m3) 2700 7850 

𝐶p (J/kgK) 895 485 

𝐸 (GPa) 𝑓(𝑇) see Eq. (5-4)  210 

𝜎𝑦0 (MPa) 276 N/A 

𝑇𝑚𝑒𝑙𝑡  (°C) 582  N/A 

𝑇𝑟𝑜𝑜𝑚 (°C) 20 N/A 

 

The simulation starts from the final state of a FSW simulation (end of Phase 3) with 800 rpm and 660 

mm/min advance. A video of all the phases of the FSW process (clamp, plunge, dwell, advance, retract, 

cool) can be viewed here: https://www.youtube.com/watch?v=pbjZnLV3yXA. The initial conditions 

for the cooling analysis are shown in Figure 5-60. The material properties are shown in Table 5-9. The 

convection coefficient, hconv is taken as 10W m2K⁄ . Time scaling is used for the cooling simulation since 

https://www.youtube.com/watch?v=pbjZnLV3yXA
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the time to cool the plate entirely is on the order of ~ 30 minutes. Since the mechanical deformation is 

very minimal during the cooling phase, we have found that we can use a time scaling factor of 1000 

without incurring momentum errors (ratio of kinetic energy to internal energy remain small). To 

accomplish this, the thermal conductivity and the heat loss coefficient are scaled accordingly. A thermal 

softening perfect plasticity model is used for the aluminum work pieces. 

 

 

Figure 5-60 – Initial conditions at start of cooling analysis (clockwise from top left): Mixing 

results in the weld zone, temperature distribution (°C), effective stress (Pa), surface particles 

The surface of the work pieces is painted a matte black in order to capture the temperature distribution 

with a thermal camera during the FSW process. The emissivity of the paint, 𝜀, is ~ 0.95. Because of this, 

the heat loss due to radiation accounts for a significant portion of the heat loss. The total heat flux at the 

surface is then a combination of that from convection (q"conv) and radiation (q"rad): 

𝑞"𝑡𝑜𝑡𝑎𝑙 = 𝑞"𝑐𝑜𝑛𝑣 + 𝑞"𝑟𝑎𝑑 = ℎ𝑐𝑜𝑛𝑣(𝑇∞ − 𝑇𝑠) + 𝜀𝜎𝑆𝐵(𝑇𝑠𝑢𝑟𝑟
4 − 𝑇𝑠

4) (5-6) 
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𝜎𝑆𝐵 is the Stefan Boltzmann constant (5.67x10-8 W/m2K4) and 𝑇𝑠𝑢𝑟𝑟  is the temperature of the surrounding 

solid envelope (taken as 20°C). Figure 5-61 shows the temperature distribution in the finished weld (a 

comparison between experiment and simulation was previously shown in Figure 5-11). The temperature 

distribution predicted by SPHriction-3D (see upper right image in Figure 5-60) is in good agreement with 

the thermal camera image. Note that the temperature in the weld track cannot be measured by the 

thermal camera since this zone does not have the matte black paint. The emissivity of the aluminum in 

the unpainted weld zone is very low (~ 0.1) and leads to an inaccurate reading of the temperature.  

 

Figure 5-61 – Thermal camera image from FSW experiment at end of advancing phase 

The temperature distributions for four different points in time are shown in Figure 5-62. The distributions 

are strongly influenced by the location of the supports. The last region of the WPs to cool is the weld 

zone because the supports are made of steel and have a significant thermal mass to absorb the energy 

from the WPs.  



Robust and Efficient Meshfree Solid Thermo-Mechanics Simulation of Friction Stir Welding 

210  Kirk Fraser - April 2017 

 

Figure 5-62 – Temperature profiles (left to right): t = 24 s, 32 s, 105 s, and 524 s (final step) 

Four “thermocouples” were inserted into the WPs in order to record the temperature history throughout 

the simulation. The temperature at a so-called “thermocouple” (TC) is determined in the SPH simulation 

model by interpolating from a set of SPH points in the neighborhood of the TC. In this sense, the 

temperature at the ith TC is: 

𝑇𝑇𝐶 𝑖 =

∑
𝑚𝑗
𝜌𝑗
𝑇𝑗𝑊𝑖𝑗

𝑁𝑖
𝑗=1

∑
𝑚𝑗
𝜌𝑗
𝑊𝑖𝑗

𝑁𝑖
𝑗=1

 (5-7) 

TC3 and TC4 are inserted on the retreating and advancing side of the weld, 5mm from the weld line. 

TC1 and TC5 are 23 mm from the weld line (again on the retreating and advancing side). All 

thermocouples are embedded at a distance of one quarter the length of the WPs (from the end of the 

weld) and 2.5 mm deep from the surface of the WPs. A schematic of the TC locations was previously 

provided in Figure 5-2. Figure 5-63 shows the temperature history for the four TCs. From the graph, we 

are able to infer that the region closest to the weld zone is hottest. Furthermore, according to the 

simulation results, the temperature on the retreating side is slightly hotter than that on the advancing 

side. This can be explained by the movement of the material: as the tool rotates, the material on the 

advancing side is heated and transported to the retreating side.  
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Figure 5-63 – Temperature history for TC1, TC3, TC4, and TC6 

5.6.2 DIGITAL IMAGE CORRELATION 

A digital image correlation (DIC) (http://www.gom.com/metrology-systems/system-

overview/aramis.html) system called ARAMIS, developed by GOM, was used in this work. The system 

is used to determine the final distortions (and by extension the perceived stresses) in the work pieces. 

Some example applications of the ARAMIS system are shown in Figure 5-64. 

 

Figure 5-64 – ARAMIS examples (from GOM’s website, see above text) 

The method works by comparing a series of digital images to a reference image (in the initial un-

deformed state). The images are taken with the Aramis digital camera that is connected to the Aramis 

software. In order for the program to compare the images, a stochastic pattern (as shown on the surface 

of the work pieces in Figure 5-66) must be painted onto the region that is to be measured. The software 

http://www.gom.com/metrology-systems/system-overview/aramis.html
http://www.gom.com/metrology-systems/system-overview/aramis.html
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is able to recognize changes in the location of key points within the stochastic pattern and uses these 

changes to calculate the deformation gradient on the surface of the measured object. The manner in 

which the deformation calculations are performed by the ARAMIS system are similar to the spatial 

integration approach used in SPH (collocation).   

 

Figure 5-65 – Digital image correlation setup 

Our approach to find the residual stresses requires us to take an initial image of the plates prior to 

welding, then once the weld is completed (and fully cooled), to take a final image. The initial and final 

images must be taken with the same camera settings and environment. A built in assumption to use this 

approach for residual stress measurement is that the region where the distortions are measured deforms 

elastically. This assumption is reasonable since the measurement zone is at least 2 mm from the weld 

path.  

The imaging setup is shown in Figure 5-65. Since we are measuring a flat plate, a 2D measuring 

approach with one digital camera is appropriate. The imaging equipment is setup in an area of the lab 

with no traffic to mitigate the possibility that the orientation of the camera could be altered. This would 

render any obtained results useless because the camera calibration would no longer be correct.  
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Figure 5-66 – Pre-weld setup for DIC showing painted work pieces, thermocouples and support 

structure 

A summary of the measuring process is provided below: 

1. Set up the DIC equipment in a stable area where there is no risk of the setup being disturbed 

2. Calibrate the DIC setup using the ARAMIS (provided by GOM) calibration block 

3. Paint the region to be measured with a stochastic pattern 

4. Take an initial image before the welding process 

5. Clamp the work pieces into the welding apparatus 

6. Perform the weld 

7. Unclamp the plates, let them cool completely 

8. Take a final image 

9. Use the ARAMIS software to determine the deformation that occurred between the initial and 

the final images 

10. Post process the deformation to obtain the residual stress (assuming linear elastic following 

Hooke’s law) 
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5.6.3 RESIDUAL STRESS RESULTS 

The ARAMIS system was used to determine the residual stresses on the surface of the work piece (on 

the retreating side). The measured residual stresses (showing effective stress in Pa) from experiment 

are shown in Figure 5-67.  

 

Figure 5-67 – Residual stress results from FSW experiment using DIC  

 

Figure 5-68 – Predicted residual stress from SPH model 
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The residual stresses cannot be measured in the weld zone because of the large plastic deformation 

and mixing present in the weld track. The residual stresses determined at the end of the SPH simulation 

are shown in Figure 5-68. The highest stresses are concentrated close to the weld zone as was found 

experimentally. The stress contours found experimentally and numerically are in close agreement. Any 

differences are minute and can be attributed to the complex nature of the heat loss through from the 

WPs to the supporting structure.  
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6 PROCESS PARAMETER OPTIMIZATION 

Given the inherent complexity of the FSW process, the determination of optimal process parameters is 

an important field of research. Many researchers [151, 160, 293-298] have worked on determining 

optimal process parameters with varying goals. The general conclusion from these groups is that the 

rpm and advancing speed play the most important role in the final weld quality. To date, the weld quality 

and process parameters have not yet been optimized using a large deformation fully coupled thermal-

mechanics simulation approach. Such an endeavor would have taken many weeks or even months with 

the current state of the art simulation methods. 

In this chapter the developed meshfree code, SPHriction-3D, is used to optimize the FSW process for a 

12.7 mm butt joint weld of AA6061-T6 plates. The model is as described in section 5.1. A total of 15 test 

cases are simulated. Some of the cases correspond to tests performed in the lab, while others are added 

to provide enough data sets to form meaningful response surfaces. The cases used in the optimization 

are summarized in Table 6-1. The weld type is defined as: 

- Hot if the weld pitch is less than 0.4 

- Medium if the weld pitch is between 0.4 and 0.85 

- Cold if the weld pitch is greater than 0.85 

Typically, the goal of other research groups has been to find the best possible weld strength and the 

associated rpm and advancing speed. In this study, a different tactic is employed; the optimization will 

be based on a series of weld quality metrics that are used to quantify different aspects of the joint. Metrics 

such as defect, mixing, maximum temperature, temperature variation, and tool wear will be used. In this 

sense, a company can determine optimal process parameters based on minimizing defects, maximizing 

the weld quality, or find the fastest possible advancing speed without the inclusion of a certain level of 

defects. 
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Table 6-1 – Optimization Study Process Parameters 

Case 

Number 

Exp. 

Number 

Weld Pitch 

(mm/rev) 
RPM 

Advance 

(mm/min) 
Weld Type 

1-1 4-2 0.20 500 101.6 Hot 

1-2 3-4 0.61 500 304.8 Medium 

1-3 4-5 1.83 500 914.0  Cold 

2-1 3-1 0.38 800 304.8 Hot 

2-2 3-2 0.64 800 508.0 Medium 

2-3 4-4 1.34 800 1069.0 Cold 

3-1 4-1 0.18 1100 203.2 Hot 

3-2 5-1 0.68 1100 813.0  Medium 

3-3 4-3 0.92 1100 1016.0 Cold 

4-1 N/A 0.34 1500 508 Hot 

4-2 N/A 0.71 1500 1069 Medium 

4-3 N/A 1.07 1500 1600 Cold 

5-1 N/A 0.28 1800 508 Hot 

5-2 N/A 0.59 1800 1069 Medium 

5-3 N/A 1.11 1800 2000 Cold 

 

Chapter 6 is organized into the following sections: 

Section 6.1 will introduce a set of weld quality metrics that have been developed to evaluate various 

quality measures during the FSW simulations. 

Section 6.2 presents the results from the 15 simulation models with respect to the quality metrics. 
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Section 6.3 constructs the response surfaces for the data sets. A response surface is created for each 

quality metric. 

Section 6.4 will present and discuss the optimization results from the overall weld-quality response 

surface. 

Section 6.5 will present and discuss the optimization results from the defect response surface. 

Section 6.6 concentrates on the maximum possible advancing speed while maintaining an acceptable 

weld quality (constrained optimization). 

6.1 WELD QUALITY METRICS 

The metrics have been developed to assess the weld quality based on a number of different diagnostic 

methods during the advance phase only. The calculation of most of the metrics is inadmissible during 

the plunge and dwell phase. More importantly, the plunge/dwell region is commonly discarded since this 

is often a region of decreased strength. 

In this sub-section, details on the significance of each of the metrics and the formulation used to assess 

their values in the models will be presented. Each of the metrics is tailored to highlight a certain diagnostic 

approach. The metrics are calculated at regular intervals while the simulations run. This provides an 

understanding of the evolution of the metric throughout the advance phase of the weld. Using this 

approach ensures an improved understanding on how and why the metric value was attained by 

examining various other results at the appropriate time step. For example, if the defect metric takes a 

drastic drop (more defect predicted), the point in time of the change can be investigated in the model to 

understand the specific reason for the sudden change.  

All of the metrics are based on the measuring volume in the weld zone (TMAZ) as shown in blue and 

green in Figure 6-1. The blue part is on the retreating side and the green is on the advancing side. This 

approach to define the measuring volume will be critical for quantifying the level of mixing on each side 

of the center of the weld line. 
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Figure 6-1 – Weld-quality measuring zone used for the metric calculations (shown in blue and 

green) 

6.1.1 DEFECT METRIC 

The ultimate goal of the project is to be able to find the probability of a surface or internal defect occurring, 

given a certain set of operating parameters. For this reason, the defect metric is of the greatest 

importance for this research work and is thus attributed the greatest weight over of all the other metrics. 

The general concept is to calculate the total number of surface elements (found according to section 

3.9.3). An example of the free surface elements for experiment number 4-5 is shown in Figure 6-2. Once 

the free surface elements have been identified, a surface triangulation algorithm (see section 4.6) is used 

to show the defect region in the model (Figure 6-3). The total number of surface elements is most readily 

found by looping over all the elements in the domain and incrementing a counter, 𝑁𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑛𝑜𝑑𝑒𝑠, each 

time a surface element is found. Next, the associated surface area, 𝐴𝑠, of the surface elements is 

calculated: 

𝐴𝑠 = ∆𝑠
2 𝑁𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑛𝑜𝑑𝑒𝑠 (6-1) 
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Figure 6-2 – Defect measured from the predicted free-surface elements 

 

Figure 6-3 – Surface triangulation of the internal defects 

Then the defect metric, 𝜓𝑑𝑒𝑓𝑒𝑐𝑡, will be the ratio of the calculated surface area to the ideal, defect free 

surface area: 

𝜓𝑑𝑒𝑓𝑒𝑐𝑡 = 1− |1 − 𝐴𝑠/𝐴𝑛𝑜 𝑑𝑒𝑓𝑒𝑐𝑡| (6-2) 

𝐴𝑛𝑜 𝑑𝑒𝑓𝑒𝑐𝑡 is found from the dimensions of the free surface of the measuring zone shown in Figure 6-1:   
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𝐴𝑛𝑜 𝑑𝑒𝑓𝑒𝑐𝑡 = 2(𝐿𝑤𝑧 𝑊𝑤𝑧) + 2(ℎ𝑤𝑧 𝑊𝑤𝑧) + 𝜋 𝑟𝑝𝑖𝑛(2 𝑙𝑝𝑖𝑛 +  𝑟𝑝𝑖𝑛) (6-3) 

𝜋 𝑟𝑝𝑖𝑛(2 𝑙𝑝𝑖𝑛 +  𝑟𝑝𝑖𝑛) takes into account the surface area of the depression left by the tool pin during 

welding and upon retraction. 

When 𝜓𝑑𝑒𝑓𝑒𝑐𝑡 takes on the value of 1, then 𝐴𝑠𝑢𝑟𝑓𝑎𝑐𝑒 = 𝐴𝑛𝑜 𝑑𝑒𝑓𝑒𝑐𝑡, leading to the understanding that no 

defects are present in the finished weld. Practically speaking, this condition cannot be met since the 

surface area of the weld zone will always increase. This is due to the presence of the semi-circular 

striations as shown in Figure 6-4. In reality, a very low weld pitch will tend to cause a poor surface finish, 

and this can be accounted for by the increased bunching of SPH elements in the weld track. One would 

expect that the value of 𝜓𝑑𝑒𝑓𝑒𝑐𝑡 would start out close to 1 at the beginning of the advance phase, and 

decrease as the end of the advance phase nears. In theory, the defect metric should attain a minimum 

value at the end of the simulation when there is the possibility of the greatest amount of defects. 

 

Figure 6-4 – Increased surface area in weld track 

Another advantage to comparing the calculated surface area to a theoretical ideal surface area is that 

the surface area of the flash will also be included in the defect metric. Figure 6-5 shows the free surface 

result for case 1-1 (see Table 6-1), the image shows the prediction of extensive amounts of flash. The 

surface area of the flash is then included in the defect metric. 
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Figure 6-5 – Flash prediction contributing to defect metric    

6.1.2 MIXING METRIC 

Quantifying the level of mixing in the weld zone is another important diagnostic tool. Because of the 

Lagrangian nature of the SPH method, the number of elements belonging to each work piece can be 

calculated on each side of the center of the weld zone. Figure 6-6 shows an image of the level of mixing 

for experiment number 4-5 before (top) and after (bottom) the weld has been completed. The simulation 

is started with an even number of elements on each side of the weld centerline (shown as blue and red 

elements in Figure 6-6).  

Typically, the advancing side has the lowest mixing ratio, particularly in the case that a defect exists. For 

the sake of being conservative, the advancing-side mixing ratio will be used. The mixing metric is found 

by counting the number of red (from work piece 1, 𝑁𝑊𝑃1) and blue (from work piece 2, 𝑁𝑊𝑃2) elements 

on the right side of the centerline. 

The mixing metric, 𝜓𝑚𝑖𝑥𝑖𝑛𝑔, is then given by: 

𝜓𝑚𝑖𝑥𝑖𝑛𝑔 = 1 − |1 −𝑁𝑊𝑃2/𝑁𝑊𝑃1| (6-4) 

The metric is evaluated continuously throughout the simulation. The mixing level will understandably 

increase from zero at the start of the advance phase, to a maximum value at the end of the advance 

phase. 
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Figure 6-6 – Quantification of work piece mixing 

A superior weld quality is attained when the metric approaches a value of one. This would represent an 

even mix of elements, so that 𝑁𝑊𝑃1 = 𝑁𝑊𝑃2 on the advancing side of the weld. One can infer that if more 

of work piece 1 is found on the advancing side, then the weld will be stronger since there has been more 

potential for a strong mechanical bond. 

Another possibility could be to use the average plastic strain in the weld zone. Figure 6-7 shows a typical 

cross section of the plastic strain contours throughout the thickness of the welded plates. Such a metric 

could be beneficial to ensure that a sufficient penetration has been obtained. In this work, a plastic strain 

metric was not used since the tool used in the experiments (and in the simulation as well) was cut to 

increase the level of defects. Unquestionably, a weld formed with a partial depth pin will result in a partial 

penetration weld. For this reason, using such a metric would be misleading and not provide an improved 

assessment of the weld quality. In the case that a design engineer is looking to find the optimal plunge 

depth, a plastic strain metric would be beneficial. 
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Figure 6-7 – Plastic strain throughout the thickness of the welded plates 

6.1.3 MAXIMUM TEMPERATURE METRIC 

The maximum temperature is an important criterion for a number of reasons. The size of the HAZ and 

ultimately the relative quality of the microstructure will be strongly related to the maximum temperature, 

𝑇𝑚𝑎𝑥, attained during welding. Higher welding temperature can be associated with grain growth and a 

course (un-desirable) microstructure. In this work, the maximum temperature in the model is compared 

to the optimal temperature, 𝑇𝑜𝑝𝑡 ,  of 443 °C  from the analytical model of Qian et al. [45].  

 

Figure 6-8 – Typical temperature contours 
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The value chosen for 𝑇𝑜𝑝𝑡 can easily be debated; in fact, in recent years, temperature measurement 

methods have improved at the tool-work piece interface. Schmale et al. [299] have recently shown that 

the maximum temperature is higher than was previously thought, suggesting that the optimal weld-zone 

welding temperature predicted by Qian et al. [45] is on the low side. 

In any case, 𝑇𝑜𝑝𝑡 is a free parameter that the design engineer has the ability to change. The maximum 

temperature metric, 𝜓𝑇𝑚𝑎𝑥 , is then given by: 

𝜓𝑇𝑚𝑎𝑥 = 1− |1 −
𝑇𝑚𝑎𝑥
𝑇𝑜𝑝𝑡

| , 𝑇𝑟𝑜𝑜𝑚  ≥ 𝑇𝑚𝑎𝑥 ≥ 𝑇𝑚𝑒𝑙𝑡  (6-5) 

For the cases considered in this work, the maximum temperature metric is bound between zero and one 

when 𝑇𝑚𝑎𝑥 is between the room and melt temperature. Indeed, in the case of the FSW process, maximum 

temperatures outside this range are non-physical. The maximum temperature is evaluated at regular 

intervals by looping through all the work piece elements and keeping track of the highest temperature 

found. Without exception, the maximum temperature is always found at the interface between the tool 

and the work pieces as shown in Figure 6-8. Unlike 𝜓𝑑𝑒𝑓𝑒𝑐𝑡 and 𝜓𝑚𝑖𝑥𝑖𝑛𝑔, the value of 𝜓𝑇𝑚𝑎𝑥  will not 

change monotonically. Instead, it will oscillate throughout the process. When 𝑇𝑚𝑎𝑥 = 𝑇𝑜𝑝𝑡 , the optimal 

conditions are met, and 𝜓𝑇𝑚𝑎𝑥  would be equal to 1.0. 

6.1.4 MOVING THERMO-COUPLE VARIATION METRIC 

The moving thermocouple (MTC1) is placed under the shoulder of the tool as shown in Figure 6-9. As 

the name implies, the TC follows the tool as it rotates and advances. In practice, this would be 

accomplished by drilling a hole through the tool on an angle. The TC would then be placed through the 

hole so that the measuring tip is exposed to the work piece at the shoulder interface. Schmale et al. [299] 

have used this technique with a high data acquisition frequency and were able to show the oscillating 

nature of the temperature in the weld zone. 

A typical temperature history as measured by MTC1 will tend to be oscillatory. As the TC passes from 

the advancing side to the retreating side, it is expected that a temperature variation will be present. The 

extent of the variation can give important information regarding the symmetry of the TMAZ and HAZ 
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zones, microstructure, as well as the overall conditions for performing a sound weld. A common 

temperature history is shown in Figure 6-10.  

 

 

Figure 6-9 – Location of MTC1 and a through hole method for mounting the thermocouple 

(adapted from [299]) 

 

Figure 6-10 – MTC1 temperature history (adapted from [299]) 
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The idea of this metric is to compare the maximum, 𝑇𝑣𝑎𝑟𝑚𝑎𝑥, and minimum, 𝑇𝑣𝑎𝑟𝑚𝑖𝑛, temperature values 

measured by MTC1 during the advance phase. The MTC variation metric is then given by: 

𝜓𝑇𝑣𝑎𝑟 = 1− |1 − 𝑇𝑣𝑎𝑟𝑚𝑖𝑛/𝑇𝑣𝑎𝑟𝑚𝑎𝑥| 
(6-6) 

Usually, the value of 𝜓𝑇𝑣𝑎𝑟 will start very close to 1.0 (𝑇𝑣𝑎𝑟𝑚𝑖𝑛 = 𝑇𝑣𝑎𝑟𝑚𝑎𝑥) at the start of the advance 

phase. This is because the temperature is commonly very symmetric during the plunge and dwell phase. 

However, as the tool starts to advance, the ratio 𝑇𝑣𝑎𝑟𝑚𝑖𝑛/𝑇𝑣𝑎𝑟𝑚𝑎𝑥 will start to increase, ultimately causing 

𝜓𝑇𝑣𝑎𝑟 to decrease. 

6.1.5 TOOL WEAR METRIC 

Although tool wear does not provide a direct measurement of the weld quality, it is an important 

consideration since the cost of a common FSW tool is significant. If tool wear were not considered, the 

design engineer could end up picking process parameters that could result in the need to change the 

tool too often, burning up any perceived gain by optimizing the advance speed. A common wear pattern 

in a hardened steel tool used to weld aluminum alloys is shown in Figure 6-11 [300].    

 

Figure 6-11 – Common tool wear behaviour [300] 

The wear metric is based on the developments presented in section 3.14. The wear depth rate, 𝑑̇𝑤𝑒𝑎𝑟, is 

continuously calculated throughout the simulation from equation (3-172), and the wear depth, 𝑑𝑤𝑒𝑎𝑟, is 

found by explicitly integrateing the wear depth in time. The metric will then compare the worn to the initial 

tool volume. For the case under consideration in this work, the tool volume is found numerically (from 

SPHriction-3D) to be 𝑉𝑇𝑜𝑜𝑙  = 5.4x10−6 m3. The wear volume is determined by taking the sum of all the 

elemental wear depths multiplied by the surface area of the respective element: 
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𝑉𝑤𝑒𝑎𝑟 = ∑
1

2
|𝑥̅𝐴𝑗 × 𝑥̅𝐵𝑗 |  𝑑𝑤𝑒𝑎𝑟𝑗

𝑗∈𝐹𝐸𝑀

 
(6-7) 

Then the wear metric, 𝜓𝑤𝑒𝑎𝑟, can be stated as: 

𝜓𝑤𝑒𝑎𝑟 = 1 − 𝑉𝑤𝑒𝑎𝑟 𝑉𝑇𝑜𝑜𝑙⁄  (6-8) 

Upon inspection of equation (6-8), one can see that the wear metric will monotonically decrease (since 

𝑑𝑤𝑒𝑎𝑟 and by association 𝑉𝑤𝑒𝑎𝑟 are always increasing). In this sense, 𝜓𝑤𝑒𝑎𝑟 will start close to 1.0 at the 

beginning of the advance phase and reach a minimum value at the end of the simulation. 

6.1.6 OVERALL WELD QUALITY 

The overall weld quality will be evaluated based on the various metric weights shown in Table 6-2. 

Certainly, the value of the weights is expected to be a point of dispute. In general, the weights would be 

dependent on the design engineer’s main goal. It the engineer is more concerned with having a TMAZ 

that is as symmetric as possible, they would likely put more weight towards the “moving TC variation” 

(𝜉𝑇𝑣𝑎𝑟). In another situation, perhaps the engineer would prefer to minimize the defects and tool wear so 

that in this case 𝜉𝑑𝑒𝑓𝑒𝑐𝑡 = 𝜉𝑤𝑒𝑎𝑟 = 0.5. In any case, the proposed method is parametric and can easily be 

adjusted to suit the specific company’s needs. The weighting values chosen for this work represent a 

desire to have an all-around good quality weld.   

Table 6-2 – Weld Quality Metrics 

Quality Metric Weight 

Defects, 𝜉𝑑𝑒𝑓𝑒𝑐𝑡    0.4 

Mixing, 𝜉𝑚𝑖𝑥𝑖𝑛𝑔   0.25 

Maximum Temperature, 𝜉𝑇𝑚𝑎𝑥  0.1 

Moving TC variation, 𝜉𝑇𝑣𝑎𝑟  0.15 

Tool wear, 𝜉𝑤𝑒𝑎𝑟  0.1 

Total 1.0 

So that the overall weld quality can be found from: 
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𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦 = 𝜉𝑑𝑒𝑓𝑒𝑐𝑡 𝜓𝑑𝑒𝑓𝑒𝑐𝑡 + 𝜉𝑚𝑖𝑥𝑖𝑛𝑔  𝜓𝑚𝑖𝑥𝑖𝑛𝑔 + 𝜉𝑇𝑚𝑎𝑥  𝜓𝑇𝑚𝑎𝑥 + 𝜉𝑇𝑣𝑎𝑟  𝜓𝑇𝑣𝑎𝑟

+ 𝜉𝑤𝑒𝑎𝑟  𝜓𝑤𝑒𝑎𝑟 
(6-9) 

The overall weld quality will figure between 0.0 and 1.0: 

0.0 ≤ 𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦 ≤ 1.0 (6-10) 

6.2 WELD QUALITY RESULTS 

Case numbers 1-1 through to 5-3 (15 cases, see Table 6-1), were run in SPHriction-3D. The results from 

the different cases for the different metrics will be presented in this section. The three advancing speeds 

per rpm value were chosen to provide “hot”, “warm”, and “cold” weld cases. The “hot” cases tend to result 

in a poor surface finish (increase in the number of SPH elements on the surface in the weld track).  

6.2.1 DEFECTS 

The defect metric results were compiled following the completion of the 15 process parameter 

simulations. A comparison of the final defect metric (found at the end of the advancing phase) is shown 

in Figure 6-12.  

 

Figure 6-12 – Defect metric comparison at end of advance phase 
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One of the particularities of using a position controlled CNC machine is that the tool will tend to “dig in” 

more as the temperature in the weld zone increases. This behaviour was noticed both in the experimental 

and simulation results. As the tool would dig in further, more material would be expelled past the shoulder 

of the tool on the retreating side. This leads to an increased level of internal (void) defects since the 

material is expelled. This effect is compared in Figure 6-13; notice that the predicted flash height is 

significantly larger in the “hot” weld (500 rpm, 102 mm/min) compared to the “warm” weld (800 rpm, 508 

mm/min). This can be explained by the increased amount of thermal expansion associated with the 

higher weld temperature.  

 

Figure 6-13 – Flash height for 500 rpm with 102 mm/min and 800 rpm with 508 mm/min 

The predicted internal defects are shown for the complete set of the 15 tests in Figure 6-14. The results 

are organized from left to right by increasing advancing speed and from top to bottom by increasing rpm. 

In general, the “warm” welds are in the center column. These welds typically show the least amount of 

internal defect as well as the least flash.  
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Figure 6-14 - Defect results for the cases considered in the optimization analysis 

The simulation results show that a weld pitch of ~0.4 to ~0.6 revolutions/mm leads to the lowest 

probability of forming internal defects. Values above this range tends to introduce significant internal 

defects, whereas values below show a prominent flash formation and a reduction in the surface finish. 

The instantaneous defect metric for the 15 cases is shown in Figure 6-15. The results are intuitive; as 

the weld pitch increases, so does the defect metric.  
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Figure 6-15 – Transient defect metrics comparison for optimization cases 

6.2.2 EXPERIMENTAL VALIDATION OF SIMULATED DEFECTS 

In order to validate the predicted defects by the simulation code, a series of welds were created in the 

lab as was described in section 5.1. The defects present in the welds were then evaluated by either 

cutting the plate in half along the center of the weld line or by using three-dimensional computed 

tomography (3D x-ray). The 3D x-ray images were performed by the Saguenay branch of CNRC-NRC 

(Aluminum Technology Center, CTA). A calibration block with internal voids was used by the x-ray 

technician in order to determine the settings for the x-ray equipment. The parameters used for the x-ray 

study are listed in the appendices (section 9). The defect results from the experimental welds will be 

presented in this section and compared to that predicted by the simulation code.  

Figure 6-16 shows the defects found within the experimental welds (upper set of images in each row) 

compared to the simulation results (lower set of images in each row). For the 800 rpm with 305 and 1069 

mm/min, the defects are exposed by cutting through the center of the weld. This is accomplished using 

a band saw with a 1.2 mm thick blade. This approach results in the removal of at least 1.2 mm of material 

since it is a destructive approach. However, it is suspected that slightly more material is removed, closer 
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to 1.5 mm. The remaining defects are evaluated using the x-ray technology. This approach is non-

destructive and provides an excellent understanding of the defects within the weld. One can see that 

that the simulation code provides an excellent prediction of the location, size, and shape of the internal 

defects. The surface areas associated with the defects are summarized in Table 6-3.  

Table 6-3 – Comparison of defect surface area between experiment and simulation 

RPM 

[rev/min] 

Va 

[mm/min] 

Experiment Defect 

Surface [mm2] 

Simulation 

Defect Surface 

[mm2] 

% Error 

500 102 3492 2323 33.3 

500 305 1363 1463 7.3 

500 914 3729 2424 35.0 

800 305 412 736 78.6 

800 508 522 915 75.3 

800 1069 1186 1249 5.3 

1100 203 2963 1784 39.8 

1100 813 1764 1261 28.5 

1100 1016 2073 1387 33.0 

 

In general, the x-ray results predict a greater surface area than the simulation code. There are a number 

of reasons for this. First, the defect detection algorithm available for the x-ray images iteratively passes 

through the sets of x-ray images; when the program finds a region of decreased density, it flags the 

region as a possible defect. Following that, the program investigates more closely the suspected regions 

and calculates the probability that the region is a defect and associates an equivalent radius to the defect. 

For the sake of consistency, a filter was used to exclude defects that had a probability of less than 0.1. 

This criterion may have been too low, leading to the inclusion of regions that may not have actually been 

defects (leading to an increase in the calculated surface area). In addition, the fact that the defects are 
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approximated as an agglomeration of spheres by the x-ray equipment would tend to over predict the 

defect surface area. This approximation leads to overlapping spheres, which would overestimate the 

surface area. 

 

Figure 6-16 – Experimental defect results 
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The x-ray equipment is capable of detecting defects on the order of a micron, whereas the simulation 

has a defect prediction precision of ~1 mm (related to the particle grid spacing). For this reason, only the 

x-ray results showing a detected defect diameter of at least 1.0 mm were included in the surface area 

calculation (along with the 0.1 probability criteria). 

The percent error between the predicted defects and the measured defects is shown in the last column 

of Table 6-3. Overall, the error is in the range of 5% to 79%. More work is needed to investigate the 

possibility of wrapping a volume around the x-ray results to get a more precise surface area 

measurement. An algorithm should be developed to sort through the defects found and ensure that there 

are no overlapping spheres are present. This could be accomplished using the position of the centroid 

and the diameter of each sphere. Once a set of exclusive, non-overlapping spheres is found, a volume 

should be bound that includes the spheres. Then the surface area of this bounding volume should be 

used to compare to the simulation results. The percent error is expected to decrease overall once such 

an approach is adopted.  

Of particular importance is that the experimental results follow the general trend as predicted by the 

simulation models. This observation can best be qualified by normalizing the individual defect surface 

areas with respect to the largest (the 500 rpm 914 mm/min case). By using this approach, the general 

trend becomes evident, showing that the simulation model provides an excellent general prediction of 

the internal defects within the weld. Figure 6-17 shows a graph comparing the normalized defect surface 

area for the experiment (blue) and the simulation (red).  
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Figure 6-17 – Defect surface area comparison (normalized) 

6.2.3 MIXING 

The mixing metric has a major impact on the weld quality. Since the invention of the FSW process, many 

research groups [301-303] have strived to quantify the actual level of mixing in the weld zone. By using 

a Lagrangian hydrocode, the mixing results can be directly established. A comparison of the results of 

the mixing metric at the end of the advancing phase for the different cases is provided in Figure 6-18.  
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Figure 6-18 – Mixing metric comparison at end of advance phase 

The results (Figure 6-19) show that the mixing is improved when the weld pitch is lowest and there is not 

a significant level of internal defects. Because of the nature of how the mixing metric is evaluated, the 

result also takes into consideration the presence of voids in the weld zone. This is because the number 

of particles is counted on the advancing side that were originally associated with the retreating (blue 

particles) and advancing (green particles) side plates. In the case of a defect being present in the weld 

zone, the ratio of blue to green particles present on the advancing side will decrease. Furthermore, the 

void defect will have a tendency to form in the lower region of the advancing side. A comparison of the 

mixing results for the full set of cases is shown in Figure 6-19. This image helps to clarify the notion that 

the presence of a defect will decrease the value of the mixing metric. 
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Figure 6-19 – Mixing results for the cases considered in the optimization analysis 

Although a plastic strain metric was not used in this work, a comparison of the plastic strain contours 

through the thickness of the welded plates is shown in Figure 6-21. The comparison is provided to offer 

the reader a comprehension of how the process parameters affect the plastic strain state. The plastic 

strain results also deliver great insight into the extent of the TMAZ zone; the greater the extent of the 

plastic strain, the greater the size of the TMAZ zone (see Figure 6-20). More importantly, the results 

provide an understanding of the whether the transition from the HAZ to the TMAZ zone is abrupt or 

gradual. If the plastic strain gradient is large, then the transition is expected to be abrupt.  
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Figure 6-20 –Microstructure zones: A – parent material, B – HAZ, and C – TMAZ  (from [304]) 

 

Figure 6-21 – Plastic strain results for the cases considered in the optimization analysis 
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The transient results for the mixing metric are shown in Figure 6-22. As expected, the mixing metric 

monotonically increases from a minimum value at the start of the advance phase.  

 

Figure 6-22 - Transient mixing metrics comparison for optimization cases 

6.2.4 MAX TEMPERATURE AND MTC1 VARIATION 

The maximum temperature and moving thermocouple (MTC1) variation metrics are designed to provide 

insight into the microstructure transformation in the weld zone. Excessively high weld zone temperatures 

can lead to unwanted grain growth. In addition, strong temperature variations between the advancing 

and retreating side can lead to a highly un-symmetrical microstructure. The maximum temperature and 

MTC1 variation metrics are compiled from the end of the advance phase and compared for the different 

cases in Figure 6-23 and Figure 6-26 respectively. The higher rpm cases show the lowest maximum 

temperature metric values. The weld temperature was very close to the solidus point for these cases. 

The overall length of the work pieces also plays an important role. Because the actual weld length is 4 

inches, the high temperature attained during the plunge and dwell phase strongly affects the advancing 

phase temperature.  
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Figure 6-23 – Maximum temperature metric comparison at end of advance phase 

A comparison of the surface temperature for the 15 different cases is provided in Figure 6-24. The image 

clearly shows the effect of the different process parameters. In general (and intuitively), the average 

temperature throughout the work pieces is higher for the low weld pitch cases (“hot” welds). In fact, by 

the end of the weld for the 500 rpm and 102 mm/min case, the lowest temperature in the plates is 182 

°C, compared to close to room temperature for the 500 rpm and 914 mm/min case.  

The instantaneous metric results for the maximum temperature and the MTC1 variation are shown in 

Figure 6-25 and Figure 6-27 respectively. Notice that the MTC1 results all start at a value of 1, (at the 

end of the dwell phase/start of advancing phase) meaning that the temperature is initially uniform 

throughout full tool rotation. As the tool starts to advance, the temperature variation increases. This effect 

is well explained by the flow of the material predicted in the simulation models. As the tool advances, hot 

material is transported and deposited on the advancing side, causing the temperature to be higher there. 
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Figure 6-24 – Temperature contours for the cases considered in the optimization analysis 
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Figure 6-25 – Transient maximum temperature metrics comparison for optimization cases 

 

Figure 6-26 – MTC1 variation metric comparison at end of advance phase 
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Figure 6-27 – Transient MTC1 variation metrics comparison for optimization cases 

6.2.5 TOOL WEAR 

A comparison of the tool wear results for the various cases is provided in Figure 6-28. The general trend 

is that the amount of wear increases (the wear metric decreases) with decreasing weld pitch. This effect 

is explained by the amount of time that each aluminum “packet” spends in contact with the tool. As the 

weld pitch decreases, the contact time increases leading to an increase in the tool wear. Furthermore, 

there is a trend towards increasing tool wear as the rpm increases. This can be explained by the increase 

in weld temperature, leading to a decrease in the hardness of the tool, ultimately increasing the wear 

rate.  
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Figure 6-28 – Tool wear metric comparison at end of advance phase 

 

Figure 6-29 – Transient tool wear metrics comparison for optimization cases 

A comparison of the tool wear metric throughout the advancing phase is shown in Figure 6-29. As 

expected, the wear increases (metric decreases) steadily throughout the advancing phase. A 
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comparison of the wear contours for the different cases is presented in Figure 6-30. These results show 

the extent of the wear in the pin base, pin side, and the shoulder. The proportion of tool wear on the pin 

side to the shoulder tends to increase with higher advancing speeds, leading to the understanding that 

the pressure is higher on the tool side as the weld pitch increases. Obviously, the location and magnitude 

of the wear contours is dependent on the relative time spent during each of the process phases. Since 

the weld considered in this work is short, the proportion of tool pin wear, to shoulder wear will be much 

larger than if a longer weld were performed.  

 

Figure 6-30 – Tool wear contours for the cases considered in the optimization analysis 
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6.2.6 OVERALL WELD QUALITY 

The overall weld quality metric as determined by equation (6-9) for the end of and throughout 

(instantaneous) the advance phase is shown in Figure 6-31 and Figure 6-32 respectively. The overall 

weld quality is strongly influenced by the defect metric (since the weighting factor is greater than for the 

other metrics). The general trend shows improved weld quality for the “warm” welds in the range of 0.4 

to 0.6 weld pitch.  

 

Figure 6-31 – Overall weld quality comparison at end of advance phase 
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Figure 6-32 - Transient overall weld quality comparison for optimization cases 

The transient results show a steady increase in the weld quality as the tool advances. The increase is 

expected (and necessary) since an incomplete weld, whereby the tool does not advance to the end of 

the plate, should result in a lower weld quality (no weld is formed, obviously leading to a poor joint). This 

graphic helps to verify that the proposed weld quality metric formulation is intuitive and meaningful. 

6.3 RESPONSE SURFACE CONSTRUCTION 

The results from the 15 test cases will now be used to form response surfaces, RS. The surfaces offer 

invaluable insight into the process, provide a powerful means to determine how a change in process 

parameters will affect the weld quality, and will afford a means to optimize the process parameters.  

To form the RS, a file is created with the value of each metric (𝑧) at the end of the simulation as a function 

of rpm (𝜔) and advancing speed (𝑉𝑎). The data is then used to perform a least squares surface fitting 

algorithm, called regression. A general polynomial surface of degree three can be constructed of the 

form: 
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𝐹𝑅𝑆(𝜔, 𝑉𝑎) = 𝑏0 + 𝑏1𝜔
2 + 𝑏2𝜔+ 𝑐1𝑉𝑎

2 + 𝑐2𝑉𝑎 + 𝑑1𝜔𝑉𝑎 + 𝑑2𝜔
2𝑉𝑎 + 𝑑3𝜔𝑉𝑎

2 (6-11) 

The form of the proposed polynomial surface is chosen for its ability to provide an excellent fit to a wide 

variety to data groupings. Although the surface involves eight coefficients that need to be found, the 

additional work is well worth the reward. In some cases, the higher order terms are very small, ultimately 

leading to a plane like surface that fits the data. 

The least squares approach is, in essence, an optimization problem. The goal is to minimize the sum of 

the squared residuals. The residual, 𝑅𝑅𝑆, is defined as the difference between the actual values (in this 

case, the metrics) and the proposed function. The ultimate goal is to find the values of the coefficients in 

equation (6-11). The 𝑖th residual is: 

𝑅𝑅𝑆𝑖 = 𝑧𝑖 − 𝐹𝑅𝑆(𝜔𝑖 , 𝑉𝑎𝑖) 
(6-12) 

The objective function to be minimized is the sum of squares of the residual: 

𝑆𝑆𝑟𝑒𝑠 =∑𝑅𝑅𝑆𝑖
2

𝑛−1

𝑖=1

 (6-13) 

The value of n will be the number of data sets to be used in the regression analysis, in the case at hand, 

𝑛 = 15. To minimize 𝑆𝑆𝑟𝑒𝑠, the gradient of the objective function with respect to the undetermined 

coefficients is set to zero.  

𝜕

𝜕𝛽𝛼
𝑆𝑆𝑟𝑒𝑠 = 0 ,  𝛽𝛼 = 𝑏0, 𝑏1, 𝑏2, 𝑐1, 𝑐2, 𝑑1, 𝑑2, 𝑑3 (6-14) 

This forms a set of linear equations that can be solved by an appropriate method (be it direct or iterative). 

Once the value of the coefficients are found, the appropriateness of the proposed polynomial can be 

evaluated based on the coefficient of determination, 𝑅2, value: 

𝑅2 = 1 −
𝑆𝑆𝑟𝑒𝑠
𝑆𝑆𝑡𝑜𝑡

 (6-15) 

 where 𝑆𝑆𝑡𝑜𝑡 is the total sum of squares: 
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𝑆𝑆𝑡𝑜𝑡 =∑(𝑧𝑖 − 𝑧̅)
2

𝑛−1

𝑖=1

 (6-16) 

and 𝑧̅ is the mean of the data. 𝑅2 will have a value of 1.0, if the polynomial function is a perfect fit to the 

observed data. In this sense, the closer the 𝑅2 is to 1.0, the better the fit.  

6.3.1 RESULTS 

The various polynomial coefficients found from the regression analysis are presented for the different 

cases in Table 6-4. In general, the 𝑅2 values show that the proposed polynomial surface is well suited 

to represent the simulation results. The defect metric goodness of fit is lower than the other metrics due 

to the scatter in the data, because of this scatter; the response surface is considered an appropriate fit 

in this case. 

Table 6-4 – Response surface coefficient results 

 Defects Mixing Tmax Tvar Wear 

𝑏0 0.780 0.610 1.070 0.940 0.976 

𝑏1 3.529E-8 2.827E-7 1.917E-7 2.364E-8 3.382E-10 

𝑏2 -3.919E-5 -3.016E-6 -5.523E-4 -2.000E-5 -1.278E-5 

𝑐1 -4.982E-7 -1.040E-6 1.185E-8 -4.785E-8 -1.739E-8 

𝑐2 2.635E-4 9.158E-4 2.251E-5 -5.451E-5 3.147E-5 

𝑑1 2.813E-7 -2.006E-7 1.688E-8 3.230E-9 -8.392E-9 

𝑑2 -2.328E-10 -4.563E-10 -2.024E-11 -2.599E-11 -1.025E-13 

𝑑3 2.754E-10 6.061E-10 -4.674E-12 4.206E-11 7.331E-12 

𝑅2 0.787 0.938 0.994 0.991 0.984 

 

The various response surfaces are shown in Figure 6-33. In general, the models depict a decrease in 

weld quality as the weld pitch increases (low rpm with high advancing speed). The models for the 

maximum temperature, MTC1, and tool wear do not contain a local extremum within the region of 

interest; instead the models predict a continued increase in weld quality (surpassing a metric of 1.0). 
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Such a result is not physical, requiring the engineer designing the FSW process to take care to 

understand fully the appropriate design space. Figure 6-34 shows contour plots of the response surfaces. 

These plots help to visualize the local extremum present in the defect, mixing and weld quality models. 

 

Figure 6-33 – Response surfaces: defects (top left), mixing (top right), maximum temperature 

(center left), temperature variation (center right), tool wear (bottom left), weld quality (bottom 

right) 
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Figure 6-34 – Contour maps of the response surfaces: defects (top left), mixing (top right), 

maximum temperature (center left), temperature variation (center right), tool wear (bottom left), 

weld quality (bottom right) 

6.4 OPTIMIZATION - MAXIMIZING OVERALL WELD QUALITY 

The overall weld quality is an important metric and is a powerful tool that can be used for optimizing the 

weld quality. The goal of the optimization is to find the best possible weld quality, and the associated 

rpm (𝜔∗), and advancing speed (𝑉𝑎
∗). The optimization problem can be described as: 

Maximize: 𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦(𝜔, 𝑉𝑎)  
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Subject to (constraints): 500 𝑟𝑝𝑚 ≤ 𝜔 ≤ 1800 𝑟𝑝𝑚 

100
𝑚𝑚

𝑚𝑖𝑛
≤ 𝑉𝑎 ≤ 2000 𝑚𝑚/𝑚𝑖𝑛  

The weld quality response surface with the constraint bounds is shown in Figure 6-35. From inspection 

of the surface, a local maximum is clearly present within the desired bounds. The steepest descent 

approach can be used for this optimization problem since the local minimum will inherently satisfy the 

constraints. The general idea of this approach is to iteratively find a local minimum by following the 

gradient (the descent direction) of the function. The algorithm can be described by: 

1- Choose a starting point (𝜔0, 𝑉𝑎0) within the constraint bounds 

2- Choose a descent step size, 𝛼𝑆𝐷 

3- Calculate the gradient at the current point, 𝛻𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦(𝜔𝑛 , 𝑉𝑎𝑛) 

4- Find the next iteration rpm from, 𝜔𝑛+1 = 𝜔𝑛 − 𝛼𝑆𝐷
𝜕

𝜕𝜔
𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦(𝜔𝑛 , 𝑉𝑎𝑛) 

5- Find the next iteration advancing speed from, 𝑉𝑎𝑛+1 = 𝑉𝑎𝑛 − 𝛼𝑆𝐷
𝜕

𝜕𝑉𝑎
𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦(𝜔𝑛 , 𝑉𝑎𝑛) 

6- Evaluate the relative error from the change from the previous iteration𝜀𝑟𝑒𝑙 = 𝑚𝑎𝑥(|𝜔𝑛+1 −

𝜔𝑛|, |𝑉𝑎𝑛+1 −𝑉𝑎𝑛|)  

7- Evaluate the absolute error from the function value at the current and previous step 𝜀𝑎𝑏𝑠 =

|𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦(𝜔𝑛+1, 𝑉𝑎𝑛+1) − 𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦(𝜔𝑛 , 𝑉𝑎𝑛)|  

8- Return to step 3, continue until 𝜀𝑎𝑏𝑠 and𝜀𝑟𝑒𝑙 ≤ 𝐸𝑟𝑟𝑜𝑟𝑇𝑂𝐿 If the desired error tolerance is obtained, 

set (𝜔∗, 𝑉𝑎
∗) = (𝜔𝑛+1, 𝑉𝑎𝑛+1) 
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Figure 6-35 – Weld quality response surface 

The use of 𝜀𝑎𝑏𝑠 and 𝜀𝑟𝑒𝑙 is stringent, but is good practice. Although a fixed descent step size has been 

used here, alternatively, it can be find by solving the minimization problem 
𝑑

𝑑𝛼𝑆𝐷
𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦 (𝜔𝑛 −

𝛼𝑆𝐷
𝜕

𝜕𝜔
𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦(𝜔𝑛 , 𝑉𝑎𝑛), 𝑉𝑎𝑛+1, 𝑉𝑎𝑛 − 𝛼𝑆𝐷

𝜕

𝜕𝑉𝑎
𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦(𝜔𝑛 , 𝑉𝑎𝑛)) = 0  

for 𝛼𝑆𝐷. This two-equation system leads to two solutions; the smaller value of the two can be taken as 

the step size. To use the steepest descent, the negative value of the objective function should be 

minimized (in order to descend).  

The results from the optimization of the weld quality are shown in Table 6-5. The obtained value of 1211 

rpm and 765 mm/min results in a weld pitch of 0.63. Figure 6-36 shows the descent path along the 

response surface towards the local minimum. This result fits well with the findings of Wanjara et al. [46] 

(found a weld pitch of 0.48 by optimizing the surface finish and internal defects for 3.2 mm thick AA6061-

T6 butt joint welds) and Fraser et al. [151] (found a weld pitch of 0.52 by optimizing the maximum weld 

temperature in 3.2 mm thick AA6061-T6 butt joint welds). Although 0.63 is higher than the 

aforementioned results. Ultimately, the optimal values will be dependent on many factors such as the 

dimensions of the plates, the tool design, the support structure, the fabrication (rolled, extruded, 
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machined, etc.) process for the alloy, the surface preparation of the plates, as well as the specific 

chemical constituents.  

Table 6-5 – Weld quality optimization results 

 𝝎 (rpm) 𝑽𝒂 (mm/min) 𝝍𝒘𝒆𝒍𝒅 𝒒𝒖𝒂𝒍𝒊𝒕𝒚  

Starting point, (𝜔0, 𝑉𝑎0) 600 1800 0.403 

Optimal Values, (𝜔∗, 𝑉𝑎
∗) 1211 765 0.870 

Weld pitch 0.63 

 

Figure 6-36 – Descent path for weld quality maximization 

Unquestionably, simple inspection of the response surface at the determined values shows that indeed 

a local extremum has been found. To be certain of the result, the Hessian matrix can be checked: 



Robust and Efficient Meshfree Solid Thermo-Mechanics Simulation of Friction Stir Welding 

256  Kirk Fraser - April 2017 

ℋ𝑖,𝑗 =
𝜕2

𝜕𝑥𝑖𝜕𝑥𝑗
𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦 ,  𝑥𝑖 = 𝜔, 𝑥𝑗 = 𝑉𝑎 (6-17) 

Then, if ℋ is negative definite, a local maximum has been found. The definiteness of a matrix can be 

found from: 

𝜙𝑇ℋ𝜙 (6-18) 

where 𝜙 is a non-zero vector. For the case at hand, it suffices to determine if the hessian is negative 

definite at the determined point: 

(𝜔∗ 𝑉𝑎
∗)ℋ (

𝜔∗

𝑉𝑎
∗) = −0.218 < 0 (6-19) 

which proves that the obtained values do indeed satisfy the conditions for a local maximum.  

6.5 OPTIMIZATION - MINIMIZING DEFECTS 

Finding the optimal process parameters that will minimize the defects can be accomplished using the 

steepest descent algorithm as well, since the response surface (Figure 6-37) contains a local maximum. 

The optimization problem can be stated as: 

Maximize: 𝜓𝑑𝑒𝑓𝑒𝑐𝑡(𝜔, 𝑉𝑎)  

Subject to (constraints): 500 𝑟𝑝𝑚 ≤ 𝜔 ≤ 1800 𝑟𝑝𝑚 

100 𝑚𝑚/𝑚𝑖𝑛 ≤ 𝑉𝑎 ≤ 2000 𝑚𝑚/𝑚𝑖𝑛   
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Figure 6-37 - Defects response surface 

Using the approach as in section 6.4, the optimal values are found to be 1194 rpm with 790 mm/min. 

The results are summarized in Table 6-6. The resulting weld pitch of 0.66 is higher than what was found 

based on overall weld quality. This is an intuitive result since the defect metric will be less stringent 

compared to the overall weld quality. In optimizing the process based on defects, there is no 

consideration for the mixing, temperature, or wear. For this reason, the weld pitch should be expected 

to be slightly higher. 

Table 6-6 – Defect optimization results 

 𝝎 (rpm) 𝑽𝒂 (mm/min) 𝝍𝒘𝒆𝒍𝒅 𝒒𝒖𝒂𝒍𝒊𝒕𝒚  

Starting point, (𝜔0, 𝑉𝑎0) 600 1800 0.318 

Optimal Values, (𝜔∗, 𝑉𝑎
∗) 1194 790 0.889 

Weld pitch 0.66 

 

The descent path is shown on the left side of Figure 6-38 for the starting point listed in Table 6-6. The 

starting point was chosen just within the bounds of the region of interest. Care must be taken to ensure 
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that the starting point will provide the correct descent direction. If the wrong point is chosen, the descent 

could occur entirely outside of the region of interest and thus find an invalid set of process parameters. 

Nevertheless, other starting points can be used. On the right side of Figure 6-38, a starting point of (0,0) 

is taken. This starting point is admissible, and leads to successfully obtaining the desired extremum. 

 

Figure 6-38 - Descent path for defect minimization 

Again, for good measure the definiteness of the hessian matrix is checked and verified to result in a 

negative definite matrix: 

(𝜔∗ 𝑉𝑎
∗)ℋ (

𝜔∗

𝑉𝑎
∗) = −0.332 < 0 (6-20) 

which proves that the obtained values do indeed satisfy the conditions for a local maximum. 

6.6 OPTIMIZATION - MAXIMIZING ADVANCE SPEED BASED ON WELD QUALITY 

Finding the maximum advancing speed based on weld quality requires a different tactic than was used 

in section 6.4 and 6.5. The advancing speed response surface is found based on the described 

procedure in section 6.3, however, the polynomial function is modified as follows: 

𝐹𝑅𝑆(𝜔, 𝜓) = 𝑏0 + 𝑏1𝜔
2 + 𝑏2𝜔+ 𝑐1𝜓

2 + 𝑐2𝜓+ 𝑑1𝜔𝜓 + 𝑑2𝜔
2𝜓 + 𝑑3𝜔𝜓

2 (6-21) 

where 𝜓 is the weld quality metric (𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦). Again, the least squares method is used to find the 

value of the coefficients: 𝑏0 = −7.006𝐸 + 5, 𝑏1 = 0.087, 𝑏2 = 348.547, 𝑐1 = −1.135𝐸 + 6, 𝑐2 = 1.788𝐸 +
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6, 𝑑1 = −1.057𝐸 + 3, 𝑑2 = −0.104, and 𝑑3 = 764.552, resulting in 𝑅2 = 0.787. The response surface and 

the associated contour map are shown in Figure 6-39.  

Notice that the surface does not have a local maximum in the region of interest. For this reason, the 

steepest descent method would lead to optimal values outside of the operating window of the CNC 

machine. In this case, the constraints must be included in the optimization problem solution. The problem 

is stated as: 

Maximize: 𝑉𝑎(𝜔, 𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦)  

Subject to (constraints): 200 𝑟𝑝𝑚 ≤ 𝜔 ≤ 1800 𝑟𝑝𝑚 

0.84 ≤ 𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦 ≤ 0.88  

The choice of the range of 𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦  is chosen to ensure a weld quality of at least 0.84 is obtained. 

The higher end of 0.88 is just outside the maximum admissible value of 𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦. Since the 

constraints will now play a critical role in the solution of the problem, a constrained optimization algorithm 

will be used. 
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Figure 6-39 – Advancing speed as a function of rpm and weld quality response surface 

Although there are many viable algorithm choices, the Lagrange multiplier method will be used here. 

The approach assembles the objective function and the constraints into the Lagrangian of the problem. 

Then the Lagrangian is used to find the optimal values. To use the Lagrange multiplier method, the 
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inequality constraints should be converted to a set of equality constraints. For the problem at hand, a 

simple and elegant solution is to cast the inequality constraints as an elliptic constraint function: 

𝑔(𝜔, 𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦) = (
𝜔 − 1000

800
)
2

+ (
𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦 − 0.86

0.02
)
2

− 1 (6-22) 

𝑔(𝜔, 𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦) can be seen to loosely satisfy the inequality's constraints. For the problem at hand, 

this approximation is sufficient. Next, the gradient of the constraint equation must be shown to be linearly 

independent: 

𝜕

𝜕𝜔
𝑔(𝜔,𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦) =

𝜔

320000
−

1

320
 

𝜕

𝜕𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦
𝑔(𝜔,𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦) = 5000𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦 − 4300 

(6-23) 

 which is linearly independent within the region of interest. Now, the Lagrangian is given by: 

ℒ(𝜔, 𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦 , 𝜆) = 𝑉𝑎(𝜔, 𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦) + 𝜆𝑔(𝜔, 𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦) (6-24) 

where 𝜆 is the Lagrange multiplier. To find the optimal parameters, the gradient of the Lagrangian is set 

equal to zero:  

𝛻𝜔,𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦,𝜆ℒ(𝜔, 𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦 , 𝜆) = 0 (6-25) 

The set of equations that result are linear of the form: 

𝐴̿𝑥̅ − 𝑏̅ = 0 ,   𝑥̅  ∈  𝜔, 𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦 , 𝜆 (6-26) 

which can be solved by any number of methods. For this particular problem, there are three equations 

in three unknowns. This can be solved readily by inverting the coefficient matrix, 𝐴̿, to find the value of 

the solution vector, 𝑥̅: 

𝑥̅ = 𝐴̿−1𝑏̅ (6-27) 

Of course, for larger systems an iterative approach is preferred.  
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Table 6-7 – Advancing speed optimization results 

 𝝎 (rpm) 𝐕𝐚 (mm/min) 𝝍𝒘𝒆𝒍𝒅 𝒒𝒖𝒂𝒍𝒊𝒕𝒚  𝝀 

Optimal Values, (ω∗, ψweld quality
∗) 1527 1075 0.845 -163.2 

Weld pitch 0.70  

Following this approach, the optimal values are found (summarized in Table 6-7) to be 𝜔 = 1527 rpm, 

and 𝑉𝑎 = 1075 mm/min with a corresponding weld quality of 0.845. To verify that the solution to the 

optimization problem with the Lagrange multiplier method is valid, the Karush-Kahn-Tucker conditions 

will be checked. First off, the feasibility condition on the constraint is checked: 

𝑔(𝜔∗, 𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦
∗) = (

𝜔∗ − 1000

800
)
2

+ (
𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦

∗ − 0.86

0.02
)

2

− 1 ≈ 0 (6-28) 

Next, the optimality condition is checked: 

𝛻𝜔𝑉𝑎(𝜔, 𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦) + 𝛻𝜔𝜆𝑔(𝜔, 𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦) ≈ 0 (6-29) 

𝛻𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦𝑉𝑎(𝜔, 𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦) + 𝛻𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦𝜆𝑔(𝜔, 𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦) ≈ 0 (6-30) 

Finally, the necessary condition is checked: 

𝛻𝜔ℒ(𝜔,𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦 , 𝜆) ≈ 0 

𝛻𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦ℒ(𝜔,𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦 , 𝜆) ≈ 0 

𝛻𝜆ℒ(𝜔, 𝜓𝑤𝑒𝑙𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦 , 𝜆) ≈ 0 

(6-31) 

Since the aforementioned conditions have been met, the optimization satisfies the necessary and 

sufficient conditions. The determined weld pitch of 0.7 is certainly pushing the limits of the process 

window. A weld with such a high rpm and advancing speed for a 12.7 mm plate will undoubtedly result 

in a certain level of internal defects. However, in many structural applications, where a small amount of 

defects is acceptable, this result will provide a valuable understanding to the design engineer as to the 

upper end of the process parameter settings. Most likely, the proposed numerical simulation optimization 

approach can serve as a starting point for the weld technician to start a round of tests. Without previous 
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knowledge of the reasonable starting point for the tests, the technician would likely require far more time 

to find acceptable (let alone, optimal) operating conditions.  
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7 CONCLUSIONS AND OUTLOOK 

The research project has provided a new approach to study and understand the FSW process. The 

presented developments will open new avenues to comprehensive simulation studies of the FSW 

process. Certainly, the idea that the “purpose of computing is insight, not numbers” [305] leads to the 

recognition that a well-tailored numerical study can provide far more than simply the value of the 

temperature at a point, or the stress state in the weld zone. More importantly, the model can and should 

afford valuable insight into the studied process. In a general sense, a model is useful if it provides the 

engineer or researcher with a new appreciation of why a certain result has occurred. From such a 

fundamental understanding, the underlying physics are revealed and true innovation can begin. 

During the research project, a broad study of the current state of the art was undertaken. The results of 

the study lead to the understanding that a robust and efficient meshfree simulation code was needed. 

Furthermore, a need for an improved material model was established. The developed FKS flow stress 

model is better capable of representing the material behaviour across a wide spectrum of strain rates, 

temperatures, and strain hardening conditions. The literature consulted also lead to the conclusion that 

an improved, phenomenological contact interface modeling approach was needed. The developed 

cumulative damage model more precisely incorporates the underlying physics at the contact interface 

between the FSW tool and the workpieces. Assessment of the recent work in FSW simulation lead to 

the development of a robust and efficient thread and scroll modeling approach, wear prediction, as well 

as novel hybrid thermal-mechanical contact algorithm. 

Once the fundamental background was presented for the various algorithms required to simulate 

precisely the entire FSW process, a number of test cases were presented. These cases highlighted 

various important aspects of the process; with the focus on temperature histories, tool torque and force, 

and most importantly, defects. Certainly, the prediction of defects with a numerical simulation model 

requires the use of advanced numerical methods. Only a meshfree, large plastic deformation code 
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written to take into account the underlying physics could attain such excellent correlation between 

simulation and experiment. Furthermore, since SPHriction-3D was developed entirely on the GPU, the 

aforementioned results were obtained within a reasonable timeframe (less than a day compared to many 

days or weeks 

Finally, the full set of developments was leveraged to perform a comprehensive optimization of the FSW 

process. To this end, a new and novel series of weld quality metrics was presented that are considered 

to provide an excellent measure of the quality of the finished weld. These metrics then served as the 

building blocks for the development of response surfaces to be used to find optimized process 

parameters. Indeed, the parameters focused on in this work were rpm and advancing speed; however, 

with little effort, the proposed method could be used to find the optimal tool geometry, the ideal base 

support material, or even an improved clamping design to reduce residual stresses. Because of the 

parametric nature of the proposed optimization approach, the possibilities are only limited by the scope 

of the researcher’s imagination. Since the meshfree code was completely developed from ground zero 

with the goal of being able to easily include new physics, the possibilities are endless. 

The project served to develop a fully coupled meshfree solid mechanics and thermal solution entirely on 

the GPU. Previous fully coupled implementations incurred long run times that would have led to un-

reasonably long calculations. This then, would have discouraged the average design engineer in a 

company wishing to optimize their FSW process from a simulation approach. Since the developed code, 

SPHriction-3D, is approximately 20 to over 30 times faster than an equivalent meshfree code running on 

a CPU system, this allows a company to find optimized process parameters within a working day or two 

(using a multi-GPU system, which would be the fraction of the cost of an equivalent CPU computing 

cluster). Ultimately, the presented developments will offer a means for companies to understand better 

the FSW process. One of the main hurdles that FSW has encountered in the past decades is a lack of 

understanding [3] along with the notion that conventional welding techniques are the best avenue. 

SPHriction-3D provides a powerful simulation platform for companies that do not wish to or cannot afford 

to invest large quantities of money into a virtual prototyping simulation approach.  
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Figure 7-1 – Aluminum bridge construction [306] 

Looking forward, a number of the developments presented here warrant further investigation. The FKS 

flow stress model was developed based on a set of compression tests. There would be a benefit in 

performing tension and torsion tests as well. This would make the proposed material model more 

general. Further investigation of the cumulative damage friction law is also warranted. The proposed 

cumulative damage approach (based on Johnson-Cook damage) could be replaced with a more 

appropriate damage law that is more specifically tailored to the FSW process. Another path that deserves 

further investigation and development is the implementation of a fully implicit smoothed particle method 

(see Appendices for details). The basic formulation has been developed, but at the time that this thesis 

was written, the method is not yet a viable approach to simulate the FSW process.  

Ultimately, the project strives to open up new understanding of the process and to promote the use of 

FSW. More importantly, in a general sense, helps to promote the use of aluminum alloys in everyday 

structural applications such as the aluminum bridge picture in Figure 7-1. With the decaying bridge 

infrastructure in the province of Quebec [307] and elsewhere in Canada and the US [308], there is 

renewed interest in the use of low corrosion alloys such as aluminum. With a better understanding of the 
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FSW process will come widespread acceptance, leading to the viability of using typically difficult to join 

alloys for critical infrastructure projects. 
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USEFUL FORMULAE 

The following section very briefly outlines some important formulae that are often required when deriving 

the SPH equations presented in this document. More rigorous treatment is available from Kreyszig [309] 

or Violeau [310]. 

Nabla or Del Operator 

The nabla or del operator is very important in vector calculus; it is written in Cartesian coordinates (x,y,z) 

as: 

𝛻 =
𝜕

𝜕𝑥
𝑖 +

𝜕

𝜕𝑦
𝑗 +

𝜕

𝜕𝑧
𝑘 

(9-1) 

 Gradient Operator 

The gradient provides a convenient means to determine the direction of greatest increase of a function. 

The gradient of a scalar function, f(x, y, z), is a vector; it can be written as: 

𝑔𝑟𝑎𝑑𝑓 = 𝛻𝑓 =
𝜕𝑓

𝜕𝑥
𝑖 +

𝜕𝑓

𝜕𝑦
𝑗 +

𝜕𝑓

𝜕𝑧
𝑘 

(9-2) 

Divergence Operator 

The divergence is an important operator in continuum mechanics; it can be thought of as quantifying the 

compressibility of a vector field. If the divergence is zero, then the field is incompressible. The divergence 

of a vector, v̅, can be written as: 

𝑑𝑖𝑣𝑣̅ = 𝛻 ∙ 𝑣̅ = (
𝜕

𝜕𝑥
𝑖 +

𝜕

𝜕𝑦
𝑗 +

𝜕

𝜕𝑧
𝑘) ∙ (𝑣𝑥𝑖 + 𝑣𝑦𝑗 + 𝑣𝑧𝑘)

= (
𝜕𝑣𝑥
𝜕𝑥

+
𝜕𝑣𝑦
𝜕𝑦

+
𝜕𝑣𝑧
𝜕𝑧
) 

(9-3) 

If the divergence is positive, we say that a source exists; if it is negative, then a sink exists. The 

divergence of a tensor of order n will in general result in a tensor of order n − 1. 

Material Derivative 
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The material derivative is used to describe the rate of change of a scalar or vector quantity that is 

dependent on time and spatial location. This is an important notion to switch from a Lagrangian 

formulation to an Eulerian one (or vice-verse). The material derivative of a scalar quantity, f, is:   

𝐷𝑓

𝐷𝑡
=
𝜕𝑓

𝜕𝑡
+ 𝑣 ∙ 𝛻𝑓 =

𝜕𝑓

𝜕𝑡
+ 𝑣𝑖

𝜕𝑓

𝜕𝑥𝑖
 

(9-4) 

The material derivative of a vector, v̅, is: 

𝐷𝑣̅

𝐷𝑡
=
𝜕𝑣̅

𝜕𝑡
+ 𝑣̅ ∙ 𝛻𝑣̅ =

𝜕𝑣𝑖
𝜕𝑡

+ 𝑣𝑖
𝜕𝑣𝑖
𝜕𝑥𝑗

 
(9-5) 

Liebniz’s Theorem  

Given a vector function, F̅,  S is a moving surface bound by ∂S, v̅ is the velocity of the moving surface, 

dA is a vector element of the surface S,  and ds is a vector element of the curve ∂S: 

 
𝑑

𝑑𝑡
∬ 𝐹̅𝑑𝐴
𝑉

= ∫
𝜕𝐹

𝜕𝑡
𝑑𝐴 + ∮ 𝐹̅𝑣̅

𝜕𝑆𝑉
∙ 𝑛𝑑𝑠  (9-6) 

Gauss’s Divergence Theorem 

Gauss’s theorem is a very common operation used in the development of the conservation equations. It 

is used to transform a volume, V, integral into a surface integral, S. F̅ is a vector function, and n̅ is a 

normal vector to the surface: 

∭𝑑𝑖𝑣𝐹̅𝑑𝑉 =

𝑉

∬𝐹̅ ∙ 𝑛̅𝑑𝐴

𝑆

 

(9-7) 

This can be written in components as: 

∭(
𝜕𝐹1

𝜕𝑥
+
𝜕𝐹2

𝜕𝑦
+
𝜕𝐹3

𝜕𝑧
)𝑑𝑥𝑑𝑦𝑑𝑧 =

𝑉

∬(𝐹1𝑑𝑦𝑑𝑧 + 𝐹2𝑑𝑥𝑑𝑧 + 𝐹3𝑑𝑥𝑑𝑦)

𝑆

 

(9-8) 

Dyadic product (Tensor Product) 

The tensor product is an important operator in vector calculus. As the name suggests, the tensor product 

of two vectors is a tensor; for example, the tensor product of del and velocity is: 
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𝛻⨂𝑣̅ =
𝜕𝑣𝑗
𝜕𝑥𝑖

,     (𝛻⨂𝑣̅)𝑇 = 𝑣̅⨂𝛻 =
𝜕𝑣𝑖
𝜕𝑥𝑗

 
(9-9) 
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VERIFICATION CASE - HEAT TRANSFER IN A SOLID BLOCK 

In order to verify the heat conduction with convection boundary conditions, a simulation model is built in 

LS-DYNA® with Finite elements and in SPHriction-3D with SPH elements. The block is initially at 20°C, 

and the left end is heated with a convection boundary condition. The same parameters are used in both 

models. The coefficient of convection is set to 100.0 W/m2K and the external temperature is set at 500°C. 

The specific heat capacity and thermal conductivity of the solid are set to 1.0 J/kgK and 3000.0 W/mK. 

The simulation runs for 10.0 seconds. A graphical comparison of the results is provided in Figure 9-1. 

We can see that the temperature contours and the relative magnitude of the temperature is essentially 

the same in LS-DYNA® and SPHriction-3D.  

Let’s take a closer look at how the temperature varies at three discrete points in the solid throughout the 

simulation. We will investigate at x = 0, x = 1/2L and x = L. The results are shown in Figure 9-2, we can 

see that the values obtained from SPHriction-3D agree excellently with the values obtained from LS-

DYNA®. 

 

Figure 9-1 – Convection BC on one surface of block 
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Figure 9-2 – Results comparison for end convection validation case 
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VERIFICATION CASE - BEAM WITH FIXED ENDS 

A model of a beam with fixed ends will be used to test the convergence behaviour of the SPH formulation 

used in this work. The beam (shown in Figure 9-3) has a square cross section with depth of D = 1.0 m, 

a length of L = 10.0,  and a uniform load of W = 50 kN/m.  

 

Figure 9-3 – Beam with fixed ends 

The analytical solution for the vertical deflection is [311]: 

𝑢𝑦(𝑥, 𝑦) = −
𝑊𝑥2

24𝐸𝐼
(𝐿2 − 2𝐿𝑥 + 𝑥2) (9-10) 

the horizontal deflection: 

𝑢𝑥(𝑥, 𝑦) = −
𝑊𝑥𝑦

12𝐸𝐼
(𝐿2 − 3𝐿𝑥 + 2𝑥2) (9-11) 

and the maximum bending stress: 

𝜎𝑥𝑥(𝑥, 𝑦) =
𝑊𝑦

12𝐼
(𝐿2 − 6𝐿𝑥 + 𝑥2) (9-12) 

where E and I are the modulus of elasticity and the inertia of the beam respectively. Using the theory 

calculations, the maximum deflection is mid span and is uy(L 2⁄ , 0) = 7.5 mm. The maximum bending 

stress is σxx(0 or L,±D 2⁄ ) = ±25.0 MPa. The convergence behaviour will be shown using the 

displacement error norm given by: 
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𝑑𝑒𝑟𝑟𝑜𝑟 = √
∑ (𝑢𝑖|𝑡ℎ𝑒𝑜𝑟𝑦 − 𝑢𝑖|𝑠𝑖𝑚)

2𝑁𝑝
𝑖=1

∑ (𝑢𝑖|𝑡ℎ𝑒𝑜𝑟𝑦)
2𝑁𝑝

𝑖=1

 (9-13) 

where Np is the number of calculations points in the model, ui|sim is the displacement at the ith SPH 

calculation point, and ui|theory is the displacement calculated from theory sampled at the same locations 

in the simulation model. Three different particle spacing’s are used in this study: 

 6 particles through the thickness, ∆sp = 0.167 m 

 9 particles through the thickness, ∆sp = 0.111 m 

 11 particles through the thickness, ∆sp = 0.091 m 

The respective models are shown in Figure 9-4. The blue particles represent the boundary nodes (in 

each case three layers of boundary nodes are used), the red and green particles discretize the beam 

and the uniformly distributed load is applied to the red particles. The SPH results will be compared to the 

analytical results. The same boundary conditions, loading, and geometry is used in all cases. The SPH 

model uses the standard explicit time integration scheme with the stability criterion: 

∆𝑡𝑚𝑒𝑐ℎ = 𝐶𝐹𝐿
ℎ

𝑐 + |𝑣̅|
 (9-14) 
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Figure 9-4 – Beam models  

For this test case CFL = 1.0. The load is ramped up from zero to full force over 0.5 seconds; then, the 

load is held steady from 0.5 to 1.0 seconds (end time for the explicit simulation). This procedure is 

required to ensure that the explicit solution reaches a steady state by the end of the calculation. The 

uniformly distributed load is converted into a nodal point load based on: 

𝐹𝑁𝑃 =
𝑊 𝐿

𝑁𝐿𝑃
 (9-15) 

where NLP is the number of nodes used to discretize the point load. We have found that at least 6 

calculation points through the thickness of the part are required to provide a minimum level of precision 

in the numerical solution. Certainly, more particles through the thickness will improve the resolution and 

precision of the solution, however, the solution time is expectantly higher.  
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A comparison of the bending stress results from theory and the explicit SPH are shown in Figure 9-5. A 

close inspection of the SPH stress contours show that the solution is in good agreement with the 

analytical solution.     

 

Figure 9-5 – Bending stress (σxx) Comparison between theory and SPH 

The displacement error-norm results are shown in Figure 9-6. The error as a function of particle spacing 

is provided on the left. For this fixed-end beam problem, standard (explicit) SPH has a convergence rate 

of 0.93. On the right side of Figure 9-6 is the error as a function of the smoothing length scale factor; 

hscale = 1.1 appears to be best suited for the SPH approach for this case.  

 

Figure 9-6 – Displacement error norm comparison  
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VERIFICATION CASE - ELASTIC VIBRATION OF AN ALUMINUM 

CANTILEVER BEAM 

Elastic deformation is an important part of the simulation code that we have developed. We prefer to 

model the FSW process using a solid-mechanics approach, and for this reason, we must be certain that 

our implementation of elastic stress and strain is correct. Moreover, we should also ensure that the code 

conserves momentum exactly without the presence of dissipation. A simple elastic vibration model of an 

aluminum cantilever beam has been set up in SPHriction-3D using SPH and in LS-DYNA® using FEM. 

The left most end of the beam is fixed and the rightmost end is free. An initial deformation of 10% of the 

beam thickness is imposed on the tip of the beam. The simulation is run for a total of 0.02 s to capture 

the transient deformation of the elastic body. The beam is made of AA6061-T6, with an elastic modulus 

of 70.0 GPa, density of 2700 kg/m3, and a Poisson ratio of 0.33. The beam has a rectangular cross 

section, 24 mm thick and 12 mm wide. The total length of the beam is 100 mm. The particle and finite 

element grid is 2 mm. The deflection is applied by pressing a rigid plate down onto the end of the beam. 

The plate presses down 2.4 mm over the course of 0.005 s, from t = 0.005 to t = 0.01 s the plate is held 

steady. At t = 0.01 s, contact between the plate and the beam is disallowed and the beam begins to 

vibrate. 

Figure 9-7 shows a comparison of the effective stress at peak deflection. This point in the simulation 

corresponds to the moment just before the contact is disallowed (t = 0.01 s). We can see that the contours 

are almost identical for the two models reaching a maximum value close to the fixed end of 500 MPa.   
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Figure 9-7 – Effective stress from SPHriction-3D (top) and LS-DYNA® (bottom) comparison for 

the vibrating beam 

 

Figure 9-8 – Dynamics response of the vibrating beam for SPHriction-3D and LS-DYNA® 

Once the beam starts to vibrate, we expect to see that the period and magnitude remain the same. If the 

magnitude were to decrease, then the code would not conserve momentum exactly. Figure 9-8 shows 

the dynamic response of the SPH and FEM beams. The natural frequency of the SPH beam is found to 
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be 1920 Hz, and that of the FEM beam is 1950 Hz (found by taking an FFT of the time domain signal). 

Most importantly, we can see that there is no numerical damping present, as the magnitude does not 

decrease. We have captured ~20 cycles from t = 0.01 to t = 0.02 s. When the simulation is run for a 

longer period, the undamped simple harmonic motion continues indefinitely. 
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VERIFICATION CASE - ELASTIC-PLASTIC TENSILE TEST 

A tensile test of a cylindrical specimen will be used to evaluate the elastic-plastic algorithms in the SPH 

code. A baseline case is setup and run in LS-DYNA® using finite elements, the geometry and properties 

of the steel cylinder are shown in Figure 9-9. 

 

Figure 9-9 – FEM and SPH Steel Cylinder Dimensions and Properties 

One end of the cylinder is held fixed, while the other end of the cylinder is given a prescribed velocity 

that increases from zero to 1.0 m/s at t = 0.005s; the velocity is held constant at 1 m/s from 0.005s to 

0.01s (simulation end time). This test is designed to show that SPHriction-3D has a robust and precise 

implementation of the radial return algorithm for a solid body that can be approximated with the perfect 

plastic assumption (tangent modulus, ET, equal to zero).  
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Figure 9-10 – Effective stress (Pa) and plastic strain comparison for LS-DYNA® (left) and 

SPHriction-3D (right) 

 

Figure 9-11 – Comparison of effective plastic strain at center of specimen 

Figure 9-10 shows a comparison of the effective stress and plastic strain in the FEM and SPH model. 

We can see that the cylinder yields at the reduced area in both models. The maximum effective plastic 

strain is 0.281 and 0.286 in the FEM and SPH model respectively. The shape and location of the contours 
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for the stress and strain in the SPHrictoin-3D code line up with those of the LS-DYNA model with little 

discrepancy. 

Figure 9-11 gives a comparison of the effective plastic strain for an element located at the center of the 

steel bar (location of max plastic strain). The graph shows that the result obtained with SPHriction-3D is 

almost identical to that of LS-DYNA®. This then verifies that the radial return algorithm has been 

appropriately implemented, as there is a very good correlation between the two models.  
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VERIFICATION CASE - ELASTIC-PLASTIC COMPRESSION TEST 

WITH HEAT GENERATION 

The compression test is setup as shown in Figure 9-12. The loading is provided as a function of time, t, 

by a velocity, vcompress, boundary condition: 

𝑣𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠 = {

𝑣𝑚𝑎𝑥
𝜏1

𝑡    0 ≤ 𝑡 ≤ 𝜏1

𝑣𝑚𝑎𝑥        𝑡 > 𝜏1       
 (9-16) 

This type of ramp loading function is recommended for SPH models since it avoids numerical instabilities 

associated with large accelerations. We typically apply the loading function over a sufficiently long time 

to ensure dynamic effects are minimal (we are focused on quasi-static response). For the compression 

test, vmax = 10.0 and τ1 = 0.005. The base of the cylinder is fixed in all three translation degrees of 

freedom. The cylinder is 560 mm long, a diameter of 300 mm and is made of AA6061-T6. A total 

simulation time of 0.01 s is used with a time step size of 2.5E-06 s (CFL =  1.0) for a total of 4000 time 

steps. The SPH grid is set up with an inter particle spacing of 10mm. The largest element size in the 

FEM model is 10mm.  

 

Figure 9-12 – Compression Test Model 
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The FEM model is composed of a total of 12960 finite elements. The SPH model uses 42956 particles. 

Once the aluminum cylinder starts to deform plastically, heat is generated, which increases the 

temperature of the aluminum. The increased temperature causes thermal softening because of our 

choice of material model. A comparison of the results of the simulations is shown in Figure 9-14. The 

maximum temperature in the aluminum cylinder is found to be at the geometric center of the specimen. 

The maximum temperature for the FEM model is 46.5 °C. The standard and adaptive search methods 

give maximum temperatures of 45.7 °C, only a 1.7% error compared to the FEM model. The total 

Lagrangian simulation finds a maximum temperature of 50.2 °C for an 8% error. Since we do not actually 

calculate the Piola-Kirchhoff stress, error is incurred. Initially the temperature for all four methods is within 

close agreement. Once significant plastic deformation occurs, the total Lagrangian approximation that 

we use starts to diverge from the FEM results. This behaviour can be seen in detail in Figure 9-13.   

 

Figure 9-13 – Temperature comparison for the compression test (maximum temperature at 

center of aluminum specimen) 
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Figure 9-14 – Temperature results for the compression test. Top left: FEM results, top right: 

SPH with total Lagrangian approach, bottom left: standard SPH approach and bottom right: 

SPH with adaptive search method 

The effective stress (commonly referred to as von Mises stress) is compared for the different models in 

Figure 9-15. We can see excellent agreement of all three SPH approaches with the FEM results. Note 

that the effective stress decreases slightly towards the end of the simulation because of thermal 

softening.  
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Figure 9-15 – Effective stress comparison for the compression test (taken from center of 

specimen) 

 

Figure 9-16 – SPH elements that are processed by the adaptive search (in red) 
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The efficiency of the adaptive search comes from performing the neighbor search only where it really 

needs to be executed. As the simulation progresses, the SPH elements to be adaptively searched are 

updated as shown in Figure 9-16. 

GPU Performance 

The aluminum cylinder is scaled in size in order to compare the performance of the SPH models on the 

GPU to the CPU. The three models are shown in Figure 9-17. The 42960 element model is the baseline 

model. The 143730 element model is created by scaling the baseline model 1.5x and the 339360 element 

model is a 2.0x scale of the baseline model. All three models use the same 10mm inter-particle spacing. 

For each of the models, the following versions are executed: 

 SPH simulation on the CPU using the standard neighbor search every 5 time steps 

 SPH simulation on the GPU using the standard neighbor search every 5 time steps 

 SPH simulation on the GPU using the total Lagrangian approach 

 SPH simulation on the GPU using the adaptive neighbor search 

The total time to complete the simulations was recorded and is shown in Figure 9-18. A log based scale 

is used for the y-axis since the CPU times are considerably higher than those on the GPU. We find that 

the SPH simulation with the standard searching algorithm every 5 time steps is 19.1 times faster than 

the CPU on average. With the adaptive search approach, the average speed-up factor is 34.2x. And with 

the approximate total Lagrangian approach, an average speed-up of 44.3x is achieved. Figure 9-19 gives 

an overview of the performance of the SPH code on the GPU. 
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42960 Elements 

 

143730 Elements 

 

339360 Elements 

 

Figure 9-17 – Three models used for performance testing 

 

Figure 9-18 – Timing results for the compression test 
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Figure 9-19 – Speed-up factors on the GPU 
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CONVECTION AS A SURFACE INTEGRAL 

Previously, the heat source and sink terms (convection, radiation, and friction) that are important for the 

FSW process were developed by converting the surface integrals into volume integrals. Note that the 

plastic deformation energy is naturally a volume integral, and should not be cast otherwise.  

In some cases, such a volume approximation may be unacceptable. The heat source terms can just as 

easily be cast into the energy equation by inclusion of the surface integral: 

𝑑𝑇𝑖
𝑑𝑡

=
1

𝜌𝑖𝐶𝑝𝑖
[∑

𝑚𝑗
𝜌𝑗

4𝑘𝑖𝑘𝑗
𝑘𝑖 + 𝑘𝑗

(𝑇𝑖 − 𝑇𝑗)

|𝑥𝑖𝑗|
2 𝑥𝑖𝑗

𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛽
+ 𝜒𝑃𝑊 (𝜎̿:

𝑑𝜀̿𝑝

𝑑𝑡
)

𝑁𝑖

𝑗=1

+ ∑
𝑚𝑗
𝜌𝑗
(𝑞𝛼

𝑗
𝑛̂𝑆𝑃𝐻

𝛼

𝑗
) 𝐴𝑗𝑊𝑖𝑗2𝐷

𝑗∈𝑠𝑢𝑟𝑓𝑎𝑐𝑒

 [
𝐽

𝑚3 𝑠
]] 

(9-17) 

Here, Wij2D
 is an appropriate smoothing function in two dimensions (see section 3.2.2 and Table 3-1). 

The slight complication with this approach is that a list of the neighbors of the surface particles must be 

established. The heat flux term, q̅ can represent  

convection: 

𝑞̅𝑐𝑜𝑛𝑣 = ℎ𝑐𝑜𝑛𝑣(𝑇∞ − 𝑇𝑠)𝑛̂𝑆𝑃𝐻 (9-18) 

radiation: 

𝑞̅𝑟𝑎𝑑 = 𝜖𝑟𝜎𝑆𝐵(𝑇𝑠𝑢𝑟𝑟
4 − 𝑇𝑠

4)𝑛̂𝑆𝑃𝐻 (9-19) 

or friction:  

𝑞̅𝑓𝑟𝑖𝑐𝑡𝑖𝑜𝑛 = 𝜖𝑟𝜎𝑆𝐵(𝑇𝑠𝑢𝑟𝑟
4 − 𝑇𝑠

4)𝑛̂𝑆𝑃𝐻 (9-20) 

Although this approach is more involved compared to that presented in section 3.9, the results can be 

improved for problems involving strong flux gradients and/or highly irregular free surfaces.  
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FULL IMPLICIT SMOOTHED PARTICLE METHOD (FISPM) 

The standard SPH method for solid mechanics must be integrated explicitly since there is not a simple 

way to update implicitly the accelerations with the stresses at the next time step. The main drawback to 

the explicit time stepping approach is that it is conditionally stable and requires time step sizes that are 

approximately 50-100 nanoseconds (proportional to the speed of propagation of a stress wave in the 

material). In this section, a new, true meshfree approach that uses an incremental deformation 

formulation that is ideal for quasi-static problems is developed. This formulation must be solved implicitly 

and is not subject to a limit on the time step.  

In FSW, the cooling phase will take many minutes compared to a few seconds for the active weld phase. 

This new formulation will allow us to treat the cooling phase (quasi-static) following the welding phase 

more efficiently. The ultimate goal of the development is to discretize the set of solid mechanics 

equations into a meshfree form that can be solved on the GPU. The new approach is called the “full 

implicit smoothed particle method” (FISPM).  

To develop the solid mechanics formulation of FISPM, we will start from the differential form of the 

dynamic equilibrium equation for a solid body (see Liu [312] or Smith et al. [313]): 

𝜌
𝐷𝑣̅

𝐷𝑡
= 𝛻 ∙ 𝜎̿ + 𝑏̅ (9-21) 

This equation describes the rate of change of velocity, v̅, of a solid body subject to internal forces due to 

stress, σ̿, and external body forces, b̅. In this development, only quasi-static problems will be considered, 

so, ∂v̅ ∂t⁄  will be zero: 

𝛻 ∙ 𝜎̿ + 𝑏̅ = 0 (9-22) 

The equation requires a balance between the internal forces (stress divergence) and the external body 

forces). It is best known as the static equilibrium equation. σ̿ is defined as σ̿T =

[σ11 σ22 σ33 σ23 σ13 σ12]. The stress in the solid body can be related to the strain, ε̿, using 

Hooke’s law: 
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𝜎̿ = 𝑪𝜀 ̿ (9-23) 

Again, ε̿ is defined by the same conventions as σ̿. 𝐂 is the elasticity tensor; for isotropic materials it is 

symmetric and takes on the values: 

𝐶𝛼𝛼 =
𝐸(1 − 𝜈)

(1 − 2𝜈)(1 + 𝜈)
𝑖𝑓 𝛼 =  1,2,3 

𝐶𝛼𝛼 = 𝐺,𝛼 =  4,5,6 

𝐶𝛼𝛽 =
𝐸𝜈

(1 − 2𝜈)(1 + 𝜈)
𝑖𝑓 𝛼 =  2,3 , 𝛽 =  2,3 , 𝛼 ≠ 𝛽 

𝐶𝛼𝛽 = 0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

(9-24) 

E is the modulus of elasticity, ν is poisons ratio,  and G is the shear modulus. The material strain is found 

from the kinematic equation: 

𝜀̿ =
1

2
(𝛻⨂𝑢̅ + (𝛻⨂𝑢̅)𝑇) (9-25) 

where u̅ is the deformation vector and ⨂ is the tensor product (dyadic). For convenience, this can be 

written as: 

𝜀̿ = 𝐵𝑇𝑢̅ = 0 (9-26) 

BT is the transpose of the 6x3 differential operator matrix defined in three dimensions by: 

𝐵𝑇 = [

𝜕/𝜕𝑥1 0 0 0 𝜕/𝜕𝑥3 𝜕/𝜕𝑥2

0 𝜕/𝜕𝑥2 0 𝜕/𝜕𝑥3 0 𝜕/𝜕𝑥1

0 0 𝜕/𝜕𝑥3 𝜕/𝜕𝑥2 𝜕/𝜕𝑥1 0

] (9-27) 

Using equation (9-23) and (9-26) in (9-22) gives the matrix form of the equilibrium equation: 

𝐵𝑇𝐶𝐵𝑢̅ + 𝑏̅ = 0 (9-28) 

In order to provide a smoothed particle approximation of the static equilibrium equation, a relationship 

for the mixed derivatives is needed. In this work, the Laplace operator for a scalar field is given by [218]:  
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𝛻 ∙ (𝑘𝛻𝑓(𝑥𝑖)) =∑
𝑚𝑗
𝜌𝑗

(4𝑘𝑖𝑘𝑗)

(𝑘𝑖 + 𝑘𝑗)
(𝑓(𝑥𝑖) − 𝑓(𝑥𝑗))

𝑥𝑖𝑗
𝛼

𝑟2
𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛼

𝑁𝑖

𝑗=1

 (9-29) 

and the Laplacian of a vector field can be approximated as: 

𝛻 ∙ (𝑘𝛻𝑓(𝑥𝑖
𝛼)) =∑

𝑚𝑗
𝜌𝑗

(4𝑘𝑖𝑘𝑗)

(𝑘𝑖 + 𝑘𝑗)
(𝑓(𝑥𝑖

𝛼) − 𝑓(𝑥𝑗
𝛼))

𝜕2𝑊𝑖𝑗

𝜕𝑥𝑖
𝛼𝜕𝑥𝑖

𝛽

𝑁𝑖

𝑗=1

 (9-30) 

The mixed derivatives are defined by: 

𝜕2𝑊𝑖𝑗

𝜕𝑥𝑖
𝛼𝜕𝑥𝑖

𝛽
=
𝑥𝑖𝑗

𝛼

𝑟2
𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛽
= (

1

ℎ
)(
𝑥𝑖
𝛼 − 𝑥𝑗

𝛼

𝑟2
)(
𝑥𝑖
𝛽 − 𝑥𝑗

𝛽

𝑟
)
𝑑𝑊

𝑑𝑅
 (9-31) 

Using equations (9-30) and (9-31), the static equilibrium equation in the x direction can be written as: 

𝑢𝑖
1∑(𝐶̃11 + 𝐺̃23)

𝑁𝑖

𝑗=1

−∑𝑢𝑗
1(𝐶̃11 +𝐺23)

𝑁𝑖

𝑗=1

+ 𝑢𝑖
2∑𝐶𝐺̃12

𝑁𝑖

𝑗=1

−∑𝑢𝑗
2𝐶𝐺̃12

𝑁𝑖

𝑗=1

+ 𝑢𝑖
3∑𝐶𝐺̃13

𝑁𝑖

𝑗=1

−∑𝑢𝑗
3𝐶𝐺̃13

𝑁𝑖

𝑗=1

+ 𝐹1 = 0 

(9-32) 

Equation (9-31) involves a number of abbreviations: 

𝐶̃𝛼𝛼 = 𝑉𝑗𝐶𝑖𝑗
11 𝑥𝑖

𝛼 − 𝑥𝑗
𝛼

𝑟2
𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛼
 , 𝛼 = 1,2,3 

𝐺̃𝛼𝛽 = 𝑉𝑗𝐺𝑖𝑗 (
𝑥𝑖
𝛼 − 𝑥𝑗

𝛼

𝑟2
𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛼
+
𝑥𝑖
𝛽 − 𝑥𝑗

𝛽

𝑟2
𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛽
) , 𝛼 ≠ 𝛽 

𝐶𝐺̃𝛼𝛽 = 𝑉𝑗(𝐶𝑖𝑗
12+ 𝐺𝑖𝑗)

𝑥𝑖
𝛼 − 𝑥𝑗

𝛼

𝑟2
𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛽
 , 𝛼 ≠ 𝛽 

𝑉𝑗 = (
𝑚𝑗
𝜌𝑗
)

2

 

𝐹𝑖
𝛼 = (

𝑚𝑗
𝜌𝑗
)𝑏𝛼 

𝐶𝑖𝑗
𝛼𝛽 =

(4𝐶𝑖
𝛼𝛽𝐶𝑗

𝛼𝛽)

(𝐶𝑖
𝛼𝛽 + 𝐶𝑗

𝛼𝛽)
 , 𝛼 = 1, 𝛽 = 1,2 

(9-33) 
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𝐺𝑖𝑗 =
(4𝐺𝑖𝐺𝑗)

(𝐺𝑖 + 𝐺𝑗)
 

Similar equations can be written in the y and z directions as well. Equation (9-32) can be succinctly 

written as a matrix equation of the form: 

𝐾̿𝑢̅ = 𝐹̅ (9-34) 

K̿ is the global stiffness matrix in units of force per length, u̅ is the incremental deformation vector, and F̅ 

is the total incremental force vector that comprises the applied force, thermal expansion force,  and the 

plastic corrector force. The stiffness matrix is 3Nx3N and both u̅ and F̅ are vectors of length 3N. The set 

of equations must be solved using an appropriate iterative solution procedure. Although the set of 

equations are sparse, each row of the stiffness matrix will involve ~56 entries in 3D (using hscale = 1.2). 

Because of this, inverting the stiffness matrix is extremely computationally expensive for even small 

simulation models. Once the deformations are known, the strain increment can be found from equation 

(9-26) then the stresses can be found from (9-23).  

Because of the kernel truncation at the boundary of the solid, the resulting stiffness’ will be incorrect 

along the free surface. This can be remedied by correcting the kernel gradient used in equation (9-31). 

The kernel gradient correction was explained in section 3.8. The corrected mixed derivatives are then 

approximated by: 

𝜕2𝑊𝑖𝑗

𝜕𝑥𝑖
𝛼𝜕𝑥𝑖

𝛽
=
𝑥𝑖𝑗

𝛼

𝑟2
𝛻𝛽𝑊̂𝑖𝑗 

(9-35) 

This correction breaks the symmetry of the stiffness matrix, meaning that the linear system must be 

solved by an iterative solver for non-symmetric sparse positive definite matrices. The bi-conjugate 

gradient stabilized (BiCGstab) method is a good choice in this case.  

A similar development can be performed for the heat transfer equations. In this case, the goal is to update 

the temperatures in the model implicitly. Starting from the heat diffusion equation and using a backwards 

difference to discretize the time derivative provides an implicit relationship between the material point 

temperature at time step m and m+1: 
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𝑇𝑖
𝑚+1 − 𝑇𝑖

𝑚

∆𝑡
=

1

𝜌𝑖𝐶𝑝𝑖
[∑

𝑚𝑗
𝜌𝑗

(4𝑘𝑖𝑘𝑗)

(𝑘𝑖 + 𝑘𝑗)

(𝑇𝑖
𝑚+1 − 𝑇𝑗

𝑚+1)

|𝑥𝑖𝑗|
2 𝑥𝑖𝑗

𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛽
+ 𝑞̇

𝑁𝑖

𝑗=1

] (9-36) 

Re-arranging the equation to have the temperature at time step m+1 on the left side and m on the right 

side: 

𝑇𝑖
𝑚+1(1 −∑𝐴𝑖𝑗

𝑁𝑖

𝑗=1

)+∑𝐴𝑖𝑗

𝑁𝑖

𝑗=1

𝑇𝑖
𝑚+1 = 𝑇𝑖

𝑚 +
∆𝑡𝑞̇

𝜌𝑖𝐶𝑝𝑖
 (9-37) 

where 

𝐴𝑖𝑗 =
∆𝑡

𝜌𝑖𝐶𝑝𝑖
[
𝑚𝑗
𝜌𝑗

(4𝑘𝑖𝑘𝑗)

(𝑘𝑖 + 𝑘𝑗)

𝑥𝑖𝑗

|𝑥𝑖𝑗|
2

𝜕𝑊𝑖𝑗

𝜕𝑥𝑖
𝛽
] (9-38) 

This forms a matrix equation of the form: 

𝐶̿𝑇̅ = 𝑄̅ (9-39) 

The coefficient matrix, C̿ is symmetric sparse positive definite (SPD), for this reason, the conjugate 

gradient (CG) method can be used solve for the temperature at time step m+1. 

The sparsity of the stiffness and thermal coefficient matrices can easily be preserved by ordering the 

entries according to the neighbor list for the mechanical and thermal domains. The CG and BiCGstab 

algorithm used in this work is based on the work of Saad [314]. 

Verification of FISPM 

A model of a beam with fixed ends will be used to test the convergence behaviour of FISPM and CFISPM. 

The beam (shown in Figure 9-3) has a square cross section with depth of D = 1.0 m, a length of L = 10.0,  

and a uniform load of W = 50 kN/m.  
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Figure 9-20 – Beam with fixed ends 

The analytical solution for the vertical deflection is [311]: 

𝑢𝑦(𝑥, 𝑦) = −
𝑊𝑥2

24𝐸𝐼
(𝐿2 − 2𝐿𝑥 + 𝑥2) (9-40) 

the horizontal deflection: 

𝑢𝑥(𝑥, 𝑦) = −
𝑊𝑥𝑦

12𝐸𝐼
(𝐿2 − 3𝐿𝑥 + 2𝑥2) (9-41) 

and the maximum bending stress: 

𝑆𝑥𝑥(𝑥, 𝑦) =
𝑊𝑦

12𝐼
(𝐿2 − 6𝐿𝑥 + 𝑥2) (9-42) 

where E and I are the modulus of elasticity and the inertia of the beam respectively. Using the theory 

calculations, the maximum deflection is mid span and is uy(L 2⁄ , 0) = 7.5 mm. The maximum bending 

stress is Sxx(0 or L,±D 2⁄ ) = ±25.0 MPa. The convergence behaviour will be shown using the 

displacement error norm given by: 

𝑑𝑒𝑟𝑟𝑜𝑟 = √
∑ (𝑢𝑖|𝑡ℎ𝑒𝑜𝑟𝑦 − 𝑢𝑖|𝑠𝑖𝑚)

2𝑁𝑝
𝑖=1

∑ (𝑢𝑖|𝑡ℎ𝑒𝑜𝑟𝑦)
2𝑁𝑝

𝑖=1

 (9-43) 
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where Np is the number of calculations points in the model. ui|sim is the displacement at the ith FISPM 

calculation point, and ui|theory is the displacement calculated from theory sampled at the same locations 

in the simulation model. Three different particle spacing’s are used in this study: 

 6 particles through the thickness, ∆sp = 0.167 m 

 9 particles through the thickness, ∆sp = 0.111 m 

 11 particles through the thickness, ∆sp = 0.091 m 

The respective models are shown in Figure 9-4. The blue particles represent the boundary nodes (in 

each case three layers of boundary nodes are used), the red and green particles discretize the beam 

and the uniformly distributed load is applied to the red particles. The FISPM and CFISPM results will be 

compared to the analytical results as well as the standard SPH. The same boundary conditions, loading, 

and geometry is used in all cases. The SPH model uses the standard explicit time integration scheme 

with the stability criterion: 

∆𝑡𝑚𝑒𝑐ℎ = 𝐶𝐹𝐿
ℎ

𝑐 + |𝑣̅|
 (9-44) 

For this test case CFL = 1.0. The load is ramped up from zero to full force over 0.5 seconds; then, the 

load is held steady from 0.5 to 1.0 seconds (end time for the explicit simulation). This procedure is 

required to ensure that the explicit solution reaches a steady state by the end of the calculation. 
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Figure 9-21 – Beam models  

The uniformly distributed load is converted into a nodal point load based on: 

𝐹𝑁𝑃 =
𝑊 𝐿

𝑁𝐿𝑃
 (9-45) 

where NLP is the number of nodes used to discretize the point load. We have found that at least 6 

calculation points through the thickness of the part are required to provide a minimum level of precision 

in the numerical solution. Certainly, more particles through the thickness will improve the resolution and 

precision of the solution, however, the memory storage requirements are 𝒪(𝑁𝑝
3), and the solution time 

is expectantly higher.  

A comparison of the bending stress results from theory, FISPM, CFISPM, and standard explicit SPH are 

shown in Figure 9-5. A close inspection of the FISPM contours show that the solution is affected by the 
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boundary particles. This can best be noted by looking at the top edge of the beam, here we can see that 

the stress contours locally decrease close to the boundary. Whereas the CFISPM results are in better 

agreement with those of the analytical solution. The stress contours in the standard SPH results are not 

uniform and show spurious stress oscillations in the model.  

 

Figure 9-22 – Bending stress (Sxx) Comparison between theory, SPH, FISPM, and CFISPM 

The displacement error norm results are shown in Figure 9-6 for SPH, FISPM, and CFISPM. The error 

as a function of particle spacing is provided on the left. The CFISPM shows an improvement of the 

precision. The convergence rates are 1.4 and 1.5 for FISPM and CFISPM respectively. For this fixed-

end beam problem, standard (explicit) SPH has a convergence rate of 0.93. On the right side of Figure 

9-23 – Displacement error norm comparison is the error as a function of the smoothing length scale 

factor. In the case of FISPM, the precision reaches a maximum for hscale = 1.1, whereas hscale = 1.2 
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appears to be best suited for the CFISPM approach. Notice that the precision of the CFISPM approach 

is more uniform than FISPM across the different values of hscale. This is because the corrected method 

shows less sensitivity to the boundary conditions.  

 

Figure 9-23 – Displacement error norm comparison 

The performance of the proposed method is compared to the standard explicit SPH code in Figure 9-24. 

The graph shows the ratio of calculation times of SPH with FISPM (blue bars), and SPH with CFISPM 

(orange bars). The best speed up of 37x is achieved by FISPM, whereas the lowest speedup of 23x is 

from CFISPM. The corrected method requires slightly more calculation time because the BiCGstab 

solver requires more operations per calculation point.  

 

Figure 9-24 – Performance comparison - ℎ𝑠𝑐𝑎𝑙𝑒 = 1.1, 1.2, 1.3  
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3D COMPUTED TOMOGRAPHY PARAMETERS - YXLON 

MULTIPLEX 5500M 
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The 3D x-ray images of the welded plates were carried out by Dany Drolet at “Centre de technologie 

d’aluminum” CNRC-NRC. The parameters used in the study are provided above. 
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