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We present a derivation of linear response theory within polarizable embedding starting from a rig-
orous quantum-mechanical treatment of a composite system. To this aim, two different subsystem
decompositions (symmetric and nonsymmetric) of the linear response function are introduced and the
pole structures as well as residues of the individual terms are discussed. In addition to providing a thor-
ough justification for the descriptions used in polarizable embedding models, this theoretical analysis
clarifies which form of the response function to use and highlights complications in separating out
subsystem contributions to molecular properties. The basic features of the presented expressions and
various approximate forms are illustrated by their application to a composite model system. Published
by AIP Publishing. [http://dx.doi.org/10.1063/1.4985565]

I. INTRODUCTION

Environments can have profound effects on molecular
response and transition properties of a chromophore, yet their
modeling comprises a difficult task for quantum-chemical
methods. Due to their unfavorable scaling with the system size,
a full quantum-mechanical treatment of large molecular sys-
tems is out of question when using conventional algorithms.
Instead, subsystem approaches in which the system under
study is divided into chemically well-defined constituents that
are treated individually may be used.

Several methods belong to this category, and one may
generally distinguish two different approaches: (i) strict sub-
system methods that treat the subsystems consistently on an
equal footing1,2 and (ii) the so-called embedding approaches
in which one particular subsystem is considered to be embed-
ded in the remaining subsystems (the environment). A recent
review of subsystem and embedding approaches can be found
in Ref. 3. In addition to the obvious computational cost argu-
ment, embedding approaches are motivated by the fact that the
chemical identity of subsystems is largely intact in molecu-
lar complexes and—when targeting excited states—that many
electronic transitions are localized in nature. Frozen-density
embedding4 (FDE) provides a formally exact framework
through a constrained minimization of the total energy with
respect to the density of the embedded subsystem, given that
particular conditions on the frozen environment density are
fulfilled. For practically achievable frozen densities, it yields
an upper bound to the ground-state energy but, if applied

a)Author to whom correspondence should be addressed: nalist@kth.se
b)Electronic mail: panor@kth.se
c)Electronic mail: kongsted@sdu.dk
d)Electronic mail: hjj@sdu.dk

in a fully self-consistent manner through freeze-and-thaw
cycles,5 it becomes equivalent to the subsystem reformula-
tion of density functional theory (DFT),6 thereby bridging (i)
and (ii).2,7 More efficient, though more approximate embed-
ding approaches are quantum-classical models, such as hybrid
quantum mechanics/molecular mechanics methods, involving
a discrete but classical representation of the environment.8–10

These approaches are classified in a hierarchy according to
the extent of the coupling between the quantum and classical
subsystems,3 where polarizable embedding (PE) schemes pro-
vide the most realistic description accounting for the effects
of mutual polarization.11

Both subsystem DFT related methods12–16 and polariz-
able embedding models17–22 have been generalized to response
formalisms to allow for the calculation of response and tran-
sition properties of molecules embedded in large environ-
ments. The computational cost associated with the explicit
coupling of the subsystem excitation manifolds in a fully cou-
pled scheme generally hinders the inclusion of the dynamical
response of the entire environment in large complexes15 but
allows in a truncated form to describe the coupling between
selected transitions localized in different subsystems as rele-
vant for chromophoric aggregates.16 Polarizable embedding,
on the other hand, offers an efficient inclusion of the dynamic
environment response, provided the perturbing field is non-
resonant with respect to local excitations in the environ-
ment.23 This restriction has, however, been lifted by intro-
ducing phenomenological excited-state lifetime broadenings
in the response formalism.21,24,25

So far, extensions of polarizable embedding to quantum-
mechanical response theory have been derived assuming a
classical description of the environment from the onset of
the theoretical treatment. While this is a convenient strat-
egy, the physical origin of the resulting expressions is not
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obvious nor what terms are being neglected. The aim of the
present work is to formulate a derivation of linear response
theory within polarizable embedding starting from a rigorous
quantum-mechanical treatment of the entire system. Although
various polarizable embedding schemes differ in the specific
representation of the environment,11 their underlying math-
ematical structure is the same.26 In this work, we focus on
the explicit expressions for the polarizable embedding (PE)
model17,27,28 in which the environment is described in terms
of a distributed multipole representation, thus providing a well-
defined link to the environment charge density. We note that
the main conclusions will also be valid for polarizable density
embedding,29 which go beyond pure polarizable embedding.
Our derivation is based on an explicit parameterization of the
wave function of the combined system. The origin and inherent
limitations become particularly transparent in this framework,
where approximations are introduced by imposing restrictions
directly on the wave function parameterization.

Whereas previous theoretical analyses have primarily
focused on excitation energies,3,30,31 we shall here be con-
cerned with the general linear response function and not only
its poles. Based on the linear response function of the combined
system, we derive two different subsystem decompositions,
referred to as symmetric and nonsymmetric. These provide
a direct connection to the standard response formulations of
polarizable embedding based on the classical description of
the energy contribution of the interaction with the environ-
ment.28,32 The present theoretical analysis also sheds light on
the basic behavior of coupled systems and complications in
separating out subsystem contributions to response and tran-
sition properties. Finally, key features of the equations are
illustrated numerically by considering the linear response of a
chromophore–water model complex subject to a weak external
electric field.

II. THEORY

In Sec. II A, the basics of the exploited quantum-
mechanical direct-product ansatz for the wave function of the
combined system will be reviewed; in Sec. II B, this theoreti-
cal framework will be used to formulate linear response theory
for a composite system; then in Secs. II B 2 and II B 3 we will
introduce and compare two different subsystem decomposi-
tions to allow for solving the response equations in effective
subsystem spaces, creating a connection to basic quantities
appearing in the PE model; and in Sec. II B 4, the discussion
is extended to a complex response framework, demonstrating
how intensity borrowing occurs in a coupled system. Based
on the presented subsystem formulations, we will in Sec. II C
clarify the connections between a fully quantum-mechanical
linear response theory for a selected subsystem in the environ-
ment of all other subsystems and when the PE model is used
for the environment.

Atomic units (a.u.) will be used throughout.

A. Wave function ansatz: Definitions

Let us consider a composite system consisting of N inter-
acting subsystems, each with an integer number of electrons

and with a fixed relative position. In many quantum-classical
embedding models, including the PE model which is the
main focus in this work, a fundamental assumption is that
of nonoverlapping subsystem charge densities [zero-overlap
approximation (ZOA)], which implies a strict localization of
the subsystem wave functions. The ZOA implies that exchange
repulsion vanishes, and as a consequence, the exact wave
function of the combined system can be written in a basis
of direct-product states constructed from the complete anti-
symmetrized subsystem spaces.31,33,34 The electronic Hamil-
tonian for N interacting subsystems decomposes naturally
as

Ĥ =
N∑

A=1

ĤA +
N∑

A>B

V̂AB, (1)

where ĤA is the electronic Hamiltonian of the isolated subsys-
tem A and V̂AB describes the electrostatic interactions between
the nuclei and electrons in the subsystem A with those in
B. In second quantization, the interaction operator takes the
form

V̂AB =

MB∑
m∈B

Zm

∑
pq∈A

vpq(Rm)Êpq +
MA∑
n∈A

Zn

∑
rs∈B

vrs(Rn)Êrs

+
∑
pq∈A

∑
rs∈B

vpq,rsÊpqÊrs +
MA∑
n∈A

MB∑
m∈B

ZnZm

|Rn − Rm |
, (2)

where vpq and vpq, rs are electrostatic potential and two-electron
repulsion integrals, respectively, noting that the two-electron
excitation operator within the ZOA factorizes into subsys-
tem contributions, i.e., êpq,rs = ÊpqÊrs. The remaining entities
have their usual definitions.35 Occasionally, we will use an
alternative representation of the interaction operator,

V̂AB =

∫
ρ̂A(r)V̂B(r)dr =

∫
ρ̂B(r)V̂A(r)dr = ρ̂A

r V̂B
r , (3)

given in terms of the first-order reduced density and electro-
static potential operators as

ρ̂A(r) =
MA∑
n∈A

Znδ(r − Rn) −
∑
pq∈A

φ∗p(r)φq(r)Êpq, (4)

V̂B(r) =
MB∑

m∈B

Zm

|r − Rm |
+

∑
rs∈B

vrs(r)Êrs. (5)

The last equality of Eq. (3) introduces a shorthand notation for
the spatial integration with respect to repeated space variables,
which will be used in Secs. II B and II C.

As the next step towards effective environment mod-
els, the electronic wave function of the combined system is
approximated with a single direct product of subsystem wave
functions,33,36

|ΨAΨB . . .ΨN 〉 = |ΨA〉 ⊗ |ΨB〉 ⊗ · · · |ΨN 〉, (6)

which upon variation leads to a set of nonlinear coupled
effective subsystem equations to be solved iteratively,

∀ A : F̂A |0A〉 = EA |0A〉. (7)
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The effective subsystem Hamiltonian reads as

F̂A = ĤA +
N∑

B,A

〈0B | V̂AB |0B〉

= ĤA +
∑
pq∈A

N∑
B,A



MB∑
m∈B

Zmvpq(Rm) +
∑
rs∈B

vpq,rsDB,rs


Êpq,

(8)

where DB,rs = 〈0B | Êrs |0B〉 is an element of the first-order
reduced density matrix for subsystem B. The two terms col-
lected in the square brackets represent the classical electro-
static potential generated by the ground states of the remaining
subsystems in their polarized states, i.e., in the presence of the
other subsystems.

B. Response theory of composite systems

We will now consider the pure electronic response (i.e.,
nuclear motions are not included) of the composite system
to an external optical field within the framework introduced
in Sec. II A. Special attention will be paid to the physical
aspects of the intersubsystem interactions in the presence of
the applied field and how they influence molecular proper-
ties. For notational simplicity, we shall restrict this analysis
to two subsystems (leading to an embedded subsystem A and
an environment B in polarizable embedding) and work within
a configuration interaction (CI) framework for the individual
subsystems.

Our derivation for two interacting subsystems is based
on the quasi-energy formulation of response theory,37,38 in
which response functions are defined as the coefficients of the
time-averaged quasi-energy {QAB}T in a Taylor series expan-
sion in terms of the external field strengths. Within the ZOA,
the field–matter interaction operator describing the action of a
monochromatic external field on the composite system can be
expressed as

V̂ t =
∑
±ω

V̂ω
α Fωα e−iωt =

∑
±ω

(
V̂ω

A,α + V̂ω
B,α

)
Fωα e−iωt , (9)

where Fωα are the associated Fourier amplitudes (perturbation
strengths). The Greek subscripts indicate (possibly compos-
ite) Cartesian labels; and here and henceforth, the Einstein
summation convention is adopted for repeated Greek
indices.

1. The direct-product approximation

The phase-isolated part of the time-dependent direct-
product wave function for the composite system may be
defined by an exponential unitary parameterization as
���I0A0B

〉
= ei

[
Λ̂A(t)+Λ̂B(t)

]
|0A0B〉

= eiΛ̂A(t) |0A〉 ⊗ eiΛ̂B(t) |0B〉 ; [Λ̂A, Λ̂B] = 0, (10)

where the intersubsystem commutation relation follows from
the ZOA. The time-dependent Hermitian operator Λ̂A(t) for
subsystem A is parameterized in terms of a set of time-
dependent amplitudes {λiA } and takes the form39

Λ̂A(t) =
∑
i>0

(
λiA (t)q̂†iA + λ∗iA (t)q̂iA

)
= Q†AΛA,

Q†A =
[
q†A qA

]
; ΛA =

[
λA(t) λ∗A(t)

]T
,

(11)

where an identity operator for subsystem B is implied. The
state-transfer operators q̂†iA = |iA〉 〈0A | and their adjoints are
built from a set of orthonormalized states {|iA〉} that span the
orthogonal complement space of the reference state |0A〉, the
latter satisfying the variational condition given by Eq. (7).

Before proceeding, we briefly comment on the employed
parameterization: (i) The direct-product parameterization in
Eq. (10) is nonlinear, that is, it produces states outside the
excitation manifold, defined by the linear action of the operator
Λ̂A(t) + Λ̂B(t). In particular, the exponential parameterization
contains states in which both subsystems are excited simul-
taneously due to products of subsystem excitations, despite
the absence of such transitions in the state-transfer operators.
This is analogous to the nonlinear exponential parameteriza-
tion of a Hartree–Fock or Kohn–Sham determinant that is
based on a generator of single-electron excitations but yet
encompasses multi-electron excited determinants. A direct
consequence of the use of a nonlinear parameterization is
that the properties derived from a response framework differ
from those based on the state-specific formulation.30,31,40–42

(ii) The lack of a Λ̂AB(t) operator in the exponent of the
first equality in Eq. (10) and thus a direct coupling between
direct-product states of the types 〈iA0B | and |iAjB〉 as well as
〈iA0B | and |kAjB〉 is the origin of the neglect of state-specific
relaxation and London dispersion between the subsystems.31

(iii) The expansion of the time-dependent wave function in
the basis of subsystem states means that only intrasubsystem
transitions are included, while intersubsystem transitions are
excluded. The main assumption imposed by the above param-
eterization and the conservation of electrons in each subsystem
is the exclusion of charge-transfer transitions between the
subsystems.

Having settled on an appropriate parameterization of
the phase-isolated wave function, explicit expressions for
response functions of the combined system can be obtained
as perturbation-strength derivatives of the associated time-
averaged quasi-energy, evaluated at zero field strengths. The
linear response function becomes

〈〈V̂−ωα ; V̂ω
β 〉〉 =

d2{QAB}T

dF−ωα dFωβ

������F=0

= −Vω†
α (E[2] − ωS[2])

−1
Vω
β .

(12)

Ordering the Fourier components of the configuration ampli-
tudes in the operators in Eq. (10) according to Λω

= (λωA , λω ∗A , λωB , λωB
∗)T leads to the following intra- and inter-

subsystem blocked forms of the vectors and matrices:

− iVω
β =

∂2{QAB}T

∂Fωβ ∂λ
ω∗

������F=0

= −i


Vω
A,β

Vω
B,β


, (13)

E[2] − ωS[2] =
∂2{QAB}T

∂λω∗ ∂λω

�����F=0
=



E[2]
A E[2]

AB

E[2]
BA E[2]

B


− ω



S[2]
A 0

0 S[2]
B


.

(14)

The diagonal blocks of the electronic Hessian and overlap
matrices, arising upon differentiation of the quasi-energy with
respect to the wave function parameters belonging to the same
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subsystem (I = A, B), take the same overall form as for the
isolated subsystems,

E[2]
I =

[
AI BI

BI ∗ AI ∗

]
, S[2]

I =

[
1 0
0 −1

]
, Vω

I ,α =



gI
α

−gI
α
∗


,

(15)

where the symbols 0 and 1 are used to denote appropriately
sized null and identity matrices, respectively. As exemplified
for subsystem A, the elements of the subsystem blocks take
the form

AA
ij = 〈0A0B |

[
q̂iA ,

[
ĤA + V̂AB, q̂†jA

] ]
|0A0B〉

CI

= 〈iA | ĤA + 〈0B | V̂AB |0B〉 |jA〉

− δiAjA 〈0A | ĤA + 〈0B | V̂AB |0B〉 |0A〉 , (16)

BA
ij = 〈0A0B |

[
q̂iA ,

[
ĤA + V̂AB, q̂jA

] ]
|0A0B〉

CI

= 0 ,

gA
α,i = 〈0A0B | [q̂iA , V̂ω

A,α] |0A0B〉 = 〈0A | [q̂iA , V̂ω
A,α] |0A〉

CI

= 〈iA | V̂
ω
A,α |0A〉. (17)

In addition to the isolated subsystem term, the electronic sub-
system Hessian in Eq. (15) incorporates a contribution from
the intersubsystem coupling. In particular, it describes the cou-
pling between intrasubsystem excitations under the influence
of the electrostatic potential produced by the electronic ground
state of the other subsystem. The generally rectangular off-
diagonal block E[2]

AB and its conjugate transpose E[2]
BA in Eq. (14)

describe the intersubsystem coupling. Using the same order-
ing as in Eq. (15), the structure of this block can be written
as

E[2]
AB =

[
Γ Θ
Θ∗ Γ∗

]
, (18)

with elements given by

Γij = 〈0A0B |
[
q̂iA ,

[
V̂AB, q̂†jB

] ]
|0A0B〉

CI

= 〈iA0B | V̂AB |0AjB〉,

(19)

Θij = 〈0A0B |
[
q̂iA ,

[
V̂AB, q̂jB

] ]
|0A0B〉

CI

= − 〈iAjB | V̂AB |0A0B〉.

(20)

The off-diagonal blocks couple excitations in one subsystem
with those in the other, and as follows from these expressions,
the coupling is described through a Coulombic interaction of
transition densities in the two subsystems. The off-diagonal
blocks S[2]

AB and S[2]
BA vanish within the ZOA.

As usual, excitation energies for the combined system can
be found as eigenvalues of the generalized eigenvalue equation
involving the electronic Hessian and the metric in terms of the
overlap matrix,39

E[2]X = S[2]XΩ. (21)

We recall the well-known feature of this generalized eigen-
value problem, where the eigenvalues come in pairs ±ωn and
the associated eigenvectors are related,39,43 and we shall use
positive and negative indices (ω−n =−ωn) to denote paired
solutions. Here, X is the matrix of eigenvectors satisfying the
orthonormality relation

X†S[2]X = σ, σnm = sgn(n)δnm, (22)

and Ω is the diagonal matrix containing the associated eigen-
values ±ωn. For later reference, we introduce the partitioned
form of the eigenvector matrix according to the blocked
structure in Eq. (14),

X =


XA XAB

XBA XB


, (23)

where the off-diagonal blocks describe the degree of delo-
calization of the excitations in the combined system. The
transition strength associated with excitation n in the com-
posite system can then be obtained from the residue analysis
of the linear response function as

T0n
αβ = lim

ω→ωn
(ω − ωn)〈〈V̂−ωα ; V̂ω

β 〉〉 = V−ωn
α XnX†nVωn

β (24)

and used to compute the dimensionless oscillator strength

f0n =
2ωn

3
T0n
αα. (25)

Having outlined the response formalism for the combined
system, our aim of Subsections II B 2 and II B 3 is to obtain
expressions for subsystem contributions to properties of the
combined system by solving effective equations within the
subsystem spaces. These expressions will then be used in
Sec. II C to establish a rigorous formulation of linear response
theory within polarizable embedding.

2. Subsystem decomposition: Electronic
response properties

To decompose the linear response function of the com-
bined system into subsystem contributions, we use the inverse
of a blocked matrix with nonsingular square diagonal blocks
(U and Z) which may be written as

[
U V
W Z

]−1
=

[
(U−VZ−1W)−1

−(U−VZ−1W)−1
VZ−1

−(Z−WU−1V)−1
WU−1 (Z−WU−1V)−1

]
, (26)

which corresponds to using the Löwdin partitioning tech-
nique.44–46 Applying this identity to the matrix resolvent in
Eq. (12), we obtain the following subsystem decomposition of
the linear response function:

〈〈V̂−ωα ; V̂ω
β 〉〉 = −

(
Vω†

A,αÑ
ω

A,β + Vω†
B,αÑ

ω

B,β

)
= −Vω†

A,α

(
Ẽ

[2]
A (ω) − ωS[2]

A

)−1
Ṽ
ω

A,β

−Vω†
B,α

(
Ẽ

[2]
B (ω) − ωS[2]

B

)−1
Ṽ
ω

B,β . (27)

Since the subsystems are treated on the same footing in this
representation, Eq. (27) will in the following be referred to as
the symmetric subsystem decomposition (SD). In contrast to
Eq. (12), the dimensions in the above expression have been
reduced to those of the excitation manifolds of the individual
subsystems (e.g., dimA × dimA) instead of that of the full sys-
tem (dimA + dimB)× (dimA + dimB). As indicated by tildes, the
response vectors Ñ

ω

I in Eq. (27) are modified quantities that
satisfy the following effective linear response equations:(

Ẽ
[2]
I (ω) − ωS[2]

I

)
Ñ
ω

I ,β = Ṽ
ω

I ,β . (28)

In addition to the implicit modifications through the polar-
ization of the reference state vectors (changes induced by
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interactions within the subsystem through the interaction part
of the diagonal blocks, e.g., E[2]

A ), the presence of the other
subsystem manifests in explicit contributions to the electronic
Hessian and property gradients. In Eqs. (27) and (28), this has
been written compactly by introducing effective Hessians and
property gradients defined, here for subsystem A, as

Ẽ
[2]
A (ω) = E[2]

A − E[2]
AB

(
E[2]

B − ωS[2]
B

)−1
E[2]

BA , (29)

Ṽ
ω

A,β = Vω
A,β − E[2]

AB

(
E[2]

B − ωS[2]
B

)−1
Vω

B,β . (30)

These two expressions are key to the present work, show-
ing how the properties of subsystem A are affected by the
interacting subsystem. As follows, the coupling between sub-
systems is governed by three mechanisms. The response vector
for subsystem A describes changes induced by (i) the indirect
coupling through the modification of the pure intrasubsystem
term E[2]

A to include the ground-state electrostatic potential of
subsystem B and (ii) the explicit coupling to excitations in
subsystem B through the frequency-dependent (second) term
in the electronic Hessian. A similar result was obtained in
the work by Neugebauer in which a subsystem partitioning
of the eigenvalue problem within a subsystem DFT response
approach is discussed:16 (iii) the direct interaction between the
applied external field and subsystem B through the modified
property gradient.

The physical meaning of the different terms becomes more
clear upon recognizing that the second term in Eq. (29) [in a
similar manner for Eq. (30)] can be rewritten, as shown in Sec.
S1 of the supplementary material, to give the expression

E[2]
AB

(
E[2]

B − ωS[2]
B

)−1
E[2]

BA = VA
V̂r

CB
r,r′(ω)VA†

V̂r′
, (31)

where CB
r,r′(ω)= 〈〈 ρ̂B(r); ρ̂B(r′)〉〉ω is the frequency-depen-

dent generalized linear polarizability of the polarized ground
state of subsystem B (i.e., self-consistently polarized by sub-
system A), evaluated at the optical frequency ω.47 Since the
property gradients for subsystem A describe the electrostatic
potential generated by the transition density, the last term in
Eq. (29) thus describes the linear response of subsystem B
induced by the electrostatic potential due to the transition
density of subsystem A, which in turn produces an electro-
static potential acting on A. In the same way, the last term of
the effective property gradient in Eq. (30) can be interpreted
as the electrostatic potential acting on subsystem A due to
the linear polarization induced in subsystem B by its direct
interactions with the external field. In other words, subsys-
tem B acts as a source of field that gives rise to an effective
field strength at the location (but devoid) of subsystem A dif-
ferent from the external field, as represented by Ṽ

ω

A,β and
Vω

A,β , respectively. Note that because of the tensorial nature
of the environment polarizability, the external field can be
screened differently in different directions. As we shall see
in Sec. II C 2, the second terms of Eqs. (29) and (30) reduce
to the form of the so-called dynamic reaction field and the
effective external field (EEF) effects appearing in polarizable
embedding.28,32

Finally, we note that neither of the subsystem contribu-
tions to the linear response function in Eq. (27) is symmetric
with respect to the left and right property gradients. For that

reason, there is no guarantee that the effective subsystem polar-
izability tensors are symmetric, as discussed before,15 or that
the diagonal elements are positive in the static limit. This is in
contrast to the polarizability tensor of the combined system,
which is symmetric, as it should be. Physically, the individ-
ual terms in the symmetric decomposition can be viewed as
describing the linear response of a property associated with the
operator V̂−ωA,α to the actual perturbing field acting on subsystem
A in the presence of subsystem B.

3. Subsystem decomposition: Electronic
transition properties

We now continue with an analysis of the transition prop-
erties of the composite system. As pointed out in the Intro-
duction, the lowest electronic transitions are often localized in
nature and can often be attributed predominantly to a particular
subsystem, i.e., the excitation vectors have the dominant con-
tribution in the excitation manifold of one of the subsystems.
Rather than solving the full generalized eigenvalue equation
in Eq. (21), the excitation energies of the combined system
may be determined from the effective response equations in
Eq. (28) upon zeroing the right-hand sides. Folding the effects
of subsystem B into the equation for A yields the following
pseudo-generalized eigenvalue equation:

Ẽ
[2]
A (ωn)X̃

A
n = ωnS[2]

A X̃
A
n , (32)

which has the dimension of the excitation manifold of subsys-
tem A. Provided there are no degenerate states located in the B
part, the excitation energies derived from the reduced system
in Eq. (32) are identical to those associated with the subsystem
A part of the parent system in Eq. (21). This reformulation thus
turns the generalized eigenvalue problem for the full system
into a dressed subsystem problem, as has been shown before
in the subsystem DFT response framework.16 In other words,
this form allows us to compute the poles associated with the
A block of Eq. (21) without having to consider the full prob-
lem with the dimension of both subsystems. This is particularly
attractive for determining localized transitions as relevant from
the perspective of embedding calculations. The nonlinearity
of Eq. (32) introduced by the frequency-dependent effective
Hessian, however, requires knowledge of the solutions before-
hand or that the problem is solved iteratively one excitation at
a time, including the construction of a new Hessian for each
eigenvalue in question. As a consequence, the subsystem A
components will not be orthogonal to each other (only the
full eigenvectors will). For later reference, we introduce the
frozen ground-state polarization (FP) approximation in which
only the subsystem term E[2]

A is included in Eq. (32), i.e., sub-
system B is not allowed to respond to the density changes
in A upon excitation (that is, neglecting intersubsystem
couplings).

Let us return to the evaluation of the transition strengths
associated with the excitations in the composite system, but
now taking a decomposed form of the linear response func-
tion as a starting point. As should become more clear from
the numerical illustration in Sec. III, each subsystem contribu-
tion to the response function [i.e., symmetric decomposition
in Eq. (27)] displays poles at all excitations in the combined
system. This is not compliant with our heuristic view on
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local excitations but is a natural consequence of the delo-
calization present in coupled systems.48 However, it implies
that transition strengths of electronic transitions “localized” in
subsystem A cannot be identified as the residues of the subsys-
tem A contribution to the response function [the first term in
Eq. (27)].

To facilitate the identification of residues, we introduce
an alternative partitioning of the matrix resolvent in Eq. (12),
which can be obtained by applying the Woodbury matrix
identity (for nonsingular square matrices U and Z)

(Z −WU−1V)−1WU−1 = Z−1W(U − VZ−1W)−1, (33)

(Z −WU−1V)−1 = Z−1 + Z−1W(U − VZ−1W)−1VZ−1,

(34)

to the third and fourth blocks of Eq. (26) (alternatively, the
first and second blocks to get the residues related to the B
part). Hereby, the linear response function of the combined
system can be written as

〈〈V̂−ωα ; V̂ω
β 〉〉 = −Ṽ

ω†

A,α

(
Ẽ

[2]
A − ωS[2]

A

)−1
Ṽ
ω

A,β

−Vω†
B,α

(
E[2]

B − ωS[2]
B

)−1
Vω

B,β . (35)

Contrary to Eq. (27), the subsystems are now treated on an
unequal footing, and therefore Eq. (35) will be referred to as the
nonsymmetric decomposition (NSD). We note that the same
approach was used in the original formulations of second-order
polarization propagator approximation (SOPPA) theory49 in
which the effective quantities described the doubles correction
to the particle-hole spectrum, while the pure double excita-
tions were given by the second term. As will be discussed
in Sec. II C 2, the expressions for polarizable embedding
in a linear response framework follow, in a similar spirit as
SOPPA and algebraic diagrammatic construction,50 from a
perturbation analysis of the individual matrices appearing in
Eq. (35).

An important outcome of this alternative representation
of the response function of the combined system is that the
poles of the A-dominated excitations (all excitations of the
composite system) are contained entirely in the first term.
However, as a consequence of the second term, the partition-
ing in Eq. (35) introduces additional poles in the individual
terms at the transition frequencies of the ground-state polar-
ized subsystem B. Hence, the correct pole structure for the
composite system is only recovered upon taking the sum of
the two terms. Nevertheless, the first term in Eq. (35) can be
used to identify the correct decomposed expression for the
residues of the excitations mainly in subsystem A, since the
second term does not affect excitation energies and transition
moments but is needed only in the calculation of the response
function.

Until now, the normalization of the effective eigenvectors
obtained from Eq. (32) has been of no concern since it does not
affect excitation energies. However, it is necessary to consider
renormalization of the effective eigenvectors upon the evalu-
ation of transition strengths in the decomposed formulation.
In particular, since the eigenvector of the full equation, corre-
sponding to a transition mainly localized in subsystem A, is
normalized to ±1 according to

XA†
n S[2]

A XA
n + XBA†

n S[2]
B XBA

n = σn, (36)

the norm of the subsystem A component (first term) must be
less than unity. The A and B components of the eigenvector
are related through Eq. (21), which can be used to rewrite the
normalization condition in terms of the A component. This
leads to the following renormalization factor for the effective
eigenvector for the given pole ωn:

(ΓA
n )−1 = X̃

A†
n S[2]

A X̃
A
n + X̃

A†
n E[2]

AB(E[2]
B − ωnS[2]

B )−1

×S[2]
B (E[2]

B − ωnS[2]
B )−1E[2]

BAX̃
A
n . (37)

The transition strength between the ground state and an excited
state mainly located in subsystem A can then be written, in the
decomposed form, as

T0n
αβ = Γ

A
n Ṽ
−ωn

A,α X̃
A
n X̃

A†
n Ṽ

ωn

A,β . (38)

What we have achieved up to this point is to recast
Eqs. (12) and (21) into dressed subsystem expressions that sep-
arate out subsystem contributions to molecular and transition
properties of the combined system. As will become clear from
the final steps taken in Sec. II C, this provides a justification
of the various environmental effects appearing in polarizable
embedding. Importantly, the theoretical analysis has enlight-
ened what decomposed form of the response function to use
for a specific purpose. We remark that such clarification does
not follow from a derivation anticipating the classical descrip-
tion of the environment in the first place, where the Ehrenfest
and quasi-energy derivative formulations of response theory
lead to different response functions [see discussion below
Eq. (20) in Ref. 51].

Although the subsystem decompositions given above
based on standard response theory are illustrative and pro-
vide insight into the mechanisms governing the interaction
between subsystems, their practical application for transition
properties is limited for several reasons: (i) the solution of the
pseudo-generalized eigenvalue problem in Eq. (32) requires
an iterative scheme, (ii) a new effective subsystem A Hessian
has to be constructed for each “eigenvalue” of interest, and
(iii) the problem is ill-defined if poles in subsystem B are too
close to the one being solved for. In addition, the normalization
factor in Eq. (37) cannot be straightforwardly converted into
an effective environment analog, as needed when turning to
embedding models, because it cannot be rewritten in terms of
the response kernel of the environment. These complications
can be avoided by switching to a complex response theory
framework in which transition properties can be computed
without having to resolve the individual excitations. Another
interesting use of this framework as will be explored next is
to demonstrate the intensity borrowing that occurs between
interacting subsystems.

4. Subsystem decomposition in a complex
response framework

In complex response theory, effects of radiative and non-
radiative relaxation mechanisms for the decay of the excited
states are modeled in a phenomenological manner by assigning
finite lifetimes (τn) to the excited states. This leads to complex-
valued response functions that are well-defined across the
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entire frequency range and thus provides resonant-convergent
properties. The complex linear response function takes the
following form:52–54

〈〈V̂−ωα ; V̂ω
β 〉〉 = −Vω†

α (E[2] − (ω + iγ)S[2])
−1

Vω
β , (39)

where we, as customary, have adopted a common lifetime, and
hence damping parameter γ = (2τ)−1, for all excited states,
simplifying the relaxation matrix to γ = γ1.

Similar to the conventional response framework, the com-
plex linear response function may be expressed in alternative
subsystem decomposed forms. Applying Eq. (26) and rewrit-
ing according to Eqs. (33) and (34) yield the nonsymmetric
subsystem decomposition

〈〈V̂−ωα ; V̂ω
β 〉〉 = −Ṽ

ω†′

A,α (Ẽ
[2]
A (ω) − (ω + iγ)S[2]

A )−1Ṽ
ω

A,β

−Vω†
B,α(E[2]

B − (ω + iγ)S[2]
B )−1Vω

B,β , (40)

where the effective subsystem vector and matrix quantities are
now complex, here given for subsystem A,

Ẽ
[2]
A (ω) = E[2]

A − E[2]
AB(E[2]

B − (ω + iγ)S[2]
B )
−1

E[2]
BA , (41)

Ṽ
ω

A,α = Vω
A,α − E[2]

AB(E[2]
B − (ω + iγ)S[2]

B )
−1

Vω
B,α. (42)

It should be noted that the conjugate transpose of the effective
quantities is assumed here, as indicated by the prime, to act
only on vectors and matrices but without changing the sign in
front of the damping parameter.

Our aim is to show intensity borrowing between the cou-
pled subsystems and how it manifests in the subsystem decom-
posed formulation. To this end, we shall make use of the fact
that the imaginary part of the complex electric dipole–dipole
polarizability is proportional to the linear absorption cross
section σ(ω)55,56 along with its relation via the integrated
absorption cross section to the sum of oscillator strengths (see
Sec. S2 of the supplementary material). Assuming an isotropic
sample with respect to the light polarization, we have

σ(ω) =
ω

3ε0c0
Im [ααα(ω)] (43)

and

I =
∫ ∞

0
σ(ω) dω =

π

2ε0c0

∑
n>0

fn0 , (44)

where ε0 is the vacuum permittivity and c0 is the speed of light
in vacuum. In the framework of exact state theory or variational
approximate state theory in the complete basis set limit, the
Thomas–Reiche–Kuhn sum rule further implies that the sum
of oscillator strengths is equal to the number of the electrons
in the system Ne. Accordingly, for the combined system, we
have ∑

n>0

f AB
n0 = NA

e + NB
e , (45)

and likewise for the subsystems,∑
n>0

f vac,I
n0 =

∑
n>0

f FP,I
n0 = N I

e, I = A, B. (46)

Together, Eqs. (44) and (45) reflect that excitations in one sub-
system can borrow intensity from transitions in the other sub-
system, while the total integrated cross section is preserved. By
combining Eqs. (44)–(46) and recalling that the second term

of the complex linear response function in the nonsymmetric
decomposition [Eq. (40)] is identical to the linear response
function of subsystem B within the FP approximation, it
follows that∫
σNSD

1 (ω) dω =
π

2ε0c0
NA

e ,
∫
σNSD

2 (ω) dω =
π

2ε0c0
NB

e ,

(47)

where σNSD
1 and σNSD

2 denote the contributions to the absorp-
tion cross section from the first and second terms in Eq. (40),
respectively.

It thus follows that if an A-dominated transition gains in
intensity due to coupling to excitations in subsystem B, then
σNSD

1 (ω) will take on negative values around poles in sub-
system B. Consequently, in these regions of the spectrum,
σNSD

1 (ω) in itself cannot be associated with an absorption
spectrum but it rather becomes imperative to consider the total
absorption cross section σ(ω). This discussion is important
due to its implications in the context of polarizable embedding
(Sec. II C) in which one focuses on the calculation ofσNSD

1 (ω)
and, as we have seen, caution is called for in the interpretation
of the results of such a calculation (see Sec. III).

C. Polarizable embedding

Having derived the expressions for the direct-product
ansatz for the combined system, our aim in this section is
to recover the quantum-mechanical linear response treatment
within the PE model. The subsystems will now be treated at
different levels, where a classical description will be adopted
for subsystem B. To reflect this distinction, subsystem A will
in this section be referred to as the quantum region and B as
the environment. Furthermore, instead of considering the envi-
ronment as a whole, the individual subsystems constituting the
environment B = {b1, b2, . . . , bN−1} will be treated separately
by decomposing the environment wave function into a prod-
uct of subsystem contributions, still assuming nonoverlapping
subsystem charge densities. We will assume that the unper-
turbed (i.e., vacuum) environment subsystem eigenfunctions
and eigenenergies {|0(0)

b

〉
, |j(0)

b

〉
} and {E(0)

0b
, E(0)

jb
}, for b ∈ B, are

known, where superscripts (n) specify the order with respect
to the perturbation.

1. Working equations

In the PE model, we invoke a perturbation treatment of
all but subsystem A and assume that the environment is only
linearly responsive. This corresponds to requiring that Eq. (7)
for b ∈ B is fulfilled only through first order in terms of the
electrostatic potentials from the ground states of the other sub-
systems. Within this approximation, the interaction operator
acting on subsystem A takes the form

V̂int
=

∑
pq∈A

∑
b∈B

Mb∑
m∈b

Zm
[
vpq(Rm) +

∑
rs∈b

vpq,rsD
(0)
b,rs

]
Êpq︸                                                      ︷︷                                                      ︸

V̂es

+
∑
pq∈A

∑
b∈B

∑
rs∈b

vpq,rsD
(1)
b,rsÊpq︸                           ︷︷                           ︸

V̂ind

, (48)
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consisting of contributions from the permanent and induced

charge distributions, V̂es
and V̂ind

, respectively, of the environ-
ment subsystems. In terms of the first-order reduced density
and electrostatic potential operators in Eqs. (4) and (5), they
read

V̂es
=

∑
b∈B

∫
ρ̂e

A(r)〈V̂b(r)〉
(0)
0b

dr , (49)

V̂ind
=

∑
b∈B

∫
ρ̂e

A(r)〈V̂b(r)〉
(1)
0b

dr , (50)

where superscript “e” signifies that only the electronic part
of the operator is included. We have further introduced a

shorthand notation for expectation values, e.g., 〈V̂b(r)〉
(0)
0b

=
〈
0(0)

b
��� V̂b(r) ���0

(0)
b

〉
.

As shown in detail in Sec. S3 of the supplementary
material, substitution of the first-order correction to the wave
function of subsystem b into V̂ind

and introducing a multi-
pole representation of the electrostatic potential operator, the
electrostatic and induction operators can be rewritten in a
three-dimensional multi-index notation as

V̂es
=

∑
pq∈A

∑
b∈B

∞∑
|k |=0

(−1) |k |

k!
M(k)

b t(k)
pq (Rb)Êpq, (51)

V̂ind
= −

∑
b∈B

∞∑
|k |=1

1
k!

F̂e,(k)
A (Rb)M̄(k)

b (52)

= −
∑
b∈B

∞∑
|k |=1

∞∑
|l |=1

1
k! · l!

F̂e,(k)
A (Rb)P(k,l)

b

×
*.
,
〈F̂(l)

A (Rb)〉0A
+

∑
b′∈B\b

[
〈F̂(l)

b′ (Rb)〉
(0)

0b′
+ 〈F̂(l)

b′ (Rb)〉
(1)

0b′

]+/
-

,

(53)

where t(k)
pq is the electrostatic potential integral, P(k,l)

b are static
electronic polarizabilities of subsystem b, analogous to that
in Eq. (31), and F̂(k)

A (Rb) is the (k � 1)th order electric-field
derivative operator, which probes the field derivative produced
by subsystem A at point Rb. M(k)

b and M̄(k)
b are the |k|th order

permanent and induced multipole moments of subsystem b,
respectively. The latter is determined by equating the right-
hand sides of Eqs. (52) and (53) to give

∀b ∈ B :

M̄(k)
b =

∞∑
|l |=1

1
l!

P(k,l)
b F tot(l)(Rb)

=

∞∑
|l |=1

1
l!

P(k,l)
b

*.
,
〈F̂(l)

A (Rb)〉0A
+

∑
b′∈B\b

[
〈F̂(l)

b′ (Rb)〉
(0)

0b′

+
∞∑
|m |=1

(−1) |m |+1

m!
T (m+l)

b′b M̄(m)
b′

]+/
-

, (54)

where F tot(l)(Rb) is the total (l � 1)th order electric-field deriva-
tive acting on subsystem b. As follows from the second equal-
ity, it consists of the physical electric-field contributions from
the nuclei and electrons in subsystem A and the permanent
multipoles of the other environment subsystems, collectively

denoted as F(l)(Rb), as well as the contribution from the
remaining first-order induced multipole moments. Hence, the
first term describes the mutual coupling between subsystem
A with all environment subsystems, whereas the second and
third terms account for the mutual polarization between the
environment subsystems.

In practice, the multipole expansions in Eqs. (51) and
(52) are terminated at a finite order Ks, and to improve the
convergence properties of the multipole representation, dis-
tributed multipole expansions (using S =

∑
b∈B Sb to denote

the total number of expansion points) are used instead of one-
center expansions. For the expansion over induced moments in
Eqs. (52) and (54), the dipole approximation is introduced
and only the dipole–dipole polarizability tensor is taken into
account; Eq. (54) then gives a set of coupled equations
determining the induced dipole moments57

µ̄s(0) =
S∑

s′=1

Rss′(0)F(Rs′) , (55)

where the polarizability tensors for the individual sites have
been replaced by a (3S × 3S)-dimensional classical linear
response matrix (or relay matrix) given by

R(ω) =

*...........
,

α1(ω)−1 −T(2)
12 · · · −T(2)

1S

−T(2)
21 α2(ω)−1 . . .

...

...
. . .

. . . −T(2)
(S−1)S

−T(2)
S1 · · · −T(2)

S(S−1) αS(ω)−1

+///////////
-

−1

. (56)

This matrix holds the inverse of the distributed electronic
dipole–dipole polarizability tensors on the diagonal and
second-order interaction tensors in the off-diagonal blocks.
Upon contraction with unit vectors, R(ω) models the elec-
tronic dipole–dipole polarizability of the environment.57

By combining Eqs. (51) and (53) in truncated and dis-
tributed forms, we finally obtain the embedding operator
defining the PE model,

v̂PE =
∑
pq∈A

S∑
s=1

Ks∑
|k |=0

(−1) |k |

k!
M(k)

s t(k)
pq (Rs)Êpq

−

S∑
s=1

µ̄s,α(0)F̂e
A,α(Rs) . (57)

The induced dipoles, and in turn the embedding operator,
depend on the wave function of subsystem A through the
electric fields. In other words, upon averaging over the environ-
ment wave functions, the Hamiltonian turns into a nonlinear
effective operator.

2. Response theory framework

Let us now proceed to the quantum-mechanical response
framework within PE. This extension usually proceeds by
assuming the classical description of the environment from the
outset, i.e., starting from Eq. (57) and the associated energy
functional [see, e.g., Eq (21) in Ref. 51]. We shall instead begin
from the response expressions derived in Sec. II B and show,
by taking the proper limits, how the PE response relations are
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recovered. As briefly alluded to in Sec. II B 3, the differentiated
treatment in the PE model is achieved by the perturbation anal-
ysis of the quantities in the linear response function although,
as we will presently discuss, the choice of truncation is not
fully coherent from a perturbation theory point of view. Since
special attention is given to subsystem A, and the sole purpose
of subsystem B in this context is to obtain a realistic description
of the properties of A, the order counting will be performed on
the effective subsystem A quantities.

As a first step toward the PE model, one includes terms in
the pure subsystem A blocks and vectors through second order
[in the meaning of Eq. (S13) in the supplementary material],
using a first-order corrected wave function for the environment
normalized through second order. The pure B blocks as well
as the coupling blocks are evaluated only through lowest non-
vanishing order. That is, only the zeroth-order contribution to
the wave function of the environment subsystem is included.
For the electronic Hessian, this implies that the E[2]

B and E[2]
AB

matrices must be known through zeroth and first orders, respec-
tively. Accordingly, the electronic Hessian and metric matrices
are approximated as

E[2] =



E[2](0,1,2)
A E[2](1)

AB

E[2](1)
AB E[2](0)

B


, S[2] =



S[2](0,1,2)
A 0

0 S[2](0)
B


.

(58)
Although the pure B block is treated only through zeroth order,
its effect on excitations in A is correct through second order as
can be seen from the resulting effective electronic Hessian for
subsystem A,

Ẽ
[2]
A

(II)

= E[2](0,1,2)
A︸    ︷︷    ︸

I

−E[2](1)
AB (E[2](0)

B − ωS[2](0)
B )

−1
E[2](1)

BA︸                                    ︷︷                                    ︸
II

. (59)

This order truncation thus provides excitation energies of A-
dominated transitions that are consistent through second order.
The explicit expressions for the terms are given by

I = 〈0A | [QA, [ĤA + V̂int
, Q†A ]] |0A 〉, (60)

II = VV̂A
r
CB,(0)

r,r′ (ω)V†
V̂A

r′
, (61)

using Eq. (48) for a single environment subsystem and imply-
ing that |0A〉 has been derived from the effective Hamiltonian
including Eq. (48) rather than the full operator in Eq. (8). The
metric matrices retain their structures in Eq. (16). Based on
the chosen truncation, the expression for the effective property
gradient for subsystem A becomes

Ṽ
ω

A,α = Vω(2)
A,α − E[2](1)

AB (E[2](0)
B − ωS[2](0)

B )
−1

Vω(0)
B,α . (62)

For this reason, the analogy to SOPPA is imperfect; keeping
only the zeroth-order correction to the B part of the prop-
erty gradients means that the effective transition moments and
thereby the linear response function are not consistent through
second order.

To arrive at the PE model, we further need to decom-
pose the environment into individual subsystems and invoke a
truncated multipole representation of the interaction operator
with respect to the environment subsystems. For practical fea-
sibility but without theoretical justification, the lowest-order
approximation invoked for the combined environment is also
employed for all individual subsystems constituting the envi-
ronment, meaning that the ground-state polarization among
the environment subsystems, otherwise implied in E[2](0)

B , is
neglected. Taking the simplest two-subsystem environment as
an example, the structure of the PE analog of II in Eq. (61)
then takes the form illustrated in Fig. 1. In particular, upon
rewrite of the matrix resolvent according to Eq. (26), contrac-
tion with the property gradients, and repeated use of Eq. (34)
on the resulting subsystem blocks, we recognize the series
expansions of the corresponding blocks in the relay matrix
[Eq. (56)]. For instance, the first block can be rewritten as

V(0)†
µ̂b1

(
(E[2](0)

b1
− ωS[2](0)

b1
)−1 − E[2](1)

b1b2
(E[2](0)

b2
− ωS[2](0)

b2
)−1

× E[2](0)
b2b1

)−1
V(0)
µ̂b1
=

(
αb1 (ω)−1 + T(2)

b1b2
αb2 (ω)T(2)

b2b1

)−1
.

(63)

Rewriting the second term of Eq. (62) in a similar manner
using the electric dipole operator as perturbation, we finally
recover the PE analogs of the effective electronic Hessian and
effective property gradient

Ẽ
[2]
A

PE
= 〈0A | [QA, [ĤA + v̂PE, Q†A]] |0A〉

−

S∑
s,s′=1

〈0A | [QA, F̂
e
A(Rs)] |0A〉

×Rss′(ω) 〈0A | [Q†, F̂
e
A(Rs′)] |0A〉, (64)

Ṽ
ω

A,α
PE
= 〈0A | [QA, V̂ω

A,α] |0A〉

−

S∑
s,s′=1

〈0A | [QA, F̂
e
A(Rs)] |0A〉Rss′(ω)eα, (65)

where eα denotes a unit vector in the Cartesian direction α.
These expressions are equivalent to those defined in Table 1
of Ref. 51. The above expressions define the environmental
effects included in the PE model within a linear response

FIG. 1. Structure of the PE analog of
Eq. (61) for an environment with two
(N � 1 = 2) environment subsystems b1
and b2. White blocks are zero, while col-
ored blocks represent nonzero intra- and
intersubsystem blocks. Upon repeated
use of Eq. (34), the expression can be
written in PE terminology in terms of
the relay matrix R(ω).
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framework. Specifically, Eq. (64) defines the static (through
v̂PE) and dynamic reaction field effects (second term), while
the second term of Eq. (65) defines the effective external field
effect,51 also referred to as the local field effect.32 We remark
that the effective external field effect is of the same origin as
the cavity-field effect in the framework of continuum models
leading to the so-called effective molecular properties58–61 but
is defined with respect to the external probing field rather than
the Maxwell field within the dielectric.51

We have thus shown the transition from a full quantum-
mechanical description of the linear response of the combined
system to the differentiated subsystem treatment in the PE
model. The theoretical analysis of Sec. II B can now be car-
ried over to the present situation where only the quantum
system is of interest, i.e., combining the first term of the
symmetric (nonsymmetric) decomposition with the effective
quantities in Eqs. (64) and (65) to obtain the subsystem A con-
tributions to molecular (transition) properties within the PE
model.

An additional and widely adopted approximation in polar-
izable embedding is to assume frequency-independent envi-
ronment subsystems, that is, imposing S[2]

B = 0, which trans-
lates into taking the zero-frequency (ZF) limit of the relay
matrix in Eqs. (64) and (65). In the case of optical frequencies
and small spectral overlap between the quantum region and the
environment, this is a good approximation because of a small
frequency dispersion of the polarizabilities of the environment
subsystems.62,63 The approximation offers significant simplifi-
cations: (i) the nonlinearity of the effective electronic Hessian
is lost such that Eq. (32) reduces to a standard generalized
eigenvalue problem, (ii) the renormalization factor, otherwise
needed in Eq. (38), becomes unity because the excitation is
restricted to subsystem A in this approximation, and (iii) the
additional zeroth-order poles in the first term of Eq. (40) are
removed. Alternatively, if focus is on the spectrum and not the
individual transitions, the need for an iterative solution and
renormalization can also be removed by use of the complex
response framework, as discussed in Sec. II B 4.

III. NUMERICAL ILLUSTRATION

To illustrate the basic features of the response of a com-
bined system to a perturbing external field and the impor-
tance of the various intersubsystem interactions, we will in
this section consider the numerical behavior of the working
expressions presented in Sec. II.

A. Model system

For this purpose, we consider a simplified six-level-model
(SLM) for a para-nitroaniline (pNA)–water complex and its
linear response to a uniform electric-field perturbation. In addi-
tion to the respective ground states, the SLM includes also
the first and second singlet excited states for pNA—these are
the nπ∗ state and the intramolecular amino-to-nitro charge-
transfer transition referred to as ππ∗—and the first and third
singlet excited states for water—these are states 1B1 and 1A1,
respectively, using the symmetry labels referring to the irre-
ducible representations of the C2v point group of the parent
molecule. The manifold of states in the SLM is depicted

FIG. 2. The six-level-model used for the pNA–water complex with isosur-
faces of the orbitals mainly involved in the considered transitions (shown in
black).

in Fig. 2, defining pNA and water as subsystems A and B,
respectively. The associated set of monomer parameters are
given in Tables I and II (see computational details in Sec.
S5 of the supplementary material). As expected from the
strengths of the leading-order transition dipoles and their rel-
ative orientations (the charge-transfer transition is directed
along the x-axis), only the electronic coupling between the
ππ∗ and 1A1 states is significant, whereas the nπ∗ and 1B1

states will essentially be unaffected. However, the state mixing
still remains small because their energy difference is signif-
icantly larger than their electronic coupling. Therefore, to
better illustrate the different aspects of the response of a com-
bined system, the coupling blocks of the electronic Hessian
have been scaled (by an arbitrary factor of 12). The largest
absolute intersubsystem coupling element is then equal to

TABLE I. The polarized subsystem parameters used in the SLM for the
pNA–water complex in Fig. 2. All results are reported in a.u. and have been
obtained at the CAM-B3LYP/aug-cc-pVDZ level of theory in the presence of
the ground-state-frozen PE embedding potential of the other subsystem.

State ∆E |µx | |µy | |µz |

|nπ∗〉 0.140 14 0.001 02 0.000 17 0.000 23
|ππ∗〉 0.154 28 2.022 74 0.000 30 0.005 39
|1B1〉 0.268 14 0.073 02 0.026 34 0.540 89
|1A1〉 0.350 27 0.425 22 0.496 12 0.091 83

TABLE II. Absolute (unscaled) electronic couplings used in the SLM for
the pNA–water complex in Fig. 2. Digits in parentheses refer to negative
exponents, i.e., a(b) = a× 10−b. All results are reported in a.u. and have been
obtained at the CAM-B3LYP/aug-cc-pVDZ level of theory in the presence of
the ground-state-frozen PE embedding potential of the other subsystem.

pNA\water |1B1〉 |1A1〉

|nπ∗〉 2.53(6) 1.03(6)
|ππ∗〉 3.82(6) 1.76(3)
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0.0212 a.u., which is smaller than the relevant difference
between the excitation energies in the subsystems by a factor
of ∼9.

B. Subsystem decomposition: Electric polarizability

Figure 3(a) shows the total isotropic electric dipole–dipole
polarizability, as given by Eq. (12), of the pNA–water com-
plex within the SLM. The excitation energies of the full system
and hence the poles of the linear response are indicated by the
vertical dotted lines. In the frequency region around the two
lowest poles (0.10 � 0.20 a.u.), the isotropic polarizability is
dominated by the αxx component of the tensor with a dis-
persion that in turn is dictated by the ππ∗-transition (second
pole). This leads to the seemingly absence of a pole at the first
excitation in subsystem A, which is a mere consequence of
the nπ∗-transition being nearly electric-dipole forbidden and
close in energy to the intense ππ∗-transition.

Let us now consider the symmetric decomposition of the
polarizability into subsystem A and B contributions according
to Eq. (27) [Fig. 3(b)]. In contrast to the total polarizability of
the combined system, the diagonal elements of the individual
subsystem contributions in the static limit are not guaranteed
to be positive. As follows from Eq. (30), there are two con-
tributions to the modified property gradient, e.g., Ṽ

ω

A,β . The
contribution from the first term, i.e., Vω

A,β , indeed gives a
positive contribution to the diagonal element of the static sub-
system A response function, whereas this does not hold for the
second term. When the response of subsystem B to the external
field is large, the second term in the effective property gradient

FIG. 3. Isotropic electric dipole–dipole polarizability adopting the SLM in
Fig. 2. (a) For the combined system as given by Eq. (12), (b) the symmetric
decomposition according to Eq. (27), and (c) the nonsymmetric decomposition
according to Eq. (35). Vertical dotted lines indicate the resonance frequencies
of the combined system.

FIG. 4. Symmetric subsystem contributions to the yy component of the elec-
tric dipole–dipole polarizability of the combined system adopting the SLM in
Fig. 2. Note the different scales used for the two y-axes. The vertical dotted
lines indicate the resonance frequencies of the combined system.

dominates and leads to an overall negative value. This situa-
tion is exemplified by the subsystem A contribution to αyy(0)
shown in Fig. 4.

Figure 3(b) clearly shows that both the subsystem A and
B contributions in the symmetric decomposition contain poles
at all the excitation energies of the combined system, also
referred to as the physical excitations. As we discussed in
Sec. II B 3, this implies that transition moments, in contrast
to excitation energies, cannot be determined from any single
one of the terms. Turning to the nonsymmetric decomposi-
tion [Eq. (35)] shown in Fig. 3(c), on the other hand, all the
physical poles are collected in the first term, and it is thus the
proper choice when determining residues for the transitions
mainly located in subsystem A. In addition to the physical
poles, however, there are unphysical zeroth-order poles in the
first term that are removed by the second term of Eq. (35) to
give the total polarizability. Specifically, they contain poles at
the excitation energies of subsystem B within the FP approxi-
mation, i.e., where the environment polarization is fixed during
the response calculation. This inclusion of both physical and
unphysical poles in the first term of Eq. (35) becomes par-
ticularly apparent in the frequency region close to the fourth
excitation [red solid line in Fig. 3(c) at ∼0.35 a.u.].

C. Subsystem decomposition: Electric
transition properties

The excitation energies and associated one-photon tran-
sition strengths are reported in Table III for the two lowest
transitions in the model system, i.e., those predominantly
localized in subsystem A. First, the results provide clear evi-
dence for the equivalence between the properties obtained
from the decomposed subsystem expressions in Eqs. (32) and
(38) and from the consideration of the full system expressed
in terms of Eq. (21). We further consider various approximate
models that are defined according to what terms are retained
in the response expressions: (i) The impact of the renormal-
ization factor defined in Eq. (37) and appearing in Eq. (38)
depends on the degree of delocalization of the given transi-
tion, and its neglect (denoted by “�renorm” in Table III) leads
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TABLE III. Excitation energies and one-photon transition strengths for the two lowest-lying (i.e., subsystem A-dominated) electronic transitions in the composite
system as computed from the full treatment as well as the nonsymmetric decomposition (NSD), including and excluding various contributions. All results are
reported in a.u. and digits in parentheses refer to negative exponents, i.e., a(b) = a × 10−b. Vac: vacuum, FP: frozen ground-state environment polarization,
renorm: renormalization, EEF: effective external field, ZF: zero-frequency approximation for the environment.

|1AB〉 |2AB〉

Model ∆E |µx |
2 |µy |

2 |µz |
2 ∆E |µx |

2 |µy |
2 |µz |

2

Vac 0.139 50 6.0205(7) 3.3384(8) 6.6642(9) 0.156 25 4.0014 6.5832(7) 4.3947(5)
FP 0.140 14 1.4022(6) 3.0284(8) 5.1435(8) 0.154 28 4.0915 8.8700(8) 2.9025(5)

Full system 1.9202(6) 4.8179(8) 2.2571(9) 4.3996 5.4416(3) 3.5539(4)
NSD [Eq. (38)] 1.9202(6) 4.8179(8) 2.2571(9) 4.3996 5.4416(3) 3.5539(4)
NSD(�renorm) 0.140 14 1.9202(6) 4.8179(8) 2.2571(9) 0.151 10 4.4423 5.4944(3) 3.5884(4)
NSD(�EEF) 1.8561(6) 3.0263(8) 5.1047(8) 4.1373 8.9645(8) 2.9350(5)
NSD(�(renorm/EEF)) 1.8561(6) 3.0263(8) 5.1047(8) 4.1774 9.0515(8) 2.9635(5)
NSD(+ZF) 0.140 14 1.7309(6) 4.4586(8) 9.1521(9) 0.151 70 4.3745 3.6180(3) 2.7005(4)

to an overestimation of transition strengths, as expected. (ii)
The effective field strengths experienced by subsystem A in
the presence of subsystem B [Eq. (30)] can be different for
different directions as a consequence of the anisotropy of the
polarizability of B and the relative orientation of the inter-
acting subsystems. This is seen by comparing to the assump-
tion that only subsystem A interacts with the external field
(denoted by “�EEF” in Table III). In other words, the influ-
ence of the EEF is not just a simple scaling as opposed to
the renormalization. Furthermore, as seen from the present
example, the impact of renormalization is smaller than that
of the EEF effect for excitations in subsystem A far from res-
onances in B (the environment). This is expected from the
relative dependency on the energy denominator of the two
contributions.

D. Frequency-independent effective
subsystem Hessian

As discussed in Sec. II C 2, various polarizable embed-
ding models typically assume the effective electronic Hessian
of subsystem A to be frequency-independent, thereby los-
ing the nonlinearity of the linear response equations and the
poles associated with excitations predominantly in subsystem
B. The impact of the ZF limit on the poles is illustrated in
Fig. 5 by the inverse of the isotropic polarizability of the com-
bined system. Associated excitation energies and transition
moments are given in Table III. As anticipated from the weak
dispersion of the real polarizability for subsystem B at the res-
onance frequencies in subsystem A [see Fig. 3(c)], the neglect
of transitions in subsystem B only leads to small changes
in the transition properties of the A-dominated excitations.
We also remark that the ZF approximation is analogous to
the familiar adiabatic approximation in time-dependent DFT
(TD-DFT) where the exchange correlation kernel is assumed
to be frequency-independent and hence leads to a linear eigen-
value problem with solutions only at Kohn–Sham one-electron
excitations.64–66 Double- and higher-electron excitations and
their effects on the Kohn–Sham single excitations are thus
neglected in adiabatic TD-DFT,67 as are the excitations in
subsystem B in our case.

E. Intensity borrowing

Let us now consider the effect of subsystem B on tran-
sition strengths of A-dominated excitations. As discussed in
Sec. II B 4, the coupling of subsystem excitations gives rise
to intensity borrowing. To illustrate this effect, we report in
Fig. 6(a) the linear absorption cross section defined in Eq. (43)
for the full system together with that associated with subsystem
A, i.e., the first term of Eq. (40). In Fig. 6(b), the corresponding
cross sections for the subsystems within the FP approximation
are reported. Upon integrating the absorption cross section for
the full system [black solid line in Fig. 6(a)] across the full fre-
quency range, we obtain a reference value of IAB = 0.0829 a.u.
Due to the very limited description of the electronic structure
of the pNA–water complex by means of the SLM, this value
is far from the exact value of 11.81 a.u. as obtained from the
conservation law in Eq. (44) for a system with 82 electrons.
This discrepancy is of no concern here since the key point is
that the value for the integrated cross section is identical to the
corresponding summed result for the two subsystems within

FIG. 5. Frequency-dependency of the inverse of the isotropic electric dipole–
dipole polarizability of the pNA–water complex within the SLM when includ-
ing the dynamic response of water compared to the ZF limit. This approxima-
tion reduces the number of poles to the number of excitations in subsystem A
and blue-shifts the excitation energies (see inset).
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FIG. 6. The linear absorption cross section for pNA–water complex within
the SLM. (a) Integrated absorption cross sections (in a.u.) are reported for the
intervals indicated by the gray-shaded areas. A common damping parameter
of 4.5566 × 10−3 a.u. was used for all transitions. The vertical dotted lines
indicate the resonance frequencies of the combined system.

the FP approximation (IFP
A = 0.0606 and IFP

B = 0.0223 a.u.,
respectively). Let us now pass to examine the nonsymmet-
ric decomposition in Eq. (40) with individual cross sections
σNSD

1 (ω) and σNSD
2 (ω) obeying their own respective conser-

vation laws as expressed in Eq. (47). Since the nonsymmetric
decomposition is made such that the second term corresponds
exactly to subsystem B within the FP approximation, the
cross section σNSD

2 (ω) is identical to the red solid line in
Fig. 6(b).

Finally, we include in Fig. 6 also the partially integrated
absorption cross section for two separate finite energy inter-
vals, shown as gray-shaded areas in the figure. In agreement
with the increase in transition strength found in Table III, the
lowest band dominated by the ππ∗ state is intensified upon
coupling the excitations in the two subsystems. This inten-
sity gain in one part of the spectrum is counteracted by a
reduction of the intensity in another part, and in the nonsym-
metric decomposition, this will be seen only inσNSD

1 (ω). Since
the coupling of the lowest subsystem A-dominated band (sec-
ond transition) is only effective to the subsystem B-dominated
1A1-band (fourth transition), there will be an intensity borrow-
ing from the latter to the former. As a consequence, σNSD

1 (ω)
will take on negative values in the region of the fourth tran-
sition (∼0.35 a.u.) as seen in Fig. 6(a) (green solid line).
Accordingly, in frequency regions dominated by transitions
in subsystem A, the calculation of σNSD

1 (ω) is to be asso-
ciated with an absorption spectrum, whereas this cannot be
readily done in frequency regions that includes transitions in
subsystem B.

IV. SUMMARY AND CONCLUSIONS

In this work, we have provided a rigorous derivation of the
various terms appearing in linear response theory of a quan-
tum molecular system embedded in a polarizable environment.
The origin of the three distinct mechanisms for environmen-
tal effects within polarizable embedding in a linear response
framework—the static and dynamic environment responses as

well as the effective external field effect—follows straight-
forwardly from a subsystem decomposition of a quantum-
mechanical direct-product treatment of the response of the
entire system.

A crucial point is what decomposed form of the response
function that ought to be used in a given context. Our theo-
retical analysis and numerical inspection of the basic features
of two alternative subsystem decompositions have clarified
such discussions and highlighted some potential issues in
defining subsystem contributions to response and transition
properties.

Our first, symmetric decomposition given in Eq. (27)
treats subsystems on an equal footing and results in two lin-
ear response function terms that express the permutation of
subsystem indices. This is the natural choice for computing
subsystem contributions to molecular properties, but, as also
shown in the framework of subsystem DFT,48 the coupling of
the subsystems manifests itself in that each subsystem con-
tribution contains the poles of the entire system. As a result
that is made clear in the present work, transition strengths for
a subsystem-dominated excitation cannot be found from the
residue analysis of the symmetric subsystem linear response
function.

Our second, nonsymmetric decomposition given in
Eq. (35) treats, on the other hand, subsystems on an unequal
footing and results in two linear response function terms that
both are symmetric with respect to left and right property gra-
dients. This is an unnatural choice for the development of
polarizable embedding models due to the fact that the (first)
term of dimension of the excitation manifold of the quan-
tum region contains poles not only from all transitions in the
fully interacting system but also poles from the ground-state
polarized, but otherwise uncoupled, environment. We demon-
strated that the nonsymmetric decomposition lends itself to
the determination of transition strengths but only after taking
proper account of renormalization of the subsystem excitation
vectors. The renormalization factor is however not accessible
within the framework of polarizable embedding. This compli-
cation can be avoided in practice by assuming the static limit
for the environment response or by turning to the framework
of complex linear response theory. We have shown that the
integrated absorption cross sections of the two terms in the
nonsymmetric decomposition are preserved independently of
each another, and as a consequence, the subsystem absorp-
tion cross sections (and likewise oscillator strengths) will take
on negative values if intersubsystem intensity borrowing takes
place.

SUPPLEMENTARY MATERIAL

See supplementary material for computational details and
derivations of Eqs. (31), (44), and (51)–(53).
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