
Frontiers in Neuroengineering www.frontiersin.org October 2010 | Volume 3 | Article 112 | 1

NEUROENGINEERING
Review ARticle

published: 15 October 2010
doi: 10.3389/fneng.2010.00112

devices. This recorded neuronal activity may be gathered by either 
non-invasive or invasive techniques (Donoghue et al., 2007; Kayagil 
et al., 2009; Lee et al., 2009).

There are currently many different technologies used to record 
and measure activity of the brain. Neuroprosthetic applications for 
this activity exist, such as the restoration of rudimentary forms of 
vision and hearing, operation of robotics and computers that allow 
subjects to communicate and move objects (Lebedev and Nicolelis, 
2006; Morillas et al., 2007; Cipriani et al., 2009; Ju et al., 2009; 
Kayagil et al., 2009; Panetsos et al., 2009; Straley and Heilshorn, 
2009). NMP are used to restore lost functional movements in the 
paralyzed (Song et al., 2007). Their performance is measured by 
the replication of movement. In communication prosthesis, it is 
measured by the degree of accuracy in transfer of information 
(Ryu and Shenoy, 2009).

Multielectrode arrays (MEAs) are one of the main approaches 
used to record neuronal activity; they are an invasive technique 
(Chapin, 2004; Smith et al., 2004; Avestruz et al., 2008; Gerven 
et al., 2009; Kayagil et al., 2009). Recorded information from vari-
ous non-invasive and invasive techniques is currently being used 
to re-establish impaired neural function through  neuroprosthetic 

IntroductIon
Damage to the central nervous system (CNS) affects at least 2 
million people per year (Rao and Winter, 2009). This may cause 
physical or sensory disabilities that partially or completely remove 
functioning. Neuroengineering strives to provide improved qual-
ity of life to these people. Even though many of the technologies 
are in their infantile stage, far from clinical application, they have 
foreseeable clinical applications in the future. Some of the field 
specialists include gerontology, rehabilitative medicine, psychiatry, 
neurology, and clinical research by encompassing subjects such as 
molecular, cellular, and systems neurobiology (Thakor, 2008; Lin 
et al., 2010).

Interfaces that can interpret brain activity and use it to control 
mechanical and computer components have immense potential 
for applications in various fields. Systems that use this recorded 
neuronal activity to perform specific tasks are referred to as brain–
machine interfaces (BMIs), brain–computer interfaces (BCIs), or 
neuromotor prostheses (NMP). Neural interface system (NIS) is 
a term that may be used to refer to any BCI, BMI, or NMP. All 
NIS rely on sensing neural activity to supply command signals for 
the direction of computers, machines, and a variety of prosthetic 
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devices (Shoval et al., 2009). Advances in biocompatibility tech-
nology have increased the lifespan of MEA based NIS to sev-
eral years as opposed to the months, weeks, or days of their 
predecessors (Ryu and Shenoy, 2009). The biocompatibility of 
interactions between the surface molecules of neural implants 
and neural cells is of specific interest. The fate of implants is 
often determined by effective integration with the surround-
ing neural tissue surface. This critical element has been a major 
roadblock in neuroengineering (Rao and Winter, 2009; Straley 
and Heilshorn, 2009).

Most of the advances that increase biocompatibility can be 
attributed to novel materials, coatings, optimized geometries, 
and electrochemical/mechanical stability (Rao and Winter, 2009; 
Ryu and Shenoy, 2009; Yaeli et al., 2009). Trace elements in the 
body, such as silicon which is a common MEA fabrication mate-
rial, have particulates that are carcinogenic to various cells and 
organs. These may also initiate inflammation which activates 
phagocytes and eventually leads to device encapsulation (Frewin 
et al., 2009). For this reason, specifically biocompatible materials 
are used to increase device lifespan whilst causing as little tissue 
damage as possible.

Through bidirectional interfaces, NIS can be used to operate 
various prosthetic devices. All of which provide different levels 
of sensation, communication, or movement, dependant on the 
severity of the disability (Morillas et al., 2007; Panetsos et al., 
2009; Ryu and Shenoy, 2009; Konrad and Shanks, 2010). Muscular 
diseases like amyotrophic lateral sclerosis (ALS) may progress in 
patients to a lock-in state (LIS). Communication is difficult to 
impossible in this state because only a small level of voluntary 
muscular control remains. In complete LIS (CLIS), none remains. 
Individuals with LIS are largely limited to corporeal machine 
interfaces (CMI). These use BCIs through routes such as electro-
encephalography (EEG) or near-infrared spectroscopy (NIRS). 
The purpose of a CMI is to perform an action that matches the 
corresponding intent of the individual (Soraghan et al., 2008; 
Tai and Chau, 2009).

Routes of communication for subjects with LIS are available. 
These can be established using methods like small eye move-
ments, event-related potential (ERP), and P-300 EEG paradigms 
from either visual or auditory stimulation. P-300 is the peak of a 
positive wave caused by a sharp voltage increase that takes place 
300 ms after a meaningful stimulus is presented (Brower, 2005; 
Chatterjee et al., 2007; Birbaumer et al., 2008; Kayagil et al., 2009). 
Functional movements can be achieved using technologies such 
as intelligent wheelchairs or NMP (Song et al., 2007; Ju et al., 
2009). Neuroprosthetics are also advantageous in restoring tar-
get innervations for bladder control and normal stimulation for 
the management of pain but are beyond the scope of this review 
(Garde et al., 2009).

Due to the size of the field and the rate of technological expan-
sion, it is not possible to discuss all aspects of the following sections. 
The main focus of this review is to provide a holistic amalgamated 
overview of the most recent human in vivo techniques for imple-
menting BCIs, bidirectional interfaces and neuroprosthetics. Even 
though neuroengineering is providing new methods for tackling 
current difficulties, neuroprosthetics and their related counterparts 
have been studied for decades. Recent progress in information 

and communication technology (ICT) is permitting the design 
of better systems with higher accuracies, repeatability, and system 
robustness.

In the following sections, the first concentrates on bidirectional 
interfaces. These are the integrating mechanism between record-
ing and the relaying of information from and to the brain for the 
development of BCIs. It starts off by introducing the concepts of 
non-invasive and invasive recording of brain activity. This includes 
classical and innovative techniques like EEG and NIRS. Then the 
problems, such as gliosis, and solutions for (semi-) permanent 
implant biocompatibility such as innovative coatings, materials, 
and shapes are discussed. Aspects of powering implants and the 
transmission of their data through implanted pulse generators 
(IPGs) and wireless telemetry are taken into account. The final 
part of the section addresses how sensation can be relayed back to 
the brain to increase integration of neuroengineered systems with 
the body by methods such as micro-stimulation and transcranial 
magnetic stimulation (TMS).

The second major section concentrates on the various types of 
neuroprosthetics as well as how they operate. Visual prosthetics 
are discussed and the three types, dependant on implant location, 
are examined. Auditory prosthetics, being cochlear or cortical, are 
then addressed. Replacement hand and limb prosthetics are then 
considered. These are followed by sections concentrating on the 
control of wheelchairs, computers and robotics directly from brain 
activity as recorded by non-invasive and invasive techniques.

BIdIrectIonal Interfaces
Bidirectional interfaces make use of mechanical and computer 
components. These provide rudimentary feedback that is oper-
ated by the brain activity of the subject, when normal function 
has been lost. This section goes into the details of: how data is 
recorded from subjects, via non-invasive and invasive techniques; 
the problems that are being encountered when trying to produce 
long-term clinical viability, via overcoming biocompatibility issues; 
the methods being implemented to transfer the recorded data for 
external processing; and how a haptic sense of feedback may be 
provided to the CNS from these systems. Figure 1 shows how the 
following subsections link together to achieve function.

data recordIng
Brain–computer interfaces receive information from either of two 
recording types, being non-invasive and invasive techniques. As 
the processing of motor and sensory information is spread across 
neural populations, hundreds of recording centers are required to 
discriminate between the field potentials. Creating predictions of 
these population outputs may directly be compared with real-time 
external events (Chapin, 2004). As the distance between recording 
sources is decreased, the signals frequency content, amplitude, and 
spatial resolution will increase (Wilson and Williams, 2009). It is 
desirable to extract distinct, task-specific patterns of neural activity 
from particular activities (Eick et al., 2009).

Ideally the characteristics of these systems should include the 
following: user performance should require little effort because 
if they become fatigued, erroneous selection of targets by their 
brain activity will occur; generation of intense brain signals, hav-
ing a high signal-to-noise ratio, which can be interpreted fast and 
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has to be calculated before it is averaged across trials. The response 
measured is referred to as an ERP, also called an event-related field 
(ERF; Gerven et al., 2009).

A P-300 ERP is a reflection of arousal, showing levels of atten-
tion. A positive P-300 wave occurs 300 ms from being presented 
with a meaningful stimulus. This ERP type is focused on goal 
selection, opposed to process control as seen in many other sys-
tems. Natural brain function resembles goal selection more closely 
because something entirely novel does not have to be taught to it. 
This is used for capturing the responses to “yes” and “no” opera-
tors. Highlighted groups are used to present choices; the field of 
choice is narrowed until the final selection is made. Each selection 
is an evoked P-300 potential, responding to the subjects stimulus 
reaction. Through training, ERPs are used to reliably operate BCIs 
at the same feasibility level as visually based BCI systems using 
the same operators (Nijboer et al., 2008; Finke et al., 2009; Furdea 
et al., 2009; Gerven et al., 2009; Kayagil et al., 2009). The need for 
training has been minimized or completely eliminated in some 
studies (Lin et al., 2010).

Event-related desynchronization (ERD) is a reduction in signal 
power in a specific signal band during a particular event. Both EEG 
and magnetoencephalography (MEG) make use of ERD. Platforms 
using ERD can distinguish between a state of relaxation and two more 
separable ERD states for operator selection. Subjects’ movements 

 reliably; users should be able to easily switch between thoughts so 
that they are able to control the patterns of their brain activity; 
outputs should be effective whilst providing user-friendly feedback 
(Coyle et al., 2007; Gerven et al., 2009).

Non-invasive measuring of brain activity
Non-invasive methods reflect the neuronal activity of large cell 
populations. Generally temporal resolution is very good but spatial 
resolution is poor. This may be attributed to the poor electrical 
conductance through bone and tissue (Gerven et al., 2009). The 
primary goals of BCIs and BMIs are obtaining high temporal and 
spatial resolutions when sampling motor neuronal activity (Garde 
et al., 2009). These techniques are not ideal for real-world applica-
tion due to the size of the equipment and the poor spatial resolu-
tion. They acquire data from changes in magnetic fields, electrical 
current and oxygen consumption. The most common techniques 
are summarized in Table 1.

The unique signals in neuronal activity caused by specific states 
or mental processes are called signatures. The two signature types 
are “evoked” and “induced” responses, both are time-locked to an 
event. Evoked responses are phase-locked to an event; averaging 
these repeated responses will increase the signal-to-noise level. With 
regards to induced responses the power, not phase, is time-locked 
to an event. However the power of the specific frequency bands 

Figure 1 | Schematic description for a BMi that relies on the real-time 
sampling and processing of large-scale brain activity to control a robotic 
prosthetic arm. Multiple, chronically implanted, intracranial microelectrode 
arrays are used to sample the activity of large populations of single cortical 
neurons simultaneously. The combined activity of these neural ensembles is 
then transformed by a mathematical algorithm into continuous 

three-dimensional arm-trajectory signals that can be used to control the 
movements of a robotic prosthetic arm. A closed control loop is then 
established by providing the subject with both visual and tactile feedback 
signals generated by movement of the robotic arm. Reprinted with 
permission from Macmillan Publishers Ltd: Nature 409, 403–407 (Nicolelis, 
2001), copyright 2001.
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InvasIve measurIng of BraIn actIvIty
Invasive methods achieve a high signal-to-noise ratio by eliminat-
ing the volume conduction problems caused by tissue and bone. 
Electrodes are directly placed onto the cortical matter. This makes 
excellent detection of high frequency oscillatory activity possible. 
However, surgery is required for the transcutaneous wire implan-
tation. Local field potentials (LFP) sample the average neuronal 
potentials and spiking activity in the vicinity of the electrodes. 

cause an ERD in the mu (sensorimotor) rhythm of their contra-lateral 
sensorimotor cortex (Chatterjee et al., 2007; Kayagil et al., 2009). The 
mu and beta frequency bands are reactive to both motor imagery and 
observation of biological movement. This has been used to link the 
activity of human mirror neurons with the mu rhythm. This rhythm 
reflects how premotor cortex visuomotor mirror neurons modulate 
the downstream primary sensorimotor neurons (Birbaumer et al., 
2008; Gerven et al., 2009; Neuper et al., 2009).

Table 1 | Summary of non-invasive techniques for measuring brain activity.

Non-invasive 

techniques

Main features Pro’s Con’s references

EEG It is the most traditional and 

favored method for BCI 

development

Systems are relatively low 

cost compared to others

Signal-to-noise levels are low, 

resulting from physiological 

(skull) and environmental 

(electrical) interferences

Coyle et al. (2007), Rossini et al. (2007), 

Kayagil et al. (2009), Lee et al. (2009), 

Sagara et al. (2009), Tai and Chau (2009), 

Lin et al. (2010)

It reflects the neuronal 

electrical activity, triggered by 

external stimuli, in large cell 

populations

Data can be recorded 

simultaneously with fMRI

Has the lowest spatial 

resolution of the techniques

fMRI Neuronal activity measured 

from changes in magnetic 

properties of blood 

oxygenated and 

deoxygenated hemoglobin 

concentrations

Spatial resolution is higher 

than EEG and MEG

Impractical due to limitations 

such as prohibitive cost, 

technological limitations, and 

ambient size, like MEG

Lebedev and Nicolelis (2006), Coyle et al. 

(2007), Birbaumer et al. (2008), Soraghan 

et al. (2008), Gerven et al. (2009), Kayagil 

et al. (2009), Lee et al. (2009), Sagara 

et al. (2009), Tai and Chau (2009)

Activity of the deep brain 

structures can be sampled 

but temporal delays of 

several seconds occur

Superior at localizing 

specific brain activity, in 

real-time, for translation 

into a BCI

Subjects cannot talk or move 

around when collecting data

Temporal resolution is poor

MEG It reflects the magnetic field 

of neuronal activity, triggered 

by external stimuli, in large 

cell populations

Temporal resolution is very 

good

Data cannot be recorded 

simultaneously with fMRI

Rossini et al. (2007), Babiloni et al. (2009), 

Gerven et al. (2009)

It provides three-dimensional 

localization of dipolar field 

distributions in cortical gyri 

and sulci

Signal characteristics are 

not influenced by the skull 

and meninges

Impractical due to limitations 

such as prohibitive cost, 

technological limitations, and 

ambient size, like fMRI

Spatial resolution is poor

NIRS Directly monitors cortical 

activity through arterial and 

venous hemoglobin and 

tissue oxygenation changes

NIRS is used in optical 

topography to operate 

BMIs by functional 

mapping of prefrontal 

cortical activity

External device control speed 

is limited due to metabolic 

response speeds, 

approximately 16 s are 

needed for list selection from 

a single channel

Coyle et al. (2007), Tsubone et al. (2007), 

Utsugi et al. (2007), Birbaumer et al. 

(2008), Gerven et al. (2009), Sagara et al. 

(2009), Tai and Chau (2009)

Uses the near-infrared 

spectrum

Does not require 

long-term training as 

required by other 

techniques

Penetration depth of 1–3 cm 

can be measured but it is 

affected by skin color

It is an inexpensive and 

mobile alternative to fMRI

Temporal resolution is similar 

to fMRI but spatial resolution 

is poorer

Systems are relatively low 

cost compared to others
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large data throughputs in real-time from multiple neuronal areas, 
without compromising the information regarding critical neuronal 
activity; due to power and size requirements, there is a need for 
wireless, adaptive and distributed cortical interfaces; more efficient 
computer algorithms must be created; plasticity should be used to 
incorporate devices into the cortical representational areas, so that 
they feel part of the body; fully functional prosthetics must be able 
to perform complex movements, achieved through the integration 
of multiple separable brain signals (Lebedev and Nicolelis, 2006; 
Abu-Nimeh et al., 2009; Sodagar et al., 2009).

The glial response
Under normal conditions CNS cells do not regenerate axons like 
those of the peripheral nervous systems (PNS), this leads to perma-
nent disability. Nervous tissue is easily damaged by fine movements 
of implanted foreign material like MEAs. Damage can be classified 
into acute and chronic categories (Moxon et al., 2004, 2007; Frewin 
et al., 2009; Garde et al., 2009; Rao and Winter, 2009; Straley and 
Heilshorn, 2009; Leach et al., 2010).

The acute injury response includes: inflammation from the 
foreign material and macrophage recruitment that is delayed by 
the blood brain barrier (BBB; Moxon et al., 2004, 2007; Rao and 
Winter, 2009; Leach et al., 2010); inflammation occurs quickly from 
protein absorption into the area between the implant and the neural 
surface (Straley and Heilshorn, 2009); damage to the BBB causes 
hypoxia, whilst also tearing neural processes. These lead to glial 
and neuronal death. This damage takes approximately 6 months 
to heal. Macrophages hinder cellular regeneration as they remove 
the myelin glycoprotein (Moxon et al., 2004, 2007; Rao and Winter, 
2009; Leach et al., 2010).

In chronic injury, blood serum proteins are released into the 
brain. This starts a cascade to remove debris and damaged tissue 
and if severe, gliosis may occur. Gliosis causes astrocytes to prolif-
erate which create a glial scar; this protects the brain from further 
injury or infection. In light of this, it is doubtful that completely 
eliminating gliosis will be beneficial for long-term biocompatibility 
(Moxon et al., 2004, 2007; Garde et al., 2009; Rao and Winter, 2009; 
Shoval et al., 2009; Leach et al., 2010).

Signals from thousands to millions of cells may be superimposed 
(Avestruz et al., 2008; Gerven et al., 2009; Kayagil et al., 2009; 
Wilson and Williams, 2009). Potential sources of LFPs include 
subthreshold synaptic currents, biophysical properties of the cell 
membranes, transmembrane currents, and electrical interac-
tions (Donoghue et al., 2007). Single unit recording shows great 
promise for real-world applications due to compact size and high 
spatial resolution. The most common techniques are summarized 
in Table 2. These directly acquire electrical signal data from the 
neuronal populations.

To extract motor parameters from cortical areas, certain popu-
lation sizes must be used to maintain prediction accuracy. This 
becomes poor when sizes fall to around 10–20 neurons. Neuron-
dropping curves (NDC) calculate the neuron ensembles necessary 
for given BCI algorithms to accomplish certain performance levels. 
They predict accuracy as a function of simultaneously recorded 
neurons in any given session. This is calculated by measuring the 
performance of the entire neural population and then randomly 
dropping individual neurons until a critical level of performance 
is reached (Nicolelis and Lebedev, 2009). A few examples of MEAs 
are provided in Figure 2.

ProducIng long-term clInIcal vIaBIlIty
At this point, single unit recording holds the greatest potential 
for real-world applications of neuroprosthetics. The major obsta-
cle to these devices is biocompatibility. Early electrodes could 
only reliably support in vivo recordings for several weeks as they 
usually failed within a short period of implantation. The two 
main reasons for this are gliosis and device failure (Moxon et al., 
2004, 2007). Electrolytic tissue damage caused by the interface 
compromises neuronal stability over long periods of time (Garde 
et al., 2009).

In vivo MEAs in BCI and BMIs have several limitations that need 
to be overcome: low biocompatibility causes tissue damage and 
inflammation; three-dimensional (3D) electrode matrices must 
be designed as opposed to planar ones; fully implantable systems 
with thousands of recording channels are needed so that as many 
features as possible are reported, this can be done by handling 

Table 2 | Summary of invasive techniques for measuring brain activity.

invasive techniques Main features Pro’s Con’s references

Electrocorticography 

(ECoG)

Records mu, beta, and 

gamma sensorimotor 

rhythms

Good detection of high 

frequency oscillatory activity 

from the high signal-to-noise 

ratio

Spatial resolution is lower 

than single unit recording

Coyle et al. (2007), Soraghan et al. 

(2008), Gerven et al. (2009), Kayagil 

et al. (2009), Wilson and Williams 

(2009), Lin et al. (2010)

Similar to EEG but more 

data is recorded

Spatial resolution of 

sensorimotor rhythms is high

Each electrode records 

one channel

Uses 64 channels or more

Single unit recording Has the highest spatial 

resolution of all 

techniques

LFP technique is similar to 

ECoG but higher spatial 

resolution is obtained

Recordings are not useful 

for extracting motor or 

sensory information

Chapin (2004), Smith et al. (2004), 

Avestruz et al. (2008), Gerven et al. 

(2009), Kayagil et al. (2009)

Single or multi-neuron 

spiking and LFPs can be 

recorded
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Coatings
Biomaterials are being used to overcome the problem of encapsula-
tion (Lebedev and Nicolelis, 2006; Rao and Winter, 2009). Integration 
of implants with tissues is positively correlated with the density of 
nanostructures, up to the micrometer scale, on their surface. The 
more nanostructures present, the greater the integration (Straley and 
Heilshorn, 2009). ECM coatings promote growth and the attachment 
of cells which reduces encapsulation (Ahmed et al., 2006).

Extracellular matrix interactions promote differentiation, migra-
tion, axonal regeneration, neutrite elongation, and adhesion (Rao 
and Winter, 2009; Shoval et al., 2009). These molecules also act as 
a neuro-protective surface to protect the tissue from the implant. 
This is due to the reduction in movement of the electrodes; from 
the interaction between the ECM of the neural tissue and that of 
the implant (Moxon et al., 2004).

Coating processes. Extracellular matrix molecules are attached to 
implant surfaces using various methods. Natural or synthetic films 
are one of the options. Natural materials include collagen, gelatine, 

Scars are non-conductive, they block the interfacing sur-
face between the cells and electrodes. Encapsulation of the 
device from scar tissue formation is caused by the foreign 
body response; this occurs from a lack of extracellular matrix 
(ECM) interactions which are crucial in tissue regeneration. 
Neuronal density around the foreign material is decreased as 
glial cells push neurons back; opposed to a loss of neurons 
(Moxon et al., 2004, 2007; Rao and Winter, 2009; Shoval et al., 
2009; Leach et al., 2010). Gliosis increases electrode impedance 
which is negatively correlated to signal clarity. Increased scar-
ring decreases the signal-to-noise ratio and reduces the number 
of active electrode sites. To sustain neural responses over time, 
neurointerfaces must be recalibrated. From time to time the 
interface voltage must be increased prior to recording sessions 
to compensate for the increased impedance from encapsula-
tion. Eventually this will lead to failure of the device (Zhong 
and Bellamkonda, 2008; Frewin et al., 2009; Garde et al., 2009). 
In the PNS, fibrous tissue encapsulates the electrodes with the 
same consequences (Bossi et al., 2009).

Figure 2 | example images of MeAs. (A) Cyberkinetics silicon-based 100-channel MEA. (B) View of recordings sites on the Cyberkinetics array. (C) NeuroNexus 
silicon-based MEA shanks. (D) Tucker-Davis Technologies (TDT) microwire MEA. (e) View of recording sites on the TDT microwire array. (F) Moxon thin-film ceramic-based 
MEA. (g) View of bond pads on a 36-channel Cyberkinetics array. Reprinted with permission from Elsevier: Brain research 1282, 183–200 (Ward et al., 2009), copyright 2009.
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Implant fabrication materials
Electrode materials must provide good performance for electrical 
stimulation and recording (Shoval et al., 2009). Noble bare metals 
have low Warburg capacitance and a high charge injection limit, 
which is why they are often ignored for the stimulating small neural 
areas (Wilks et al., 2009). Warburg low current-density capacitance 
(C

w
) is used to compare the impedance of metal electrodes. The 

higher the Warburg capacitance, the lower the impedance at the 
tissue–electrode interface. When using direct current (DC) in appli-
cations such as IPGs, there is no distinction between resistance and 
impedance (Geddes and Roeder, 2003). Reversible charge injection 
limit is the maximal amount of charge per pulse that can move to 
electrode surroundings and cause a reversible chemical reaction. 
Charged pulses from electrodes create electrochemical potentials; 
these may be reversed by a second current pulse of the opposite 
polarity (Horch and Dhillon, 2004). Following are a few examples of 
commonly used fabrication materials. The most common materials 
are summarized in Table 3.

Physical shapes, geometries, and characteristics
Efficient recording and stimulation is highly dependent on contact 
between the electrode and the cell, electrode and array geometry, 
and the degree of resistance in each electrode (Smith et al., 2004; 
Eick et al., 2009). Smaller electrodes have higher interface imped-
ance. If the interface is sculpted as the comparable amalgamation 
of a Faradaic resistance and a double layer capacitance, the interface 
impedance is indirectly proportional to the electrode area (Wei 
and Grill, 2009).

Rougher electrodes have larger surface areas which optimizes 
coupling between cells and electrodes. However, it must be possible 
for cells to adhere to the surface (Shoval et al., 2009). Nanotexturing 
the surface of electrodes by electrodeposition, with substances such 
as gold, greatly increases the roughness of the electrodes surface 
(Cottman, 2009). Electrodes with extremely rough surfaces, at a 
scale of tens of nanometers to micrometers, act as superb electro-
chemical conductors whilst also creating a substrate for neuronal 
growth. This provides an unmediated, direct coupling interface 
between neurons and electrodes which increases signal-to-noise 
ratios (Sorkin et al., 2006; Shoval et al., 2009). Porous substances 
reduce the extent to which neurons are pushed away by gliosis of 
implanted arrays. Porous silicon increases neurite extension more 
than non-porous silicon (Moxon et al., 2004).

Cyberkinetics Neurotechnology Systems Incorporated designed 
a silicon array called the Utah array. It consisted of multiple elec-
trodes that were able to access the columnar structure of the cer-
ebral cortex (Rousche and Normann, 1998). These arrays are still 
being utilized as the underlying architecture for some new MEA 
systems (Donoghue et al., 2007; Pancrazio and Peckham, 2009). In 
array design, a major challenge is obtaining high current densities 
in small tip sizes while staying away from values that cause MEA 
degradation. Electrode tips are conical in shape. Due to blunting, 
tips shaped at 40° show increased current density when compared 
to tips of 90° (Moxon et al., 2007; Yaeli et al., 2009). The lower limit 
for electrode size in planar stimulation is about 2 μm. This is a 
reference point to minimize electrode size and increase the spatial 
density in MEAs (Smith et al., 2004).

and chitosan. Chitosan is a biodegradable polysaccharide that is 
derived from chitin. However natural materials experience batch-
to-batch variation as they are isolated from animal or human tis-
sues (Zhu et al., 2003; Rao and Winter, 2009). Synthetic materials 
include polymers that can be coated as polyamide nanofibers to 
create a completely synthetic 3D matrix. This can be done using 
electrospinning which is a technique that uses electrostatic fiber 
formation to produce polymer fibers. Electrical forces are used to 
produce fiber diameters ranging from 2 nm up to several microm-
eters. To further increase the ECM characteristics of these matrices, 
peptides such as laminin and human teasing-C may be covalently 
attached to them (Ahmed et al., 2006; Birbaumer et al., 2008; Koh 
et al., 2008; Bhardwaj and Kundu, 2010).

Alternatively the sol–gel process can be used to attach ECM 
molecules to implant surfaces. Sol–gel transitions a soluble liquid 
into a solid, yet porous network of gel. Processing is accomplished 
at low temperatures, this limits damage to the electrodes and a high 
degree of thickness uniformity is achievable over complex geomet-
ric shapes. Other implant improvements are mechanical strength 
and the prevention of metallic corrosion. This technology offers 
highly specific control over the coatings chemical composition and 
microstructure, which is combined with ease of fabrication. The 
gels created may also be used to carry absorbable drugs (Ben-Nissan 
and Choi, 2006; Gupta and Kumar, 2008).

Covalent linking of CRC-triblock protein polymers is another 
strategy for creating hydrogel networks. These can physically adsorb 
a variety of substrate materials as well as display ECM peptides. 
The two “C’s” are self-connecting leucine zipper domains and the 
“R” is a disordered center block that contains a cell binding domain 
(Fischer et al., 2009). In addition to the previously discussed meth-
odologies, molecules may be incorporated into biomaterials by 
direct surface coating through techniques such as electrostatic self 
assembly (ESA), Langmuir–Blodgett deposition, electropolymeri-
zation, polyelectrolyte multilayer films, microcontact printing, and 
photoresist-liftoff (Chluba et al., 2001; James et al., 2004).

Coating materials. The technologies discussed above may be used to 
increase implant biocompatibility by carrying soluble factors or by 
tethering modular protein polymers to the implant surface (Ben-
Nissan and Choi, 2006; Gupta and Kumar, 2008; Rao and Winter, 
2009). Ideally the ECM on the implant surfaces should have high 
porosity being 70% or more, high interconnectivity, and a high 
surface-to-volume ratio (Ahmed et al., 2006).

Soluble factors can be used to incorporate neurotrophic media 
into the electrodes themselves, such as anti-inflammatory com-
pounds like dexamethasone. In regards to tethered biomolecules; 
two of the methods being employed are neuronal growth factors and 
modular protein polymers. Neuronal growth factors include nerve 
growth factor (NGF), brain-derived neurotrophic factor, laminin, 
and collagen (Lebedev and Nicolelis, 2006; Rao and Winter, 2009). 
Modular protein polymers include enzymes, proteins, and other 
biomolecules (Gupta and Kumar, 2008). These imitate ECM char-
acteristics and are reproduced rapidly by cloning. Their domains are 
similar to the ECM proteins elastin, laminin, neural cell adhesion 
molecule (NCAM), and fibronectin. These increase neuronal cell 
adhesion and neutrite elongation (Straley and Heilshorn, 2009).
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Table 3 | Summary of materials used for implant fabrication.

Material Main Features Pro’s Con’s references

Carbon nanotubes 

(CNTs)

Chemically inert, easy to 

produce and resilient in 

regards to mechanical 

damage

Used to coat metal wires 

for enhanced recording, 

charge transfer and 

electrical stimulation of 

neurons

Metal ions present from the 

CNT production history may 

trigger adverse biological 

responses

Wildöer et al. (1998), Rondoni 

and Hoekstra (2005), Zeng and 

Micera (2007), Massobrio et al. 

(2008), Jakubek et al. (2009), 

Lee and Parpura (2009), Shoval 

et al. (2009)
Direction of chirality 

determines whether they 

are either metallic or 

semiconducting

Used to produce ion 

sensitive field-effect 

transistors to measure 

extracellular voltages of 

singular neurons

Increased voltage-gated 

calcium channel expression 

from CNT contact creates 

neural plasma membrane 

calcium hot-spots. These 

control transmitter release, 

growth cone extension, 

neuronal excitability and gene 

expression
Good conductors, may 

function as 

electrochemical 

electrodes and provide 

an extremely large 

surface area

Neurons cultured on CNTs 

show increased electrical 

activity from producing an 

electrical shortcut in the 

dendro-somatic coupling of 

neuronal compartments in 

addition to the normal 

coupling route through the 

cytosol/plasma membrane

Yttrium, from nickel–yttrium 

catalyst used in single walled 

CNT synthesis, has a similar 

ionic radius to calcium. It 

displaces calcium from 

entering excitable cells which 

inhibits electrical currents as 

yttrium levels are insufficient to 

transmit them
High electrochemical 

capacitance and charge 

injection limit

Reduce glial scarring by 

limiting astrocyte 

production

Iridium oxide (IrOx) Commonly used in planar 

electrodes and 

signal-to-noise levels are 

similar to platinum black 

electrodes

Currently viewed as the 

best interface material for 

cortical stimulation, also 

used for stimulating and 

recording activity of the 

heart and retinal tissue

Electrode properties are 

preserved when stored in dry 

conditions but phosphate buffer 

saline (PBS) they must be 

reactivated and cleaned daily 

for continued use

Eick et al. (2009), Gawad et al. 

(2009), Wei and Grill (2009), 

Wilks et al. (2009)

Has a very high Warburg 

capacitance, low charge 

injection limit and low 

impedance

Highly porous structure 

provides a large 

electrochemical surface 

area that provides interface 

stability over long periods

Poly 3,4-

ethylenedioxythiophene

High ionic conductivity 

and large surface area 

provide extremely 

effective charge transfer 

with low impedance 

across its spectrum

Charge injection limits start 

at the same level as the 

IrOx limit but much higher 

limits are possible

Electrodes initially show lower 

impedance, however use 

causes a gradual impedance 

increase to that of uncoated 

probes

Wilks et al. (2009), Leach et al. 

(2010)

High signal-to-noise 

ratios are attainable

Electrochemically stability 

allows long-term use in PBS
Biomolecules may be 

immobilized on its surface

Silicon and ceramics Silicon is used as the 

structural backbone for 

most electrode arrays

Silicon electrodes have 

unsurpassed superiority in 

shape, spacing, texture, and 

size

Silicon electrodes are not 

chemically resilient which leads 

to brittleness, fracture and 

fragmentation

Moxon et al. (2004, 2007), 

Smith et al. (2004), Zhong and 

Bellamkonda (2008), Bossi 

et al. (2009), Frewin et al. 

(2009), McCarthy et al. (2009)

(Continued)
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Floating electrodes use flexible connecting cables made from 
polymer substrates. They connect recoding sites to external adaptors 
that are anchored to the skull. Compared to more rigid electrodes, 
strain is relieved and chronic tissue damage is minimized. However, 
they are more likely to buckle on insertion. As a result they must be 
implanted by hand which decreases implant accuracy. To overcome 
buckling, insulated tungsten micro-wires can be used to provide suf-
ficient structural integrity for accurate implantation (Moxon et al., 
2004; Patrick et al., 2008). Rigid electrodes may also be formed into 
extremely sharp shanks which allows for quick insertion. This causes 
minimal damage to the surrounding tissues (Frewin et al., 2009).

the transfer of recorded data
Early in vivo MEAs relied on hardwired power. The NeuroNexus 
silicon array, also called the Michigan microelectrode system is 
historically important as it made use of multilead silicon ribbon 

Electrode placement geometry can be used to maximize 
the stimulation efficiency and decreases power requirements. 
One way to achieve this is by using serpentine variation which 
increases the electrode perimeter without increasing its area. 
In planar electrodes, serpentine perimeters may be up to four 
times larger than the circular configuration. Increased perimeter 
size does not affect impedance but power consumption may 
be reduced by up to 10%. Axons further from the electrode 
surface are activated more efficiently by this arrangement; the 
further the axon, the lower its threshold current. In the serpen-
tine configuration, spreading of tissue resistance is reduced, 
which reduces power requirements regardless of the distance 
between axons and electrodes. Tissue damage increases from 
the increased current density of the electrodes surface, thus ser-
pentine perimeters may be more damaging than circular ones 
(Wei and Grill, 2009).

Silicon electrode 

fabrication is 

comparatively easy 

which makes it popular

Silicon nitride (Si3N4) acts as 

an insulator, the thicker it is 

the lower the electrode 

capacitance

Silicon electrodes are poorly 

insulated

Ceramic dielectric 

constants are higher 

which allows for smaller 

features

Polyimides are often 

supplemented to alleviate 

internal stress

Ceramic–silicon hybrids 

are produced to offer 

intermediate 

characteristics such as 

improved microelectrode 

strength from increased 

flexibility, compared to 

ceramics using alumina

Ceramics are often used in 

electrode fabrication 

instead of silicon as 

superior insulation is 

provided by ionized alumina

 

Amorphous silicon 

carbide (a-SiC)

It is extremely hard yet 

still flexible and does not 

expand in liquid 

environments

It is chemically inert to 

acids, alkalis and salts

Has different polytypes 

which are crystalline 

stacking types that each 

display different 

mechanical and electrical 

properties

It is very permissive to the 

free movement of neural 

lamellipodia

Currently it is used as a 

coating for replacement hip 

joints and angioplasty 

stents

Its production uses many of 

the same processes used 

in the silicon industry which 

lowers costs

Frewin et al. (2009)

Titanium Used due to its 

biocompatibility, intrinsic 

toughness, mechanical 

reliability and safety

Used in cardiac 

pacemakers, orthopedic, 

and dental implants which 

suggests potential for 

neurological applications

McCarthy et al. (2009)

Table 3 | Continued

Material Main Features Pro’s Con’s references
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from over 100 electrodes back toward the light source. This method 
shows no electrical artifacts and has a stimulation specificity of less 
than 400 μm. Transient optical neural stimulation solves some of 
the current spatial resolution issues (Donoghue et al., 2007; Konrad 
and Shanks, 2010).

sensory feedBack to the cns
Feedback of tactile, proprioceptive and vibratory information to 
the somatosensory areas is being researched (Lebedev and Nicolelis, 
2006; Cipriani et al., 2009). Micro-stimulation is one means to relay 
information directly, or via peripheral nerves, to the sensory cortex 
(Garde et al., 2009). The most common means of relaying tactile 
information to the CNS is TMS. It also has the potential application 
of reactivating dormant cortical areas following a stroke. Use of this 
technique activates plasticity in neural components and may also 
affect blood flow. Pulses reach a depth of approximately 2 cm, due 
to their rapid decay which provides low spatial resolution. Pulses 
delivered to specific areas convey somatomotor sensations such as 
finger movement through evoked motor potentials (EMP) of the 
primary motor cortex, or phosphenes by stimulating the visual 
cortex (Huerta and Volpe, 2009).

The weak magnetic pulses of TMS can stimulate neurons, as 
their ion channel density is higher than other cell types. TMS pulses 
cause action potentials that release neurotransmitters. Most corti-
cal neurons release the excitatory neurotransmitter glutamate, a 
smaller portion release the inhibitory neurotransmitter gamma-
aminobutyric acid. Another group of neurons have long axons 
from different nuclei of the brain that project to the cortex. When 
stimulated these may cause the release of acetylcholine, dopamine, 
noradrenalin, and serotonin from the nuclei. Weak TMS pulses may 
therefore activate neuromodulatory pathways through excitatory 
and inhibitory neurons creating feedback and feed-forward loops 
(Huerta and Volpe, 2009).

neuroProsthetIcs
Neural prosthetic implants show many potential uses for recording 
neuronal activity and stimulating the CNS and PNS (Straley and 
Heilshorn, 2009). The key goal of many neuroprosthetics is: opera-
tion through closed loop BCI or BMI systems, with a channels for 
the relaying of tactile information (Chatterjee et al., 2007); to be 
efficient these systems must have neural interfaces that work in a 
consistent manner for as long as possible; they must be able to adapt 
recording to changes in neuronal populations; and tolerate physical 
real-life environmental factors (Ryu and Shenoy, 2009).

vIsual ProsthetIcs
Visual prosthetic development has one of the highest priorities in 
the biomedical engineering field (Panetsos et al., 2009). Complete 
blindness from retinal degeneration arises from diseases such as 
Leber’s congenital amaurosis (LCA) or age-related macular degen-
eration (AMD or ARMD). These cause dystrophy of photoreceptor 
cells (Shoval et al., 2009). Functional, yet rudimentary vision can 
be achieved by converting images into binary pulses of electrical 
signals and delivering them to the visual cortex. Sensations cre-
ated are in the form of bright spots referred to as phosphenes or 
visual perception patterns (Morillas et al., 2007; Quiroga et al., 
2007; Panetsos et al., 2009).

cabling. This cabling system was a significant step forward in 
regards to providing reliable transfer of signal information to and 
from an in vivo environment (Hetke et al., 1994). Two strategies are 
currently being utilized to eliminate the use of hardwired power, 
they are IPGs and wireless telemetry (Song et al., 2007; Chae et al., 
2008; Rizk et al., 2009; Sodagar et al., 2009; Wei and Grill, 2009; 
Lin et al., 2010).

These systems do not protrude through the skin so infection 
risk is minimized (Rizk et al., 2009). IPGs utilize batteries to pro-
vide neuronal stimulation and these have to be surgically replaced 
once depleted. Battery lifetime may be prolonged by reducing 
power requirements. Alternatively smaller batteries may be used 
which will reduce the IPG size (Wei and Grill, 2009). IPGs can be 
placed in areas other than the head such as the pectoral region, 
with the electrodes going to specific neuronal target areas (Avestruz 
et al., 2008).

The second strategy uses wireless telemetry. Forward telemetry 
provides power over a wireless link via radio frequencies (RF). 
This inductive RF link provides for programming the clock signals 
and commands that ensure accurate data time sampling. Backward 
telemetry sends the recorded information to external hosts as digital 
data streams of infrared (IR) light pulses. As the need for batteries 
is eliminated, these innervations allow for smaller interfaces with 
increased implant life. Fully implantable 96-channel acquisition 
systems are possible that work from up to several meters away 
(Song et al., 2007; Chae et al., 2008; Soraghan et al., 2008; Rizk et al., 
2009; Sodagar et al., 2009). Bluetooth or wireless local area network 
(WLAN) may be used for data transmission (Lin et al., 2010).

Compressed sensing is a means to drastically reduce the quan-
tity of bandwidth needed for data transmission through telemetry. 
This data acquisition protocol allows only the data that would be 
left after compression to be collected, as opposed to collecting this 
data along with compressible data only to lose the latter after initial 
compression. It is achieved by exploiting the sparse depiction of 
recorded data. Using a compressed sensing protocol it is possible 
to reduce noise levels in the neuronal data, sort and detect spikes, 
whilst monitoring the firing rates of individual neurons (Donoho, 
2006; Abu-Nimeh et al., 2009).

Wireless telemetry of EEG data allows for acquisition in real-
world environments where subjects can move freely. Wireless neu-
rointerfaces overcome one of the current major problems in MEAs, 
being the breakage of the wires used to transmit the sampled neu-
ronal activity. In conjunction with stable recordings over long-term 
implantation, the potential applications are immense (Garde et al., 
2009). The systems front end may be integrated in wearable devices 
such as sunglasses, headbands, or baseball caps. These systems can 
potentially: monitor epilepsy in children as symptoms are often 
misdiagnosed; provide vibrotactile feedback sensations; operate 
telephone keypads displayed on personal computer (PC) moni-
tors operated by steady-state visually evoked potentials (SSVEP). 
The SSVEP model is reliant on targets that are flashed at different 
rates, this creates SSVEPs at different frequencies from which a 
computer determines the target which is prominent (Kayagil et al., 
2009; Lin et al., 2010).

A newly emerging technology uses micro-optical arrays. Fiber 
optic cables transmit low energy light which can be converted to 
power. These same fibers can transmit the high bandwidth signals 
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rePlacement hand and lImB ProsthetIcs
To functionally replace an amputee’s limb with a robotic one, 
desirable aspects include: decoding user intentions to perform the 
desired motions; supplying sensory feedback to provide perception 
of the device in the environment; providing users with the feeling 
of natural control by attaining a sense of ownership from percep-
tion as part of the body. The device must provide feedback to the 
brain in order to achieve this (Lebedev and Nicolelis, 2006; Cipriani 
et al., 2009; Garde et al., 2009).

Currently, artificial limbs can only relay restricted sensory feedback 
due to their limited bandwidth. Commercially available prostheses 
are difficult to control because they offer no tactile or proprioceptive 
feedback. One of their largest problems is that there is no sense of 
ownership (Cipriani et al., 2009; Garde et al., 2009). Ownership is 
created by long-term prosthetic use where they are directly control-
led by brain activity. It leads to remapping, through plasticity, of the 
cortical and sub-cortical areas (Lebedev and Nicolelis, 2006).

Cognitive burden occurs because users primarily rely on visual 
feedback for neuroprosthetic use (Garde et al., 2009). To free sub-
jects from the need to maintain visual attention on the actuator, 
vibrotactile feedback must be provided. The haptic senses that relate 
to grasping force can be represented by vibrotactile intensity: high 
intensities for squeezing objects; low intensities for releasing them; 
constant intensities for maintaining a steady hold (Chatterjee et al., 
2007). Functional electrical stimulation (FES) is used to substan-
tially improve grasp function in neuroprosthetic use, yet voluntary 
shoulder and elbow function is required (Muller-Putz et al., 2009; 
Pancrazio and Peckham, 2009).

Near-infrared spectroscopy can be used as an on/off switch for 
BCI based robotic hands. This is achieved through timing estima-
tion of movement for a learned network, which uses brain signals 
of the pyramidal area. These signals differentiate between the spe-
cific limb muscles that the subject is concentrating on (Tsubone 
et al., 2007; Micera et al., 2008). Future research is working toward 
lighter anthropomorphic transradial prosthesis, which will have 
electromyographic (EMG) signal processing embedded with tactile 
systems to provide feeling to the amputee. The present bottleneck 
in this technology is the EMG control algorithms (Cipriani et al., 
2009). Signals are recorded from motor cortex activity that is not 
necessarily linked to the required task. These are used to perform 
desired movements using predefined grasping patterns. In these 
cases, extension of the arm and fingers are controlled using differ-
ent patterns of motor activity (Micera et al., 2008).

Overlapping motor neuron collections form populations in the 
motor cortices process numerous motor parameters. Single corti-
cal neurons may simultaneously contribute to several parameters 
(Lebedev and Nicolelis, 2006). Mathematical analysis is used to 
extract motor signals from populations. Information from the 
primary motor, premotor, somatosensory, and parietal cortices is 
used to calculate neural weightings (Chapin, 2004). Training of the 
non-invasive systems discussed above for controlling arm and hand 
prosthetic movement requires three stages: offline training of the 
algorithm; online tuning with periodic adjustments; and mutual 
adaptation through biofeedback (Micera et al., 2008).

Movement direction is gauged from a vector that encompasses 
direction, velocity and force rather than the contraction of indi-
vidual muscles. This is pertinent when extracting information for 

This technology uses one of three possible pathways. Firstly, 
retinal implants to replace photoreceptor function. Their implan-
tation and stabilization are difficult due to retinal fragility. 
However, implementation is easier than other visual prosthesis 
because far less complicated information is needed for stimu-
lation. Secondly, optic nerve implants allow poor control over 
position and size of the evoked phosphenes. Finally, visual cortex 
implants use electrodes that require high electrical current. This 
negatively affects individuals over time (Morillas et al., 2007; 
Panetsos et al., 2009). These implants, opposed to optic nerve 
implants, provide higher spatial resolution for visual process-
ing. This makes electrode design easier. To obtain significant 
spatial resolution, these prosthetics may also be implanted in 
the lateral genticulate nucleus (LGN) of the thalamus (Konrad 
and Shanks, 2010).

The Retinotopic principle states that the stimulation of two 
close retinal photoreceptors activates two close visual cortex neu-
rons. However, at the cortex, this pattern suffers non-conformal 
and non-linear deformation. A great deal of plasticity is needed 
for these new patterns to be perceived as older perceptions once 
were; from a time before sight loss. The visual cortex does not 
represent a pixilated image but rather a complex visual motion 
with preferences that are directionally tuned (Konrad and Shanks, 
2010). Pattern input may be altered, upon data analysis of the 
visual cortex, from activation of individual retinal phosphenes 
(Morillas et al., 2007). It has been estimated that, restoring visual 
perception to a point where surroundings are navigated, may 
be achieved with an array of 625 electrodes with 20 μm spac-
ing. Currently most devices use up to only 16 electrodes (Shoval 
et al., 2009).

In regards to subjects with CLIS, the auditory system is not 
compromised and may be used to communicate via a BCI. As 
documented in blind subjects, ALS patients develop a greater 
sense of hearing that allows them to focus more easily on auditory 
stimulation. Small eye movements are usually used to commu-
nicate. When this is not possible, ERPs are usually used to com-
municate (Birbaumer et al., 2008; Nijboer et al., 2008; Zhong and 
Bellamkonda, 2008; Furdea et al., 2009).

audItory ProsthetIcs
Cochlear implants use electrical signals that directly stimulate the 
sensory epithelium of the basilar membrane, to produce auditory 
stimuli. The highest levels of success have been seen in subjects 
who had some sense of hearing during their critical developmental 
periods. Better resolution of sensory input is achieved by providing 
it to the cortex, rather than the auditory nerve. These implants may 
be placed into: the cochlear nerve/pons junction when the audi-
tory nerve has been damaged; the cochlear nucleus, specifically the 
lateral foramen of Luschka; or into the inferior colliculus being 
more distal sensory circuitry (Ryu and Shenoy, 2009; Konrad and 
Shanks, 2010).

Auditory stimulus alone can be used for pinpointing specific 
letters on a PC monitor, displayed by a BCI. EEG is used for specific 
coordinate selection, in a matrix based structure, by focusing on 
ERPs of the mu rhythm. A more accurate averaged performance is 
achieved using auditory ERP spellers, rather than visual ERP spell-
ers as an accuracy of 100% is possible (Furdea et al., 2009).



Frontiers in Neuroengineering www.frontiersin.org October 2010 | Volume 3 | Article 112 | 12

Rothschild Neuroengineering tools/applications: recent progress

controlling motor based prosthetics. Complex movement signals 
can be extracted with less than 100 channels. Robotic arms or 
computer cursors may be controlled directly, in a real-time envi-
ronment from this analysis (Chapin, 2004; Nicolelis and Lebedev, 
2009; Konrad and Shanks, 2010). However throughputs of more 
than 1 bit/s are extremely difficult to achieve using non-invasive 
methods (Micera et al., 2008).

Invasive methods for prosthetic control are becoming available. 
However, gliosis is still a major issue that needs to be overcome 
and the effects of direct stimulation need to be considered. Direct 
stimulation may cause undesired muscle contraction or cause reor-
ganization through plasticity of the somatosensory cortex to cre-
ate “phantom limb” syndrome by inciting false sensations (Micera 
et al., 2008). A gripping neuroprosthetic device can be controlled 
with as little as 32 electrodes (Brower, 2005). Various invasive and 
non-invasive strategies are available for controlling these prosthet-
ics through the PNS, however these are beyond the scope of this 
review (Navarro et al., 2005).

WheelchaIr use
A large amount of equipment has been developed to improve 
quality of life for the elderly and disabled. Electric wheelchairs are 
embedded with computers and sensors to give them rudimentary 
intelligence. The two major techniques that have been developed 
are: auto navigation for obstacle detection and avoidance; and user 
dependant interfaces. Over the years a multitude of non-invasive 
and invasive techniques have been implemented for user dependant 
wheelchair interfaces (Ju et al., 2009).

For the severely disabled, conventional methods of wheelchair 
operation may not be sufficient. Two of the methods that have 
been proposed for these cases are: facial feature use to oper-
ate the wheelchair through IR thermography (Ju et al., 2009; 
Memarian et al., 2009); intelligent brain actuated wheelchairs 
designed to allow to operation from subject’s mental commands 
(Galán et al., 2008). Infrared thermography uses deep breathing, 
blinking or opening of the mouth as device commands. The 
system comprises of a feature detector, feature recognizer, and a 
converter. Thermal imaging cameras are used, so sensors do not 
need to be attached to the users, thus making them hygienic and 
eliminating the risk of choking. Inclination of the face is used 
for steering and mouth shape is used for acceleration or stop-
ping. It overcomes several computer based vision access pathway 
limitations because it is not affected by: various lighting levels; 
extraneous movements; body posture; and skin color variation, 
which makes it independent of race (Ju et al., 2009; Memarian 
et al., 2009).

Alternatively, intelligent brain actuated wheelchairs have 
been designed to allow subjects to operate them using men-
tal commands. Statistical machine learning is used to design 
optimal classifiers. This allows subjects to choose mental tasks 
that they are more comfortable with. The EEG patterns pro-
duced are selected by maximizing their separability to other 
commands. The subjects must be able to perform commands, 
even under stressful and distracting conditions. Even though 
control systems need to be calibrated for each subject, the pro-
cedures are the same for all so lengthy training is unnecessary 
(Galán et al., 2008).

InteractIon WIth roBots
Robotic arms can be controlled by systems, such as functional 
magnetic resonance imaging (fMRI), in a real-time environment. 
Neuronal activity is obtained from the cortical somatomotor areas 
of hand movement, being the dorsal precentral gyrus and the ante-
rior part of the central sulcus. Mu and beta rhythms are decreased 
by observing an experimental hand grasping. Through interpreta-
tion, it can be used to adjust horizontal and vertical movement in 
a two-dimensional (2D) environment. Feedback from the subjects’ 
visual field then adjusts cortical activation while controlling the 
robotic arms movement (Lee et al., 2009; Neuper et al., 2009).

New daily activities for disabled and able-bodied persons are 
provided by BMI use. A subject’s visual perspective can be placed 
directly into another environment causing augmented reality (AR). 
Robot agents in this environment can be operated through their 
visual perspective. Operation is achievable using systems like the 
EEG P-300 paradigm (Kansaku et al., 2010).

InteractIon WIth Personal comPuters
Personal computer control of mouse cursors and keyboards is a very 
useful communication tool for subjects with LIS. One-dimensional 
(1D) cursor control is achievable using EEG with ERD for operator 
selection. Decision trees sequentially string selections together to 
make a final choice (Chatterjee et al., 2007; Kayagil et al., 2009). 2D 
cursor control can be achieved using techniques like fMRI or EEG. 
Using four different tasks, fMRI can be used to control both mouse 
cursors and robotic fingers (Brower, 2005; Coyle et al., 2007; Lee 
et al., 2009; Sagara et al., 2009). Figure 3 shows a tetraplegic subject 
using the BrainGate system to operate a computer cursor.

The two most common strategies for obtaining 2D cursor con-
trol from an EEG are the P-300 and SSVEP paradigms. P-300 makes 
use of four movement options that are sequentially highlighted at 
intermittent stages between movements. Alternatively, using two 
bands simultaneously, band power is measured from 64 channels 
over the two hemispheres. Each hemisphere makes opposite signed 
contributions to each band when controlling direction of cursor 
movement (Kayagil et al., 2009). This may be achieved using mu 
and beta waves (Brower, 2005).

Steady-state visually evoked potentials use five EEG electrodes. 
A single Laplacian referencing channel and four more additional 
channels that are activated during hand movement. As the systems 
are hardware and computationally simplistic, effective control is 
achieved with very little training. This may make future in-home 
implementation possible. Control of virtual keyboards can be 
achieved using EEG ERD decision trees or P-300 ERPs. ERD deci-
sion trees control 1D cursor movement while it is moving in a 
different dimension at a constant rate toward targets on the side of 
the monitor (Chatterjee et al., 2007; Kayagil et al., 2009).

conclusIon
The present review highlights current research in the neuroengineer-
ing field; which has grown rapidly over the last 15 years (Lin et al., 
2010). A large number of breakthroughs have been achieved during 
this time. Disabilities may arise from physical damage to the nerv-
ous system or from the genetics of the individual. Disabilities where 
individuals cannot walk, communicate or perform other desired 
movements at will, are being addressed. Intelligent wheelchairs and 
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