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Abstract

In this paper we investigate the existence of triple positive solutions for the nonlinear third-order three-point boundary value
problem

W (@) =a@®) ft,u@), ' @),u’ ), 0<t<l,
u(0) = du(n), ') =0, u"(1)=0,

where § € (0,1), n € [1/2,1) are constants. f : [0, 1] x [0, 0c0) x R? > [0, 00), g : (0,1) — [0, co) are continuous. First,
Green’s function for the associated linear boundary value problem is constructed, and then, by using a fixed-point theorem due to
Avery and Peterson, we establish results on the existence of triple positive solutions to the boundary value problem.

© 2008 Elsevier B.V. All rights reserved.

MSC: 34B15

Keywords: Positive solutions; Third-order three-point boundary value problem; Fixed-point theorem

1. Introduction

Third-order differential equations arise in a variety of different areas of applied mathematics and physics. In recent
years, the existence and multiplicity of positive solutions for nonlinear third-order ordinary differential equations with
a three-point boundary value problem (BVP for short) have been studied by several authors. An interest in triple
solutions evolved from the Leggett—Williams multiple-fixed-point theorem [11]. And lately, two triple-fixed-point
theorems due to Avery [5] and Avery and Peterson [6], have been applied to obtain triple solutions of certain three-
point boundary value problems for third-order ordinary differential equations. For example, Anderson [1] proved that
there exist at least three positive solutions to the BVP

X"+ f(x(1) =0, 0<rt<I,
x(0) =x'(n) =x"(1) =0,
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where f : R — R is continuous, f is nonnegative for x > 0, and 1/2 < #, < 1. Bai and Fei [7] obtained the sufficient
conditions for the existence of at least three positive solutions for the third-order three-point generalized right focal
problem

X" =q)ft,x,x,x"), t<t<t,

x(n) =x'() =0, nx(t3) + 8x"(13) = 0,
where f € C([11,13] x [0, 00) x R%,[0,00)), ¢ € C((t1,13), [0, 00)) and does not vanish identically on any
subinterval of (¢1, t3). Furthermore, 0 < f[tlz q(s)ds, ftt; qg(s)ds < 400.71>0,8 > 0,k =28+ n(ts — t1)(t3 — 2t»
+ 1) > 0,11 < tp < t3 are real numbers with t, — #] > 3 — t2. For other existence results for third-order three-point
BVP, one may see [2-4,8—-10,12-16,18,19] and the references therein.

Motivated greatly by the above-mentioned works, in this paper we will consider the existence of multiple positive
solutions (at least three) to the BVP

W (t) = a@) f(t,u(®),u' @), u"®), 0<t<I, (1.1)

u(0) = du(n), u'(n) =0, u’(1) =0, (1.2)
where § € (0, 1), n € [1/2, 1) are constants, a : (0, 1) — [0,00) and f : [0, 1] x [0,00) x R x R — [0, c0) are
continuous. Here, by a positive solution of the BVP we mean a function u#*(¢) which is positive on (0, 1) and satisfies
differential equation (1.1) and the boundary conditions (1.2). Therefore, our positive solutions are nontrivial ones. The
methods used in our work will depend on an application of a fixed-point theorem due to Avery and Peterson [6] which
deals with fixed points of a cone-preserving operator defined on an ordered Banach space. The emphasis is put on the

nonlinear term involved with all lower-order derivatives explicitly. The paper is organized as follows. In Section 2, we
present some notation and lemmas. In Section 3, we give the main results.

2. Preliminaries
In this section, we present some notation and lemmas that will be used in the proof our main results.
Definition 2.1. Let E be a real Banach space. A nonempty closed convex set K C E is called a cone of E if it satisfies
the following two conditions:
(1) x € K, A > O implies Ax € K;
2) x e K, —x € Pimpliesx = 0.

Definition 2.2. An operator is called completely continuous if it is continuous and maps bounded sets into precompact
sets.

Definition 2.3. Suppose K is a cone in a Banach space E. The map « is a nonnegative continuous concave functional
on K provided «: K — [0, 00) is continuous and

a(rx+ (1 —-r)y) >rax)+ 0 —r)a(y)

forall x,y € K and r € [0, 1]. Similarly, we say the map S is a nonnegative continuous concave functional on K
provided B8: K — [0, 0o) is continuous and

Blrx+ A —r)y) =rpx)+ (1 —r)B(y)
forallx,y € K andr € [0, 1].
Let y and 6 be nonnegative continuous convex functionals on K, o a nonnegative continuous concave functional
on K, and ¢ a nonnegative continuous functional on K.
For positive real numbers a, b, ¢, and d, we define the following convex sets:
P(y,d)={x e K | y(x) <d},
P(y,a,b,d)={x e K |b<alx),yx) <d},
P(y,0.b,c,d)={x e K |b=ax),0(x) <c,ykx) <d}
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and a closed set
R(y,p,a,d)={x € K |a=<¢pkx),ykx) <d}

We shall use the following well-known fixed-point theorem due to Avery and Peterson [6] to search for three
positive solutions of the BVP (1.1) and (1.2).

Lemma 2.1 ([6]). Let E be a real Banach space and K C E be a cone in E. Let y and 0 be nonnegative continuous
convex functionals on K, o a nonnegative continuous concave functional on K, and ¢ a nonnegative continuous
functional on K satisfying ¢(Ax) < Ap(x) for A € [0, 1], such that for some positive numbers M and d,

a(x) < @(x) and x|l = My(x), 2.1

forall x € P(y,d). Suppose T : P(y,d) — P(y,d) is a completely continuous operator and there exist positive
numbers a, b, and ¢ with a < b such that

(Cl) {x e P(y,0,a,b,c,d) | a(x) > b} #@and a(Tx) > bforx € P(y,0,a,b,c,d);
(C2) a(Tx) >bforx € P(y,a,b,d) with0(Tx) > c;
(C3) 0 & R(y,p,a,d) and o(Tx) < a for x € R(y, ¢, a,d) with p(x) = a.

Then T has at least three fixed points x1, x2, x3 € P(y, d) such that

y(xi) <d fori=1,2,3;
b <a(xy);

a < @(x2) witha(xy) < b;
p(x3) <a.

We need some preliminary results before proving our main results. First, Green’s function for the associated linear
BVP is constructed.

Lemma 2.2. Let § # 0, h € C[0, 1]; then BVP

u”(t)=h@), O0<t<l, 2.2)
u(0) = éu(n), uw'(n) =0, (1) =0, 2.3)

has the unique solution

1
u(t) =/ G(t,s)h(s)ds,
0

where
SZ
> s <t 5=,
2(1 =)
Lo s+ b r<s<
- S+ ———, <s<n,
Gus)=1 2 20—522 (2.4)

2
st —tsHnt+ ———, N=<s<t,
2s S+ +2(21—8) n<s
Loy 00 <s, 1<
—— —_— s, K
2t TS ) 7

Proof. From (2.2) we have

1 t
Mgzzfa—@%®m+Aﬂ+m+c
0
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In particular,
u0) =0C,

1
u”(l):/ h(s)ds + 2A,
0
L7 2 2
u(n) = E/ (n —s)“h(s)ds + An~+ Bn + C,
0

n
uw'(n) = f (n — s)h(s)ds +2An + B.
0

Combining this with boundary conditions (2.3) we conclude that

1 1
A= _Efo h(s)ds,

1
B = n/ h(s)ds — /n(n — s)h(s)ds,
0 0

3n* ! 8 T, 2
C=—— h(s)ds — ————— — s)h(s)ds.
s | s = s [N = sheas
Therefore, BVP (2.2) and (2.3) has a unique solution

1 [t 2 ! 1 n
u(t) = —/ (r— s)2h(s)ds — —/ h(s)ds + tn/ h(s)ds — t/ (n — s)h(s)ds
2 0 2 0 0 0

2 1
+ o / h(s)ds ) /n(n2 — sz)h(s)ds
0 0

2(1 — ) C2(1-96)
L 2 8 — %)
= 5[) (t — s)"h(s)ds —/(; (m +t(n —S)> h(s)ds

1 12 Fy
+/0 (_E+nt+—2(1—8)>h(s)ds

/t 2 sy +/n LEYHPRRCLG PR
o 20 =8 WET AT TET a5y ) TYE
1 1 852
+/ ——t> 4+t + ———— ) h(s)ds t<n
B , \ 2 2(1=95) ’ =1
= N2 r /1 sn?
Y s S —ts 4t + — ) hs)d
/0 30 -9) (s)s—i—/n <2s s+ +2(1—8)> (s)ds
+/1 Loy s 0T h(s)d ‘>
c 2 T T aa Ty ) =

1
/ G(t, s)h(s)ds.
0
This completes the proof. [
Lemma 2.3. Suppose 0 <8 <1, 1/2<n <1, g(s) = ﬁ min{s2, n2}. Then

8g(s) < G(t,s) <g(s), t,sel0,1].

Proof. For s < ¢, n, the conclusion is obvious. For ¢t < s < n, from (2.4) we know that

852
2(1 —9)

2+ 852 _ 52
2(1=68) 2(1—29)

1 1
G(t,s) = —§t2 +ts + < Es =g(s)

197
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and
Gy = -t s e 25 s
,8) = —— s > = s).
2 21—98) —21—s) ¢
For n < s <t, from (2.4) we know that
1 8772 S2 _ 772 772 5772
G(t, = 52— — )t = — — )t + —
(t.5) = 35" ==t + 555 2 =mit+ 5505
s tn—2 4 < T (s)
= —(5 — ) — = S
p T 20—8) —20—5) ¢
and
1 §n? 1 8n?
G(t,s) = =s> — (s =t + ———— > —5> — (s —
(t,5) = =% = (s =it + 0-3) > 2° (s —n)+ 30-3)
2 2 2
sc 41 on on
> — > =4 .
2T Ttaaos Taaos kW
For n,t < s, from (2.4) we know that
1 8n? 1 8n?
G [ = __tz t < — 2 =
(t,s) > +n +2(1—5)—2” +2(1—5) g(s)
and
2 1, 1 8n? 8n?

——2

> ~t
2—s -~ 28 Tt

1
G(t,s) = —§t2+nt+ =8g(s).

>
2(1-46) —2(1-=96)
The proof is complete. [

From Lemma 2.2 we know that if 0 < § < 1, 1/2 < n < 1, then for h € CT[0, 1], the unique solution u(t) of
BVP (2.2) and (2.3) is nonnegative and satisfies

min u(t) > § max u(t). 2.5
tel0,1] t€[0,1]

In what follows, we shall consider the Banach space C2[0, 1] equipped with the ordering x < y if x(¢) < y(¢) for
all r € [0, 1], and the maximum norm

lul| = max{ max |u(t)|, max |u’(¢)|, max Iu”(t)l}.
0<t<l 0<t<l 0<t<l

Define the cone K by
K ={ueCH0,1]:u(0) =éu(n), u'(n) =0, u”(1) =0, u is concave on [0, 1]} .
Define the integral operator 7 : K — C7T[0, 1] by

1
Tu(t) = f G(t, s)a(s) f(s,u(s), u'(s), u” (s))ds. (2.6)
0

By Lemma 2.1, BVP (1.1) and (1.2) has a positive solution u* = u*(¢) if and only if u* is a fixed point of T'.
We adopt the following assumptions:

(Hla € C((0, 1), [0, c0)) with0 < fol a(s)ds < oo.

(H2) f € C([0, 1] x [0, 00) x R x (—0o0, 0], [0, 00)).

Lemma 2.4. Assume that (Hy)—(H») hold. Then T : K — K is completely continuous.

Proof. From the fact that u”(t) = a(t) f(¢t,u(®), u’(t), u”(t)) > 0,u(t) > 0 and Lemma 2.1, we know that u
is concave on [0, 1]. By Lemma 2.2, we know that 7(K) C K. The operator T is completely continuous by an
application of the Ascoli-Arzela theorem (see [17]). O
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3. Main results

In this section we impose growth conditions on f which allow us to apply Lemma 2.1 to establish the existence of
triple positive solutions of BVP (1.1) and (1.2). Let the nonnegative continuous concave functional «, the nonnegative
continuous convex functional 8, y, and the nonnegative continuous functional ¢ be defined on the cone K by

y(u) = max |u”(1)], o) =0w) = max |u(?)], a(u) = min |u(?)].
0<t<l 0<t<l 0<r<1

Note that for u € K, we have

' t
u(t) = u(0) +/ u'(s)ds = u(n) +/ u'(s)ds
0 0

< & max |u(t)| +¢t max |u'(t)] <8 max |u(t)| + max |u'(¢)],
0<r<l 0<r<l1 0<r<l1 0<r<l
t
' (t) =u'(n) +/ u”(s)ds < n max |u”(t)]. 3.1
n 0<r<1
Therefore,
1 , n "
max |u(?)] < —— max |u'(t)| < —— max |u”(1)]. (3.2)
0<r<l1 1—46o0<r<1 1—46o0=<r<1

Consequently, combining with the concavity of u, the functionals defined above satisfy
80(u) < a(u) = 0(u) = ¢u), (3.3)

n
|l < my(u),

forall u € P(y, d). Therefore, condition (2.1) is satisfied.
For convenience, in what follows, we denote the constants by

1 1
B = min If G(0, s)a(s)ds, / G(1, s)a(s)ds} ,
0 0

1
M=f a(s)ds,
0
1
N:/ g(s)a(s)ds.
0

Now we present our main result and proof.

Theorem 3.1. Suppose (Hi)—(H3) hold. Assume there exist 0 <a < b < %d such that

(Al) f(t,u,v,w) < %,for (t,u,v,w) € [0,1] x [0, ﬁd] x [—nd, nd] x [—d, 0];

(A2) f(t,u,v,w) > %,for (t,u,v,w) € [0, 1] x [b, +b] x [—nd, nd] x [—d, 0];
(A3) f(t,u,v, w) < 5, for (t,u, v, w) € [0, 1] x [0, a] x [-nd, nd] x [~d, 0].

Then BVP (1.1) and (1.2) has at least three positive solutions ui, uy, and u3 satisfying

max |u/ (1) <d fori=1,2,3;
0<r<l1

max |u;(t)| <nd fori=1,2,3;
0<t<1

b < min |u]@)|;
0<t<l

SRSy

a < max |ux(t)| < with min |uy(t)| < b;
0<r<1 0<r<l1

max |u3(t)| < a.
0<t<l
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Proof. We now show that all the conditions of Lemma 2.1 are satisfied.

If u € P(y,d), then y(u) = maxo<s<; |u”(t)] < d. From (3.1) and (3.2), one has maxo<;< [u'(t)| < nd,

maxo<;<| |u(t)| < 125d; then assumption (A1) implies f (¢, u, u’, u”") < %. Note that for any ¢ € [0, 1],

1
(Tw)"(t) = —/ a(s) f(s,u(s), u'(s), u”(s))ds.
t

Therefore,

1 1
y(u) = max [(Tu)"(1)] =/ a(s) f(s, u(s),u’(s),u”(s))ds < i/ a(s)ds =d.
0<t<l ! M Jy

Hence, T : P(y,d) — P(y,d).
To check condition (C1) of Lemma 2.1, we choose u(¢) = b/§, t € [0, 1]. It is easy to see that

u(t) =b/6 € P(y,0,b,b/5,d)
and
a(u) =ab/s) =b/5 > b,
and so
{ueP(y,0,b,b/5, d)|a(u) > a} # 4.

Hence, if u € P(y,0,b,b/8,d),thenb < u(t) < b/8, |u'(t)| < nd, |u”(t)| < d for ¢t € [0, 1]. From assumption
(A2), we have f(t,u,u’,u") > % for ¢t € [0, 1], and by the conditions of « and the cone K, we have to distinguish
two cases, (i) @(Tu) = Tu(0) and (ii) «(Tu) = Tu(l).

In case (i), we have

1 1
a(Tu) = Tu(0) = / G0, s)a(s) f(s, u(s), u'(s), u”(s))ds > %/ G(0, s)a(s)ds > b.
0 0

In case (ii), we have

1 1
a(Tu) =Tu(l) = / G(1,s)a(s) f(s,u(s), u'(s), u”(s))ds > %/ G(1, s)a(s)ds > b.
0 0

a(Tu) >b forallu € P(y,0,b,b/8,d).
This shows that condition (C1) of Lemma 2.1 is satisfied.
Secondly, from (3.3) we have

b
a(Tu) > 660(Tu) > 6 - 3= b,

forallu € P(y,a,b,d) with0(Tx) > %. Thus, condition (C2) of Lemma 2.1 is satisfied.
Finally we show that (C3) of Lemma 2.1 holds, too. Clearly, as ¢(0) = 0 < a, we have that 0 € R(y, ¢, a, d).
Suppose that u € R(y, ¢, a, d) with ¢ () = a. Then, by the assumption (A3),

¢©(Tu) = max |Tu(t)|
0<tr<l

1
= max f G(t,s)a(s) f(s,u(s), u'(s), u”(s))ds

0=<r=<1Jp

IA

1
/0 g()a(s) f (s, uls), u'(s), u"(s))ds

A

a (!
N/o g(s)a(s)ds = a.

So, condition (C3) of Lemma 2.1 is also satisfied. Therefore, an application of Lemma 2.1 ends the proof. [
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