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Abstract

We prove a weak convergence result for a sequence of backward stochastic di3erential equa-
tions related to a semilinear parabolic partial di3erential equation; under the assumption that the
di3usion corresponding to the PDEs is obtained by penalization method converging to a normal
re6ected di3usion on a smooth and bounded domain D. As a consequence we give an approxi-
mation result to the solution of semilinear parabolic partial di3erential equations with nonlinear
Neumann boundary conditions. A similar result in the linear case was obtained by Lions et al.
in 1981.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Let T ¿ 0 and let (X n
t ; 06 t6T ) be a di3usion in Rd, d¿ 1, starting at x∈ =D with

drift coe>cient b(x)−n�(x) and di3usion term �(x). The functions � and b are given,
� is a penalization factor and D is a regular convex and bounded domain in Rd. Lions
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et al. [6] (see also Menaldi [8]) proved that X n converges to a =D-valued di3usion
X which is normally re6ected on the boundary of D. The convergence is established
uniformly in 06 t6T; x∈ =D and in the Lp-norms of the probability space on which
the process X n is de@ned. In a more analytic point of view (cf. [6]), this means the
following. If we consider the Cauchy problem

@un

@t
(t; x) + Lun(t; x) − n�(x)∇un(t; x) = 0; (t; x)∈ (0; T ] × Rd;

un(0; x) = u0(x);

where L is the in@nitesimal generator corresponding to the di3usion part of X and u0
is a given regular initial condition, then for any (t; x)∈ [0; T ] × =D, un(t; x) converges
to u(t; x), which is the unique solution to the following Neumann problem:

@u
@t

(t; x) + Lu(t; x) = 0; (t; x)∈ (0; T ] × D;

u(0; x) = u0(x); x∈D;

@u
@n

(t; x) = 0; (t; x)∈ (0; T ] × @D:

This article is devoted to prove a similar result for systems of semi-linear partial di3er-
ential equations—PDEs—with a nonlinear Neumann boundary condition h satisfying
Lipschitz and linear growth conditions. For this purpose we use the theory of backward
stochastic di3erential equations—in short BSDEs.
The concrete formulation of BSDEs was @rst introduced by Pardoux and Peng [11],

who proved existence and uniqueness of adapted solutions for these equations, under
suitable square-integrability assumptions on the coe>cients and on the terminal condi-
tion. They provide probabilistic formulas for solution of systems of semilinear partial
di3erential equations, both of parabolic and elliptic type; which can be considered as a
generalization of the well known Feynman–Kac formula to semi-linear partial di3eren-
tial equations. The interest for this kind of stochastic equations has increased steadily,
since it has been widely recognized that they provide a useful framework for formu-
lating many problems in mathematical @nance (see for example [2]), and they also
appear to be useful in stochastic control and di3erential games (cf. [3]). Recently a
new class of BSDEs, involving an integral with respect to a continuous increasing pro-
cess, was studied by Pardoux and Zhang in [13]. They use this class of BSDEs to give
a probabilistic formula for the solution of a system of parabolic or elliptic semi-linear
partial di3erential equation with Neumann boundary condition.
To describe our result more precisely, we @rst recall some classical notions that will

be used in this paper. We introduce the function �∈C1
b (Rd) such that � = 0 in =D,

�¿ 0 in Rd\ =D and �(x)=(d(x; =D))2 in a neighborhood of =D. On the other hand, since
the domain D is smooth (say C3), it is possible to consider an extension �∈C2

b (Rd)
of the function d(·; @D) de@ned on the restriction to D of a neighborhood of @D such
that D and @D are characterized by

D = {x∈Rd : �(x)¿ 0} and @D = {x∈Rd : �(x) = 0}
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and for all x∈ @D, ∇�(x) coincides with the unit normal pointing toward the interior
of D (see for example [7, Remark 3.1]). In particular we may and do choose � and
� such that

〈∇�(x); �(x)〉6 0; for all x∈Rd; (1.1)

where �(x) := ∇�(x) which we call the penalization term. We will consider the follow-
ing sequence of semi-linear partial di3erential equations (16 i6 k, 06 t6T , x∈Rd,
n∈N).

@un
i

@t
(t; x) + Lun

i (t; x) + fi(t; x; un(t; x))

−n�(x) · (∇un
i (t; x) + ∇�(x)hi(t; x; un(t; x))) = 0;

un(T; x) = g(x):

Suppose that (t; x) belongs to [0; T ] × =D. Under suitable linear growth and Lipschitz
conditions on the coe>cients f; g and h, we will show—by using the connection
of BSDEs with semi-linear PDEs—that the sequence un(t; x) converges, as n goes to
in@nity, to a function u(t; x), which is the solution, in viscosity sense, to the following
PDE with Neumann boundary condition:

@ui

@t
(t; x) + Lui(t; x) + fi(t; x; u(t; x)) = 0; 16 i6 k; (t; x)∈ [0; T ) × D;

u(T; x) = g(x); x∈D;

@u
@n

(t; x) + h(t; x; u(t; x)) = 0; ∀(t; x)∈ [0; T ) × @D:

The case with Neumann boundary condition h = 0 was treated in [1]. This note is
organized as follows. In the second section we recall, without proof, results due to
Menaldi [8] for the penalization method to approach the re6ected di3usion in a convex
bounded domain D and some basic notions on BSDEs. Section 3 is devoted to prove
our main result.

2. Assumptions and basic notions

2.1. Approximation of a re2ected di3usion process

Throughout this paper (Bt : t¿ 0) is an r-dimensional Brownian motion de@ned on a
complete probability space (�;F;P) and for t¿ 0, Ft is the �-algebra �(Bs : s6 t),
augmented with the P-null sets of F. Let the domain D be an open subset of Rd

(d¿ 1). Several authors have studied approximations of re6ected di3usions in such
domains. We refer for example to the paper by Menaldi [8] for the case of a convex
and bounded domain D. The non-convex case was treated by Lions and Sznitman in
[7]. For a bounded domain the construction by approximation of the stationary re6ected
Brownian motion can be found in the work by Williams and Zheng [14]. Afterwards
this was generalized to re6ected di3usions on not necessarily bounded domains by
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Pardoux and Williams [12]. Here, we consider a class of re6ected di3usion processes
on a regular convex and bounded domain D ⊂ Rd.

Let � : Rd → Rd×r and b : Rd → Rd be uniformly bounded functions and satisfying
the uniform Lipschitz condition with @nite constant C0 ¿ 0

∀x; y∈Rd; ‖�(x) − �(y)‖ + |b(x) − b(y)|6C0|x − y|:
From Lions and Sznitman [7] we know that for every x∈ =D there exists a unique pair
of progressively measurable processes (Xt; Kt) which is a solution to the following
problem:

(i) P{X ∈ =D} = 1, K has bounded variation on [0; T ], 0¡T ¡∞, K0 = 0;

(ii) Xt = x +
∫ t

0
�(Xs) dBs +

∫ t

0
b(Xs) ds+ Kt ; (2.1)

(iii) for all continuous and progressively measurable processes !t attaining values in
=D, the inequality

∫ T
0 (Xt − !t) dKt6 0 is valid.

In particular we have

Kt =
∫ t

0
∇�(Xs) dks and

∫ t

0
I{Xs∈D} dKs = 0; (2.2)

where kt stands for the total variation of K on the interval [0; t]; it is an increasing
continuous process on the interval [0; T ]. The meaning of the function � has been
made precise in Section 1.
We recall an approximation procedure of the re6ected di3usion X by a penalization

method. Fix n¿ 1, and consider the di3usion process {X n
t : 06 t6T} in Rd given

by the equation

(i) X n
t = x +

∫ t

0
�(X n

s ) dBs +
∫ t

0
b(X n

s ) ds+ Kn
t ; t¿ 0;

(ii) x∈ =D; (2.3)

where �(x) is de@ned as in the introduction and Kn
t := −n

∫ t
0 �(X n

s ) ds. We refer
to Menaldi [8] for the proof of the following convergence result. It is assumed that
the stochastic processes Xs, X n

s , 06 s6T , n∈N, are de@ned on the same probabil-
ity space, and that all of them are adapted with respect to a Brownian motion Bs,
06 s6T . Unless stated otherwise, this Brownian motion remains the same through-
out the paper. In fact a similar remark applies to the processes Ys, Y n

s , Zs, and Zn
s ,

06 s6T : see e.g. (2.7).

Theorem 2.1. The problem in (2.1) has a unique solution. Moreover, for every 16p
¡∞, 0¡T ¡∞, the quantity E[sup06s6T |X n

s −Xs|p] converges to 0 as n → ∞; the
limit is uniform in x for x∈ =D.

Remark 2.1. In particular, Menaldi shows that, for all 16p¡∞,

sup
n¿1

E
[

sup
06s6T

|X n
s |p
]
¡∞ and sup

n¿1
E
[(

n
∫ T

0
|�(X n

s )| ds
)p]

¡∞: (2.4)
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In the proof of the identi@cation of the limit, and in the proof of Lemma 2.2 the results
in (2.4) will be used.

Assertion (i) of the following lemma is applied for p= 1 and 2:

Lemma 2.2. Let Kn
t and Kt be as in (2.1) and (2.3), respectively. The following

assertions are true:

(i) lim
n→∞ E

[
sup

06t6T
|Kn

t − Kt |p
]
= 0; 16p¡∞;

(ii) lim
n→∞E

[
sup

06t6T

∣∣∣∣
∫ t

0
’(X n

s ) dK
n
s −

∫ t

0
’(Xs) dKs

∣∣∣∣
2
]
= 0; for all ’∈C1

b (Rd):

Proof. Assertion (i) is a simple consequence of Theorem 2.1, Lipschitz conditions
on the coe>cients b and � together with an application of Burkholder–Davis–Gundy
inequality. From assertion (i) it follows that the process t �→ Kt is P-almost surely
continuous; so the same is true for the process t �→ Xt .
For a proof of assertion (ii) we proceed as follows. Let ’ belong to C1

b (Rd), and
@x a C1-function & : R → [0;∞) with support in the open interval (0; �), and with∫ �
0 &(�) d� = 1. Then we have∫ t

0
’(X n

s ) dK
n
s −

∫ t

0
’(Xs) dKs

=
∫ t

0
(’(X n

s ) − ’(Xs)) dKn
s

+
∫ (t−�)∨0

0

(∫ �

0
(’(Xs) − ’(Xs+�))&(�) d�

)
d(Kn

s − Ks)

+
∫ t

(t−�)∨0
(’(Xs) − ’(Xt)) d(Kn

s − Ks)

+’(Xt)(Kn
t − Kt − Kn

(t−�)∨0 + K(t−�)∨0)

+
∫ (t−�)∨0

0

∫ s+�

s
’(X�)&(� − s) d� d(Kn

s − Ks)

(integration by parts : Kn
0 − K0 = 0)

=
∫ t

0
(’(X n

s ) − ’(Xs)) dKn
s

+
∫ (t−�)∨0

0

(∫ �

0
(’(Xs) − ’(Xs+�))&(�) d�

)
d(Kn

s − Ks)

+
∫ t

(t−�)∨0
(’(Xs) − ’(Xt)) d(Kn

s − Ks)
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+’(Xt)(Kn
t − Kt − Kn

(t−�)∨0 + K(t−�)∨0)

+
∫ t

(t−�)∨0
’(X�)&(� − ((t − �) ∨ 0)) d�(Kn

(t−�)∨0 − K(t−�)∨0)

+
∫ (t−�)∨0

0

∫ s+�

s
’(X�)&′(� − s) d�(Kn

s − Ks) ds:

The elementary inequality |∑6
j=1 aj|26 6

∑6
j=1 |aj|2, aj ∈R, 16 j6 6, yields

1
6
E sup
06t6T

∣∣∣∣
∫ t

0
’(X n

s ) dK
n
s −

∫ t

0
’(Xs) dKs

∣∣∣∣
2

6 E sup
06t6T

∣∣∣∣
∫ t

0
(’(X n

s ) − ’(Xs)) dKn
s

∣∣∣∣
2

+ E sup
06t6T

∣∣∣∣∣
∫ (t−�)∨0

0

(∫ �

0
(’(Xs) − ’(Xs+�))&(�) d�

)
d(Kn

s − Ks)

∣∣∣∣∣
2

+ E sup
06t6T

∣∣∣∣
∫ t

(t−�)∨0
(’(Xs) − ’(Xt))d(Kn

s − Ks)
∣∣∣∣
2

+ E sup
06t6T

|’(Xt)(Kn
t − Kt − Kn

(t−�)∨0 + K(t−�)∨0)|2

+ E sup
06t6T

∣∣∣∣
∫ t

(t−�)∨0
’(X�)&(� − ((t − �) ∨ 0)) d�(Kn

(t−�)∨0 − K(t−�)∨0)
∣∣∣∣
2

+ E sup
06t6T

∣∣∣∣∣
∫ (t−�)∨0

0

∫ s+�

s
’(X�)&′(� − s) d�(Kn

s − Ks) ds

∣∣∣∣∣
2

: (2.5)

For the @rst term in the right-hand side of (2.5) we have, by HQolder’s inequality and
the fact that ’ is a member of C1

b(Rd) with Lipschitz constant C

E sup
06t6T

∣∣∣∣
∫ t

0
(’(X n

s ) − ’(Xs)) dKn
s

∣∣∣∣
2

6C2
(
E sup

06s6T
|X n

s − Xs|4
)1=2(

sup
n∈N

E
(
n
∫ T

0
|�(X n

s )| ds
)4)1=2

;

where we used the representation Kn
t = −n

∫ t
0 �(X n

s ) ds. Theorem 2.1 together with
Remark 2.1 implies

lim
n→∞ E sup

06t6T

∣∣∣∣
∫ t

0
(’(X n

s ) − ’(Xs)) dKn
s

∣∣∣∣
2

= 0:
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The second term in the right-hand side of (2.5) is dominated by

E sup
06s6T−�

sup
06�¡�

|’(Xs) − ’(Xs+�)|2(Kn
T + KT )2

6
(
E sup
06s6T−�

sup
06�¡�

|’(Xs) − ’(Xs+�)|4
)1=2(

sup
n∈N

E(Kn
T + KT )4

)1=2
:

Since the process s �→ Xs is right-continuous, and the function ’ is bounded and contin-
uous, an appeal to Remark 2.1 shows that the second term converges to 0 (uniformly
in n), whenever � tends to 0. A similar argument, but now using the fact that the
process s �→ Xs possesses left limits, shows that the third term in the right-hand side
of (2.5) tends, uniformly in n, to 0 as well whenever � goes to 0. The sum of fourth
and the @fth term is dominated by

5‖’‖2∞E sup
06t6T

|Kn
t − Kt |2

which tends to 0, if n tends to in@nity. Finally, for & @xed, the sixth term is bounded
by

‖’‖2∞
(∫ T

0

∫ s+�

s
|&′(� − s)| d� ds

)2
E sup
06t6T

|Kn
t − Kt |2

and thus it converges to 0 by (i), provided n tends to ∞. These observations show the
validity of assertion (ii) in Lemma 2.2.

Remark 2.2. Recall that for any x∈ @D, the boundary of the domain D, ∇�(x) coin-
cides with the unit normal, so ‖∇�(x)‖=1 and kt =

∫ t
0 ∇�(Xs) dKs. Using Lemma 2.2

with ’= ∇�, we obtain

lim
n→∞E

[
sup

06t6T
|An

t − kt |
]
= 0;

where we wrote

An
t :=

∫ t

0
∇�(X n

s ) dK
n
s = −n

∫ t

0
〈∇�(X n

s ); �(X
n
s )〉 ds:

We recall that the processes t �→ An
t and t �→ kt are almost surely continuous and

increasing: see (1.1) and (2.2). Moreover, there exists a subsequence (Ajn
t )n∈N such

that

lim
j→∞

sup
06t6T

|Ajn
t − kt | = 0; P-almost surely: (2.6)

2.2. Backward stochastic di3erential equations

Next @x T ¿ 0 and let f, h : [0; T ] × Rd × Rk → Rk be continuous functions
satisfying the following assumptions:
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There exist positive constants Ci, (i = 1; : : : ; 4), and +¡ 0 such that ∀t; s∈ [0; T ],
∀(x; x′; y; y′)∈ (Rd)2 × (Rk)2 we have

(f-i) |f(t; x; y) − f(t; x; y′)|6C1|y − y′|,
(f-ii) |f(t; x; y)|6C2(1 + |y|),
(h-i) |h(t; x; y) − h(s; x′; y′)|6C3(|t − s| + |y − y′| + |x − x′|),
(h-ii) |h(t; x; y)|6C4(1 + |y|),
(h-iii) 〈y − y′; h(t; x; y) − h(t; x; y′)〉6 +|y − y′|2.
Moreover, let g : Rd → Rk be a continuous function for which there exist a constant
C5 ¿ 0 and a real number q¿ 1 such that

(g) |g(x)|6C5(1 + |x|q) for any x∈Rd.

Remark 2.3. To assure the existence and uniqueness of the solution to the BSDE (2.7)
below only one of the conditions (h-i) or (h-iii) on h is needed. However, we will use
(h-iii) to prove a tightness result in our convergence theorem (see Theorem 3.1), and
(h-i) will be used for the identi@cation of the limit.

For each x∈ =D, the process ((Xs; Ks) : s∈ [0; T ]) denotes the re6ected di3usion
solution to the SDE (2.1) starting at x∈ =D and adapted to the Brownian @ltration Ft .
We will impose the following assumption:

for all x∈ =D the matrix �(x) is invertible:

Since f, h and g satisfy conditions (f-i), (f-ii), (h-i), (h-ii) and (g), it follows from
Pardoux and Zhang [13] that there is a unique pair of Ft-progressively measurable
processes (Y; U ) with values in Rk × Rk×d such that

(i) E
(

sup
06t6T

|Yt |2 + Tr
∫ T

0
Usd〈MX 〉sU ∗

s

)
¡∞;

(ii) Yt = g(XT ) +
∫ T

t
f(s; Xs; Ys) ds −

∫ T

t
Us dMX

s +
∫ T

t
h(s; Xs; Ys) dks;

06 t6T;

where MX (resp. k) is the martingale part (resp. the continuous increasing process in
the re6ection part) of the re6ected di3usion process X .
Furthermore, for any @xed n¿ 1, let (X n

t : t ∈ [0; T ]) be the solution to the SDE
(2.3). Consider the following BSDE

Y n
t = g(X n

T ) +
∫ T

t
fn(s; X n

s ; Y
n
s ) ds −

∫ T

t
Zn
s dBs; 06 t6T; (2.7)

where we write fn(s; x; y) := f(s; x; y) − nh(s; x; y)〈∇�(x); �(x)〉. Recall that by con-
struction � is bounded on Rd. By the assumptions on f and h we deduce that, for every
n¿ 1, fn is a continuous function satisfying: ∀t ∈ [0; T ];∀(x; y; y′)∈Rd × Rk × Rk ,

(i) |fn(t; x; y) − fn(t; x; y′)|6K1(n)|y − y′|,
(ii) |fn(t; x; y)|6K2(n)(1 + |y|).
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From Pardoux and Peng [11] we know that there exists a unique pair (Y n; Zn), which
is Ft-progressively measurable, satisfying (2.7) such that:

E
{

sup
06s6T

|Y n
s |2 +

∫ T

0
‖Zn

s ‖2 ds
}

¡∞:

3. Main result

In this section we will employ the following notation:

Mn
t =

∫ t

0
Zn
s dBs; Mt =

∫ t

0
Us dMX

s ;

Hn
t =

∫ t

0
h(s; X n

s ; Y
n
s ) dA

n
s ; Ht =

∫ t

0
h(s; Xs; Ys) dks;

where An is given in Remark 2.2. Our principal goal is here to show that (Y n;Mn)
converges to (Y;M), for n tending to ∞, in a weak sense in the Skorohod space D :=
D([0; T ];Rk) (the space of “cadlag” functions), endowed with the so called S-topology
which is weaker than the topology of convergence in dt measure introduced by Meyer–
Zheng [9]. However, tightness criteria are easy to establish for this topology and are
the same as for the topology of convergence in dt-measure. The reason of our choice
is intimately related to our problem: we need to have the continuity of the mapping
y �→ ∫ t

0 h(s; y(s)) dks, y∈D, for any continuous function h and for any real con-
tinuous non-decreasing function k. This property is true for the S-topology, but for
the Meyer–Zheng topology the continuity is only true for functions ks of the form
ks =

∫ s
0 ’(5) d5 (i.e. functions ks which are absolutely continuous with respect to the

Lebesgue measure). In terms of convergence for the S-topology our main result reads as
follows:

Theorem 3.1. Under the above conditions on the coe8cients f, h and g, the following
convergence takes place:

(Y n;Mn; Hn) S×S×S=⇒ (Y;M;H); as n → ∞: (3.1)

Moreover, limn→∞Y n
0 = Y0.

The convergence in (3.1) means that the sequence Y n converges to Y , that Mn

converges to M , and that Hn converges to H for the S-topology.
Convergence for the S-topology will be explained in Section 3.1, Theorem 3.1, our

main convergence result, will be proved in Section 3.2. In Section 3.3 we will give an
application to a Neumann boundary value problem.

3.1. The S-topology

We recall here some relevant notions and results about the S-topology on the space
D; for more details on this subject we refer to Jakubowski [4]. Although we con@ne
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ourselves to R-valued paths, the S-topology also extends easily to the @nite dimensional
Euclidean space Rk . By V+ ⊂ D we denote the space of nonnegative and nondecreas-
ing functions V : [0; T ] → R+ and V=V+ −V+. We know that any element V ∈V+

determines a unique positive measure dV on [0; T ] and V can be equipped with the
topology of weak convergence of measures. We have the following de@nition:

De�nition 3.2. Let (Y n)16n6∞ ∈D. We say that Y n converges to Y∞ with respect

to the S-topology, and we write Y n S→Y∞, if for every 7¿ 0 there exist elements
(Vn;7)16n6∞ ∈V such that

‖Vn;7 − Y n‖∞6 7; n= 1; : : : ;∞; and

dVn;7 w=⇒ dV∞; 7; as n tends to ∞:

Here w=⇒ stands for the classical weak convergence of measures; in particular we have
limn→∞

∫ T
0 ’(s) dVn;7(s) =

∫ T
0 ’(s) dV∞; 7(s), for all ’∈C([0; T ];R).

We notice that the Riesz representation theorem together with the theorem of Banach
–Steinhaus implies that, for a given 7¿ 0, the total variation of the functions Vn;7(·)
in De@nition 3.2 is uniformly bounded in n. Let

‖V‖BV = sup




n∑
j=1

|V (sj+1) − V (sj)| : 0 = s1 ¡s2 ¡ · · ·¡sn ¡sn+1 = T




denote the total variation norm of the function V ∈V. We write Vc
+ for the subspace

of continuous functions V ∈V+ vanishing at 0. We will need the following continuity
lemma which should be compared to Corollary 2.11 in [4]:

Lemma 3.3. Let 9 : [0; T ] × R → R be a Lipschitz function and (Hn)16n6∞ be a
sequence of elements of Vc

+ such that ‖Hn(·)−H∞(·)‖∞
n→∞→ 0. Let (Y n)16n6∞ be

a sequence in D such that Y n S→Y∞ as n → ∞. Then there exists a countable subset
Q ⊂ [0; T ] such that for all t ∈ [0; T ] \ Q:

lim
n→∞

∫
[0; t]

9(s; Y n(s)) dHn(s) =
∫
[0; t]

9(s; Y∞(s)) dH∞(s): (3.2)

Proof. First notice that, (Hn)16n6∞ is a sequence of elements of Vc
+, which im-

plies in particular that ‖H∞‖BV is @nite. The uniform convergence of Hn to H∞

entails that supn¿1‖Hn‖BV is @nite. Fix 7¿ 0. By De@nition 3.2 there exists a se-
quence (Vn;7)06n6∞ in V such that for all n = 1; : : : ;∞ we have ‖Y n − Vn;7‖∞6 7
and dVn;7 w=⇒ dV∞; 7. For t ∈ [0; T ] we have∣∣∣∣

∫
[0; t]

9(s; Y n
s ) dH

n(s) −
∫
[0; t]

9(s; Y∞
s ) dH∞(s)

∣∣∣∣
6
∣∣∣∣
∫
[0; t]

9(s; Y n
s ) − 9(s; V n;7

s ) dHn(s)
∣∣∣∣
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+
∣∣∣∣
∫
[0; t]

9(s; Y∞
s ) − 9(s; V∞; 7

s ) dH∞(s)
∣∣∣∣

+
∣∣∣∣
∫
[0; t]

9(s; V n;7
s ) dHn(s) −

∫
[0; t]

9(s; V∞7
s ) dH∞(s)

∣∣∣∣ : (3.3)

As a consequence of the uniform boundedness of the total variation of Hn and the
Lipschitz continuity of the function 9 with Lipschitz constant C, the @rst and the
second term in (3.3) are bounded by 7C(supn‖Hn‖BV+‖H∞‖BV). Let V be a member
of V. Since 9 : [0; T ] × R → R is a Lipschitz function, the function s → 9(s; V (s))
is of bounded variation on [0; T ] and we have

‖9(·; V (·))‖BV6C(T + ‖V‖BV):
First we will justify this statement. Let C be the Lipschitz constant of the function 9,
and let 0 = s1 ¡s2 ¡s3 ¡ · · ·¡sn ¡sn+1 = T be a sub-division of the interval [0; T ].
Then

n∑
j=1

|9(sj+1; V (sj+1)) − 9(sj; V (sj))|

6C
n∑

j=1

((sj+1 − sj) + |V (sj+1) − V (sj)|)6C(T + ‖V‖BV): (3.4)

Since the sequence dVn;7(·) converges weakly to dV∞; 7(·), the theorem of Banach–
Steinhaus implies that supn∈N‖Vn;7‖BV ¡∞. An appeal to (3.4) then shows that

sup
n∈N

‖9(·; V n;7(·))‖BV ¡∞: (3.5)

Hence, it makes sense to write d9(s; V n;7(s)): see (3.6) below. Next, let Q7 denote the
set of points of discontinuity of the function V∞; 7 and choose t ∈ [0; T ] \ Q7. In the
@nal term of (3.3) we just apply an integration by parts formula to obtain∫

[0; t]
9(s; V n;7

s ) dHn(s) −
∫
[0; t]

9(s; V∞; 7
s ) dH∞(s)

=Hn(t)9(t; V n;7(t)) − H∞(t)9(t; V∞; 7(t))

−
(∫

[0; t]
Hn(s) d9(s; V n;7

s ) −
∫
[0; t]

H∞(s) d9(s; V∞; 7
s )

)
: (3.6)

Since t is a continuity point of V∞; 7, we have

limn→∞Hn(t)9(t; V n;7(t)) − H∞(t)9(t; V∞; 7(t)) = 0:

However, since in addition to (3.5) we also have limn→∞‖Hn − H∞‖∞ = 0, it is a
classical result to deduce that

lim
n

∫
[0; t]

Hn(s) d9(s; V n;7
s ) =

∫
[0; t]

H∞(s) d9(s; V∞; 7
s ): (3.7)
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Then from (3.6) it is clear that

lim
n→∞

∫
[0; t]

9(s; V n;7
s ) dHn(s) =

∫
[0; t]

9(s; V∞; 7
s ) dH∞(s):

The corresponding countable set is then Q = ∪7∈Q+Q7. This @nishes the proof.

Remark 3.1. By Remark 2.2 we know that the sequence of non-decreasing processes
(An)n∈N has the L1-limit k:

lim
n→∞E sup

06t6T
|An

t − kt | = 0:

Then, along a subsequence (Ajn
t )n∈N, this sequence of nondecreasing processes con-

verges P-almost surely uniformly to kt . In order to identify the limit in Section 3.2,
we will take this subsequence into consideration. To be precise we will employ Lemma
3.3 with Hn(t)=Ajn

t , H∞(t)=kt , and with 9(s; Y n(s))=h(s; X n
s ; Y

n
s ); see the equalities

(3.20) and (3.21) in Section 3.2. Here Ajn
t is as in Remark 2.2.

Next we give a tightness criterion with respect to the S-topology which we will
employ further on in the present section. For n¿ 1, the symbol Na;b(Y n) denotes the
number of up-crossings for given levels a¡b.

De�nition 3.4. The family {Y n
t ; 06 t6T}n¿1 is tight with respect to the S-topology

if and only if (Na;b(Y n))n¿1 and (sup06t6T |Y n
t |)n¿1 are tight for all real pairs a¡b.

On a probability space (�;F;P) with a @ltration Ft , let Y be an adapted process
with paths a.s in D. If Yt is integrable for all t ∈ [0; T ], we de@ne the conditional
variation of Y by

CVT (Y ) = sup
<

n∑
i=1

E[|E[Yti+1 − Yti |Fti ]|]; (3.8)

where the supremum is taken over all subdivisions < of the interval [0; T ]. If CVT (Y )
¡∞ then the process Y is called a quasi-martingale. Notice that for martingales Y
the quantity CVT (Y ) = 0.
We will use the following criterion; for the proof we refer for example to LeJay [5]

and the references therein.

Theorem 3.5. Let (Y n)n¿1 be a family of stochastic process in D. If

sup
n¿1

(
CVT (Y n) + E

[
sup

06s6T
|Y n

s |
])

¡∞ (3.9)

then the sequence (Y n)n¿1 is S-tight and there exists a subsequence (Y nk )k¿1 of
(Y n)n¿1, a process Y belonging to D, and a countable subset Q ⊂ [0; T ) such that
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for every j¿ 1 and for any ;nite subset {t1; : : : ; tj} of [0; T ] \ Q the following con-
vergence is true:

(Y nk
t1 ; : : : ; Y nj

tj )
dist=⇒ (Yt1 ; : : : ; Ytj) as k → ∞:

Here dist=⇒ means convergence in distributional (or weak) sense.

Remark 3.2. Note that T is not in the countable subset Q. More precisely the projection
<T : D([0; T ];R) → R, which assigns to x the value x(T ), is continuous with respect
to the S-topology (c.f. [4, Remark 2.4, p. 8]).

We will use the following results: the @rst lemma will allow us to identify a weak
limit of a sequence of martingales. For proofs we refer the reader to LeJay [5].

Lemma 3.6. Let (Y n;Mn) be a multi-dimensional process in D([0; T ];Rk), k ∈N∗,
converging to (Y;M) with respect to the S-topology. Let (FY n

t )t¿0 (resp. (FY
t )t¿0)

be the minimal complete admissible ;ltration for Y n (resp. Y ). Assume that Mn is a
FY n

t -martingale and M is FY
t -adapted. Also suppose that

sup
n¿1

E
[

sup
06t6T

|Mn
t |2
]
6CT ¡∞:

Then M is an FY
t -martingale.

Lemma 3.7. Let (Y n)n¿1 be a sequence of processes in D([0; T ];Rk) converging
weakly to Y with respect to the S-topology. Assume that supn¿1 E(sup06s6T |Y n

s |2)
¡∞. Then E(sup06s6T |Ys|2)¡∞.

3.2. Proof of Theorem 3.1

We are now ready to prove Theorem 3.1, our main convergence result.

Proof. (1) A priori estimates: For 06 t6T an application of Itô’s formula yields

|Y n
t |2 +

∫ T

t
‖Zn

s ‖2 ds

= |g(X n
T )|2 + 2

∫ T

t
〈Y n

s ; Z
n
s dBs〉 + 2

∫ T

t
〈Y n

s ; f(s; X
n
s ; Y

n
s )〉 ds

+2
∫ T

t
〈Y n

s ; h(s; X
n
s ; Y

n
s ) − h(s; X n

s ; 0)〉dAn
s + 2

∫ T

t
〈Y n

s ; h(s; X
n
s ; 0)〉 dAn

s :

We recall that for every n¿ 1, dAn is a positive measure, and that + in (h-iii)
is a strictly negative real number. Taking into account (h-ii) and (h-iii)
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we obtain

|Y n
t |2 +

∫ T

t
‖Zn

s ‖2 ds6 |g(X n
T )|2 + 2

∫ T

t
〈Y n

s ; Z
n
s dBs〉 + 2

∫ T

t
〈Y n

s ; f(s; X
n
s ; Y

n
s )〉 ds

+2+
∫ T

t
|Y n

s |2 dAn
s + 2C4

∫ T

t
|Y n

s | dAn
s :

Using the equality +|Y n
s |2 + C4|Y n

s | = −|+|(|Y n
s | − C4

2|+|)
2 + C2

4
4|+| and taking expectations

we get

E|Y n
t |2 + E

∫ T

t
‖Zn

s ‖2 ds6 E|g(X n
T )|2 + 2E

∫ T

t
〈Y n

s ; Z
n
s dBs〉

+2E
∫ T

t
〈Y n

s ; f(s; X
n
s ; Y

n
s )〉 ds+

C2
4

2|+|E(A
n
T − An

t ):

For every @xed n¿ 1, the process (
∫ t
0 〈Y n

s ; Z
n
s dBs〉 : 06 t6T ) is a local martingale.

From the Burkholder–Davis–Gundy inequality in the form

E
[

sup
06t6T

|Mt |
]
6CE[〈M;M 〉1=2T ]; with C = 4

√
2; and Mt =

∫ t

0
〈Y n

s ; Z
n
s dBs〉

we infer

E
[

sup
06t6T

∣∣∣∣
∫ t

0
〈Y n

s ; Z
n
s dBs〉

∣∣∣∣
]

6CE[(〈M;M 〉T )1=2]6CE
[(

sup
06s6T

|Y n
s |2
∫ T

0
‖Zn

s ‖2 ds
)1=2]

: (3.10)

We use inequality (3.10) together with the elementary inequality 2ab6 a2 + b2 to
obtain

E
[

sup
06t6T

∣∣∣∣
∫ t

0
〈Y n

s ; Z
n
s dBs〉

∣∣∣∣
]
6

C
2
E
[

sup
06t6T

|Y n
s |2 +

∫ T

0
|Zn

s |2 ds
]
¡∞:

It follows that the process (
∫ t
0 〈Y n

s ; Z
n
s dBs〉 : 06 t6T ) is a uniformly integrable mar-

tingale; in particular it has zero expectation. So by conditions (f-i), (f-ii) and (g) we
get

E|Y n
t |2 + E

∫ T

t
‖Zn

s ‖2 ds

6 E|g(X n
T )|2 + 2C1E

∫ T

t
|Y n

s |2 ds+ 2E
∫ T

t
|Y n

s ‖f(s; X n
s ; 0)| ds+

C2
4

2|+|E|A
n
T |

6C2
4E[(1 + |X n

T |q)2] + C2
2T + (1 + 2C1)E

∫ T

t
|Y n

s |2 ds+ C2
4

2|+|E|A
n
T |:

Remark 2.1 yields the uniform boundedness (in n) of the moments of X n, and
since �∈C2

b(Rd) we also have supn¿1E|An
T |¡∞. By Gronwall’s lemma we
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then infer

sup
n¿1

sup
06s6T

E
{

|Y n
s |2 +

∫ T

0
‖Zn

s ‖2 ds
}

¡∞:

Consequently, using the Burkholder–Davis–Gundy inequality once again shows

sup
n¿1

E
{

sup
06s6T

|Y n
s |2 +

∫ T

0
‖Zn

s ‖2 ds
}

¡∞: (3.11)

(2) Tightness: Since Mn is an Ft-martingale we have, by using assumptions (f-ii)
and (h-ii),

CVT (Y n) = sup
<

∑
i

E(|E(Y n
ti+1

− Y n
ti |Fti)|)

6 E
∫ T

0
|f(s; X n

s ; Y
n
s )| ds+ E

∫ T

0
|h(s; X n

s ; Y
n
s )| dAn

s

6C2E
∫ T

0
(1 + |Y n

s |) ds+ C3E
∫ T

0
(1 + |Y n

s |) dAn
s :

The uniform boundedness of the moments of An together with (3.11) entails

sup
n¿1

CVT (Y n)¡C (3.12)

for some constant C depending only on Ci, i=1; : : : ; 5, and q. With similar arguments
one may show that

sup
n

{
CVT (Hn) + E sup

06s6T
|Hn

s |
}

¡∞: (3.13)

By using (3.11)–(3.13) we @nally get

sup
n¿1

(
CVT (Y n) + E sup

06s6T
|Y n

s | + E sup
06s6T

|Mn
s | + CVT (Hn) + E sup

06s6T
|Hn

s |
)
¡∞:

Hence (Y n;Mn; Hn) satis@es condition (3.9) which gives the tightness of the sequence
(Y n;Mn; Hn) with respect to the S-topology.

(3) Identi;cation of the limit: By Theorem 3.5 and after extracting a subsequence,
the notation of which being suppressed, there exists a process, denoted as an ordered
triple ( =Y ; =M; =H) in (D([0; T ];Rk))3, such that

(X n; Y n;Mn; Hn)U×S×S×S=⇒ (X; =Y ; =M; =H); (3.14)

where U×S×S×S=⇒ designates weak convergence in the space C([0; T ];Rd)×D([0; T ];Rk)3

endowed with the product topology of the uniform norm topology for the space C([0; T ];
Rd) and the S- topology for D([0; T ];Rk). Since f is continuous, the mapping (x; y) →∫ T
0 f(s; x(s); y(s)) ds is continuous from C([0; T ];Rd)×D([0; T ];Rk), equipped with the
topology described above, to Rk . Furthermore, by Remark 2.2 we have E[sup06s6T |An

s−
ks|]n→∞→ 0 and, since h is Lipschitz, an appeal to Theorem 3.5 and Lemma 3.3 shows
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the existence of a countable subset Q ⊂ [0; T ) such that for all t ∈ [0; T ] \ Q the
equalities =Ht =

∫ t
0 h(s; Xs; =Y s) dks and

=Y t = g(XT ) +
∫ T

t
f(s; Xs; =Y s) ds − ( =MT − =Mt) +

∫ T

t
h(s; Xs; =Y s) dks

are valid. The P-almost sure right continuity of =Y , =M and =H yields, for all 06 t6T ,

=Y t = g(XT ) +
∫ T

t
f(s; Xs; =Y s) ds − ( =MT − =Mt) +

∫ T

t
h(s; Xs; =Y s) dks: (3.15)

We still have to show that MX and =M are martingales with respect to the same
@ltration. From (3.15) it is also clear that

=Mt = =Y t − =Y 0 +
∫ t

0
f(s; Xs; =Y s) ds+

∫ t

0
h(s; Xs; =Y s) dks + =M 0;

which implies in particular that =Mt is F
X; =Y ; =M
t -adapted. At this moment this is the only

available information about the measurability of =M ; that is why we are obliged to
use the latter @ltration instead of the one generated by Brownian motion. In order to
show that =M is in fact a martingale with respect to Brownian motion, for each n∈N,
we introduce the complete @ltration FX n;Y n;Mn

t generated by the process (X n; Y n;Mn).
Since Y n is Ft-adapted and Mn is an Ft-martingale, it clearly follows that Mn is an
FX n;Y n;Mn

t -martingale. Since supn¿1E(sup06t6T |Mn
t |2)¡∞, by Lemma 3.6 we deduce

that =M is an FX; =Y ; =M -martingale.
On the other hand, for any 06 t6 s6T , let  t be a bounded continuous mapping in

C([0; t];Rd)×D([0; t];Rk)2 and let ’ belong to C∞
c (Rd). Denote by Ln the in@nitesimal

generator of the di3usion process X n

Ln = L − n�(x) · ∇ and put Mn;’
s = ’(X n

s ) − ’(X n
0 ) −

∫ s

0
Ln’(X n

5 ) d5;

where L=1
2

∑
i; j ai; j(·) @2

@xi@xj
+
∑

i bi(·) @
@xi
, and (ai; j(·))ij=(�(·)�∗(·))ij. Since the process

Mn;’
s is a martingale we see

E
(
 t(X n; Y n;Mn)

(
’(X n

s ) − ’(X n
t ) −

∫ s

t
L’(X n

t ) dr
))

= E
(
 t(X n; Y n;Mn)

(
Mn;’

s − Mn;’
t − n

∫ s

t
�(X n

r ):∇’(X n
t ) dr

))

= E
(
 t(X n; Y n;Mn)

(
−n
∫ s

t
�(X n

r ):∇’(X n
r ) dr

))

= E( t(X n; Y n;Mn)
∫ s

t
∇’(X n

r ) · dKn
r ): (3.16)
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By Lemma 2.2 for any ’∈C∞
c (Rd) we have

lim
n→∞E t(X n; Y n;Mn)

(
’(X n

s ) − ’(X n
t ) −

∫ s

t
L’(X n

r ) dr
)

= E( t(X; =Y ; =M)
∫ s

t
∇’(Xr) dKr): (3.17)

On the other hand, by weak convergence and Itô’s formula we also have for all
’∈C∞

c (Rd)

E
(
 t(X; =Y ; =M)

(
’(Xs) − ’(Xt) −

∫ s

t
L’(Xr) dr

))

= E
(
 t(X; =Y ; =M)

(∫ s

t
∇’(Xr) dMX

r +
∫ s

t
∇’(Xr) dKr

))
:

Thus, in view of (3.17), for all ’∈C∞
c (Rd) we get

E
(
 t(X; =Y ; =M)

∫ s

t
∇’(Xr) dMX

r

)
= 0: (3.18)

From (3.18) one may deduce that MX is a FX; =Y ; =M -martingale.
Recall that

(i) Yt = g(XT ) +
∫ T

t
f(s; Xs; Ys) ds −

∫ T

t
Us dMX

s +
∫ T

t
h(s; Xs; Ys) dks;

(ii) E
(
sup
s

|Ys|2 + Tr
∫ T

0
Usd〈MX 〉sU ∗

s

)
¡∞;

(iii) =Y t = g(XT ) +
∫ T

t
f(s; Xs; =Y s) − ( =MT − =Mt) −

∫ T

t
h(s; Xs; =Y s) dks:

Since Y and U are Ft-adapted and MX is an FX; =Y ; =M -martingale, so is Mt=
∫ t
0 Us dMX

s .
On the other hand, by Lemma 3.7, =Y and =M are square-integrable. An application of
the Burkholder–Davis–Gundy inequality shows that

∫ t
0
=Y s d =Ms is an FX; =Y ; =M martin-

gale. Now combining all these facts and using Itô’s formula for possibly discontinuous
semi-martingales we get

|Yt − =Y t |2 + ([M − =M ]T − [M − =M ]t)

= 2
∫ T

t
〈Ys − =Y s; f(s; Xs; Ys) − f(s; Xs; =Y s〉 ds

+2
∫ T

t
〈Ys − =Y s; h(s; Xs; Ys) − h(s; Xs; =Y s)〉 dks

+2
∫ T

t
〈Ys − =Y s; d(M − =M)s〉: (3.19)

Taking expectation in (3.19) and using condition (h-iii) and (f-i) we obtain

E|Yt − =Y t |2 + E([M − =M ]T − [M − =M ]t)6 2C
∫ T

t
|Ys − =Y s|2 ds:
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Hence, from Gronwall’s lemma we have Y = =Y and M = =M which ends the @rst part
of the proof of Theorem 3.1.
We have

Y n
0 = g(X n

T ) +
∫ T

0
f(s; X n

s ; Y
n
s ) ds − Mn

T +
∫ T

0
h(s; X n

s ; Y
n
s ) dA

n
s : (3.20)

Since under the S-topology, the projection <T : D([0; T ];Rk) �→ R, given by <T (y) =
y(T ), is continuous (see Remark 3.2), the sequence Mn

T , n∈N, converges in distri-
bution to MT . By Lemma 3.3 and since Y n

0 and Y0 are deterministic we conclude
that

Y n
0 → Y0 = g(XT ) +

∫ T

0
f(s; Xs; Ys) ds − MT +

∫ T

0
h(s; Xs; Ys) dks: (3.21)

This proves the second claim in Theorem 3.1 as well.

3.3. Application to nonlinear Neumann boundary value problems

For any x∈Rd, 06 t6T and n¿ 1 we consider the process {X n; t; x
s ; t6 s6T}

(resp. {X t;x
s ; t6 s6T}), the solution to (2.3) (resp. (2.1)) starting in x at time t.

Denote by {(Y n; t; x
s ; Zn; t; x

s ) : t6 s6T} the unique solution to the BSDE: t6 s6T ,

Y n; t; x
s = g(X n; t; x

T ) +
∫ T

s
f(r; X n; t; x

r ; Y n; t; x
r ) dr −

∫ T

s
Zn; t; x
r dBr

+
∫ T

s
h(r; X n; t; x

r ; Y n; t; x
r ) dAn

r :

Using the notation fn(t; x; y) = f(t; x; y) − nh(t; x; y)〈∇�(x); �(x)〉, we may also write

Y n; t; x
s = g(X n; t; x

T ) +
∫ T

s
fn(r; X n; t; x

r ; Y n; t; x
r ) dr −

∫ T

s
Zn; t; x
r dBr:

Existence and uniqueness are assured by Pardoux [10] (see also [11]). We de@ne

un(t; x) := Y n; t; x
t ;

which is obviously a deterministic term, because Y n; t; x
s is measurable with respect to

the �-algebra �{Br − Bt; t6 r6 s}. As is well known (see for example [10]) the
function un(t; x) is continuous in (t; x) and it is a viscosity solution to the problem:
(16 i6 k; n∈N; 0¡t¡T; x∈Rd)

@un
i

@t
(t; x) + Lun

i (t; x) + fi(t; x; un(t; x))

−n�(x)(∇un
i (t; x) + ∇�(x)hi(t; x; un(t; x))) = 0;

un(T; x) = g(x);

where L = 1
2

∑
i; j(�(·)�∗(·))ij @2

@xi@xj
+
∑

i bi(·) @
@xi

is the in@nitesimal generator of the
process X .
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Under the present assumptions on the coe>cients f, g and h and from Theorem
1.7 in [13] we know that for any 06 t6T and any x∈ =D there exists a process
{(Y t;x

s ; Zt;x
s ); t6 s6T}, which is the unique solution to the BSDE: t6 s6T

Y t;x
s = g(X t;x

T )+
∫ T

s
f(r; X t;x

r ; Y t;x
r ) dr−

∫ T

s
Zt;x
r �(X t;x

r ) dBr+
∫ T

s
h(r; X t;x

r ; Y t;x
r ) dkr:

By Theorem 4.3 in [13], u(t; x) := Y t;x
t is deterministic and, in viscosity sense, u(t; x)

is a solution to the following Neumann problem (16 i6 k)
@ui

@t
(t; x) + Lui(t; x) + fi(t; x; u(t; x)) = 0; 0¡t¡T ; x∈D;

u(T; x) = g(x); x∈ =D;

@ui

@n
(t; x) + hi(t; u(t; x)) = 0; 0¡t¡T; x∈ @D: (3.22)

As a consequence of Theorem 3.1 we have the following corollary:

Corollary 3.8. For all t ∈ [0; T ] and x∈ =D the equality limn→∞un(t; x)=u(t; x) is true.

Remark 3.3. Suppose that f and h do not depend on t and consider

v(t; x) := u(T − t; x); (t; x)∈ [0; T ] × =D:

From Corollary 3.8 we may deduce a similar result for the following system of forward
parabolic PDEs (16 i6 k):

@vi
@t

(t; x) + Lvi(t; x) + fi(x; u(t; x)) = 0; 0¡t¡T ; x∈D;

u(0; x) = g(x); x∈ =D;

@vi
@n

(t; x) + hi(x; u(t; x)) = 0; 0¡t¡T; x∈ @D:

Our result is then a generalization of the linear case proved by Lions–Menaldi–Sznit-
man [6]. Originally we intended to treat the problem in the present paper without
condition (h.iii), but since some classical techniques, like Gronwall’s lemma, could
not be used because of the presence of the random measure dks, we adopted it.
To remove the condition that the di3usion matrix � is invertible, we need a repre-

sentation theorem with respect to the martingale part MX of a given re6ected di3usion
process X .
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