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#### Abstract

We consider the methods of error detection and correction in devices and programs calculating functions $f: G \rightarrow K$ where $G$ is a finite group and $K$ is a field. For error detection and correction we use linear checks generated by convolutions in the field $K$ of the original function $f$ and some checking idempotent function $\delta: G \rightarrow\{0,1\}$. For the construction of the optimal checking function $\delta$ we use methods of harmonic analysis over the group $G$ in the field $K$. Since these methods will be the main tools for the construction of optimal checks, we consider the algorithms for the fast computation of Fourier Transforms over the group $G$ in the field $K$. We solve the problem of error detecting and correcting capability for our methods for two important classes of decoding procedures (memoryless and memory-aided decoding) and consider the question of syndrome computation for these methods. We describe also properties of error correcting codes generated by convolution checks.


## 1. Statement of Problem

Development of universal methods for detecting and correcting errors in the process of calculation of the given function realized with the aid of specific devices, or with the aid of computer programs is a topical problem. The present study, devoted to a possible solution of this problem, deals with the detection and correction of errors in calculation of functions defined over finite groups (commutative and non-commutative), an "error" in this context being defined as catastrophic failure of the calculating device, or as an error in the text of the program.

Examples of the devices in question are: blocks of arithmetic units of a computer, networks whose operation is described by two or many-valued switching functions, linear control systems over finite groups (Karpovsky and Trachtenberg, 1977a), rearrangeable switching networks whose output depends on permutation of input terminals (Opferman and Tsao-Wu, 1971), etc. We shall refer to any device or program calculating the given $f$ as a computation channel $f$.

Let $f$ be a function defined over a finite group $G$ of order $|G|$ and $\left\{K_{j}\right\}$, ( $j=1, \ldots, m$ ) be a set of fields, such that $\operatorname{Im} f \subseteq \bigcap_{j=1}^{m} K_{j}(\operatorname{Im} f$ is the range of $f$ ).

For detecting and correcting errors in channel $f$, we shall use systems of linear checks in the fields $K_{j}$ :

$$
\begin{equation*}
\left(\delta_{H_{j}} \circledast f\right)(t) \triangleq \sum_{\zeta \in G} \delta_{H_{j}}(\zeta) f\left(t \odot \zeta^{-1}\right)=\varphi_{j}(t)+\lambda_{j},\left(K_{j}\right) \tag{1}
\end{equation*}
$$

for all $t \in G, j=1, \ldots, m$. Where $\circledast$ is the operation of group convolution, $\odot$ is the group operation, $\zeta^{-1}$ is the inverse of $\zeta \in G$,

$$
\delta_{H_{j}}(\zeta)=\left\{\begin{array}{ll}
1, & \zeta \in H_{j} ; \\
0, & \zeta \notin H_{j} ;
\end{array} \quad\left(H_{j} \subseteq G\right)\right.
$$

$\varphi_{j}: G \rightarrow K_{j}$ some "simple" checking function (for example, $\varphi_{j}=$ const).
All arithmetic operations in (1) are carried out in the field $K_{j}$, as indicated by the symbol $\left(K_{j}\right)$ on the right.

Methods of error detection and error correction in computation channels by means of linear checks of type (1) were considered by Karpovsky (1977a) for the case when $G$ is an Abelian group, $m=1$ and $K_{1}=C$ - the field of complex numbers and in (Karpovsky and Trachtenberg, 1977b) were given some results (without proofs) about error detection and correction in computation channels for the case $K_{1}=K_{1}=\cdots=K_{m}=C$. Several examples of linear checks of type (1) for such important computation channels as counters, adders, subtractors, multipliers, etc. were given by Karpovsky (1977a) and Karpovsky and. Trachtenberg (1977b).

We note that for the important case $\operatorname{Im} f \subset N$ ( $N$ is the set of integers) the transition, in (1), from the field $C$ of complex numbers to the field $G F(q)$ of $q$ elements ( $q>\max _{t \in G} f(t), q$ being a prime number) results, generally speaking, in reduction of the complexity $\left\|\delta_{H_{j}}\right\| \triangleq \sum_{\zeta \in G} \delta_{H_{j}}(\zeta)$ of check (1) (see Section 4).

We shall also consider in this paper, methods of error detection and correction for system of functions defined on finite groups (Section 4) and methods of network implementation of these checks (Section 5).

In searching for optimal checks of type (1) in terms of $\left\|\delta_{H_{j}}\right\|$, we shall apply methods of harmonic analysis over group $G$ in the fields $K_{j}(j=1, \ldots, m)$. (The choice of $\left\|\delta_{H_{j}}\right\|$ as complexity criterion in (1) will be justified in Section 5.) An analogous approach, based on methods of harmonic analysis over finite groups, is described by Karpovsky (1976, 1977b).
Since harmonic analysis over finite group $G$ in the field $K$ will be the main tool in this work we shall consider in Section 3 the algorithms of fast computation of Fourier transforms for functions $f: G \rightarrow K$.
Methods of harmonic analysis yield simple and convenient from the computation viewpoint search procedures for optimal checks, but on the other hand have the following basic disadvantages:
(i) For a given finite group, it is not in every field $K$ that technique of Fourier transform may be used.
(ii) Only checks where $H_{j}$ are normal subgroups of $G$ will be constructed.

It should also be noted that checks of type 1 , at $\varphi_{j}(t)=0$ for all $t \in G, \lambda_{j}=0$ and $K_{j}=G F(q)(j=1, \ldots, m)$, are analogous to those used for syndrome calculation in decoding procedure for $q$-ary linear error-correcting codes. The properties of error-correcting codes generated by systems of checks of type (1) will be considered in Section 7 .

In addition to the present section, the paper contains six others:
The second section presents some prerequisites from harmonic analysis over finite group $G$ in a field $K$. The third section presents algorithms for the fast computation of the corresponding Fourier transforms when $G$ is a direct product of some groups $H_{j}, G=\prod_{j=1}^{n} H_{j}$. The fourth section deals with construction methods for optimal checks of type (1). The fifth section deals with calculation of error syndromes. The theorems of the sixth section solve the problem of the correcting and detecting capability of systems of checks (1) for two different methods of decoding. Section 7 is devoted to linear error-correcting codes generated by a system of checks of type (1).

## 2. Fourier Transforms over the Finite Group $G$ and Field $K$

Let $G$ be an arbitrary finite group with $|G|$ elements and $K$ any field of characteristic char $K$. In the space $L_{G, K}=\{f: G \rightarrow K\}$ we shall use the elements of the non-equivalent absolutely irreducible representations of $G$ over the field $K$ as an orthogonal basis.

Recall (Dornhoff, 1971) that representation $\omega$ of degree $d_{\omega}$ in a linear space $V$ $\left(\operatorname{dim} V=d_{\omega}\right)$ over $K$ is defined as a homomorphism $\omega: G \rightarrow G L\left(d_{\omega}, K\right)$, where $G L\left(d_{\omega}, K\right)$ is the group of all invertible $\left(d_{\omega} \times d_{\omega}\right)$-matrices over $K$. The value of representation $\omega$ at the point $t \in G$ will be denoted by [ $\omega, t$ ] and the functions generated by $[\omega, t]$ when $\omega$ and $t$ are fixed will be denoted by $[\omega, \cdot]$ and $[\cdot, t]$ respectively.

Two representations $\omega_{1}$ and $\omega_{2}$ of the same degree $d_{\omega_{1}}=d_{\omega_{2}}$ are said to be equivalent if there exists an invertible ( $d_{\omega_{1}} \times d_{\omega_{1}}$ )-matrix $Q$ over $K$ such that $Q^{-1}\left[\omega_{1}, t\right] Q=\left[\omega_{2}, t\right],(K)$ for every $t \in G$.

A representation $\omega$ in linear space $V$ over $K$ is said to be irreducible if $V$ has no proper $\omega$-invariant subspaces, and is absolutely irreducible if it remains irreducible in any extension of $K$.

Henceforth it will be assumed that
(i) char $K=0$, or char $K$ does not divide $|G|$. (Throughout this paper, $|A|$ denotes the cardinality of the set $A$, and $a \mid b(a \times b)$ signifies that $a$ is (not) a divisor of $b$.)
(ii) $K$ is such that if $\omega$ is an irreducible representation of $G$ in a linear space $V$ over $K$, then $\omega$ is absolutely irreducible (i.e., $K$ is the so-called splitting field for $G$. See, e.g., Dornhoff, 1974).

We note that $K=C$ ( $C$, the field of complex numbers) is the splitting field for any $G$. Conditions for $K$ to be a splitting field for a given group $G$, and construction methods for absolutely irreducible representations of $G$ in $K$, are considered in algebraical literature for the great variety of groups $G$ and fields $K$ (see, e.g., Dornhoff, 1971).

Let $G=\{\omega\}$ denote the set of all nonequivalent absolutely irreducible representations of $G$ in $K$, indexed so that $\omega$ is of degree $d_{\omega}(\hat{G}$ is the dual object for $G)$; $|\hat{G}|$ equals the number of conjugate classes of $G$, and we have

$$
\begin{equation*}
\sum_{\omega \in Q} d_{\omega}^{2}=|G| . \tag{2}
\end{equation*}
$$

Let $f_{i}: G \rightarrow M\left(a_{i}, K\right)$ where $M\left(a_{i}, K\right)$-the set of all $\left(a_{i} \times a_{i}\right)$-matrices over $K$ and $\hat{\varphi}_{i}: \hat{G} \rightarrow M\left(b_{i} d_{\omega}, K\right)$ where for every $\omega \in \hat{G} \hat{\varphi}_{i}(\omega)$ is a $\left(d_{\omega} \times d_{\omega}\right)$-block matrix over $K$ with blocks

$$
\hat{\varphi}_{i}^{(j, s)}(\omega) \in M\left(b_{i}, K\right) \quad(i=1,2 ; j, s=1, \ldots, d \omega) .
$$

Denote

$$
\left\langle f_{1}, f_{2}\right\rangle_{G} \triangleq \sum_{t \in G}\left(f_{1}(t) \otimes f_{2}\left(t^{-1}\right)\right)
$$

$$
\left\langle\hat{\varphi}_{1}, \hat{\varphi}_{2}\right\rangle_{G} \triangleq \sum_{\omega \in G} \sum_{j, s=1}^{d \omega}\left(\hat{\varphi}_{1}^{(j, s)}(\omega) \otimes \hat{\varphi}_{2}^{(s, j)}(\omega)\right) .
$$

$$
\begin{equation*}
(K) \tag{3}
\end{equation*}
$$

Here $\otimes$ Kronecker product of matrices;

$$
\left\langle f_{1}, f_{2}\right\rangle_{G} \in M\left(a_{1} a_{2}, K\right) ; \quad\left\langle\hat{\varphi}_{1}, \hat{\varphi}_{2}\right\rangle_{G} \in M\left(b_{1} b_{2}, K\right) .
$$

Let $[\omega, t]_{i, j}$ denote $(i, j)$-th element of matrix $[\omega, t]\left(i, j=1, \ldots, d_{\omega}\right)$. We recall (Dornhoff, 1971) the orthogonality relations for the $|G|$ functions $\left\{[\omega, \cdot]_{i, j}\right\}$

$$
\begin{equation*}
\left\langle\left[\omega_{1}, \cdot\right]_{i_{1}, j_{1}},\left[\omega_{2}, \cdot\right]_{i_{2}, j_{2}}\right\rangle_{G}=\frac{|G|}{d_{\omega_{1}}} \delta_{\omega_{1}, \omega_{2}} \delta_{i_{1}, i_{2}} \delta_{j_{1}, j_{2}}, \quad \text { (K) } \tag{4}
\end{equation*}
$$

(Here $\omega_{1}, \omega_{2} \in \hat{G} ; i_{1}, j_{1}=1, \ldots, d_{\omega_{1}} ; i_{2}, j_{2}=1, \ldots, d_{\omega_{2}} ; \delta$ is the Kronecker delta, and $|\boldsymbol{G}| / d_{\omega} \in K$.)

The character of the representation $\omega$ is defined as the trace [ $\omega, \cdot]$. The characters satisfy the following orthogonality relations

$$
\begin{align*}
& \left\langle\operatorname{trace}\left[\omega_{1}, \cdot\right] \text {, trace }\left[\omega_{2}, \cdot\right]\right\rangle_{G}=|G| \delta_{\omega_{1}, \omega_{2}} ; \\
& \left\langle\text { trace }\left[\cdot, t_{1}\right], \text { trace }\left[\cdot, t_{2}^{-1}\right]\right\rangle_{G}=\frac{|G|}{\nu_{t_{1}}} \delta_{t_{1}, t_{2}} ; \tag{K}
\end{align*}
$$

where $\nu_{t_{1}}$ is the cardinality of the conjugate class of $G$ which contains $t_{1}$ (Dornhoff, 1971).

We consider now the important case of Abelian group $G$ and Galois field $K=G F\left(q^{r}\right)$. In this case $G$ may be represented as a direct product of cyclic subgroups

$$
G=H_{1} \times \cdots \times H_{n}, \text { i.e. } t \in G, t=\left(t_{1}, \ldots, t_{n}\right), t_{j} \in\left\{0,1, \ldots,\left|H_{j}\right|-1\right\}
$$

$\left|H_{j}\right|$ is a power of a prime number, the group operation is componentwise addition $\bmod \left|H_{j}\right|, j=1, \ldots, n$. Let $\mu$ be the least common multiple of $\left|H_{1}\right|, \ldots$, $\left|H_{n}\right|$ and ${ }^{\mu} \sqrt{1} \in G F\left(q^{r}\right)$, i.e. the equation $x^{\mu}=1$ is solvable in $G F\left(q^{r}\right)$ or, in other words, $\mu \mid q^{r}-1$. Since $\mu||G|$ then $q 才| G \mid$ and $G F\left(q^{r}\right)$ is a splitting field for $G$. In this case $d_{\omega}=1$ for all $\omega \in \hat{G}, \hat{G}=\mathscr{P}_{1} \times \cdots \times \mathscr{P}_{n}, \hat{G}$ is a multiplicative group of characters which is isomorphic to $G$ and $H_{j}$ isomorphic to $\mathscr{P}_{j}$, i.e., $\omega=\left(\omega_{1}, \ldots, \omega_{n}\right), \omega_{j} \in\left\{0,1, \ldots,\left|H_{j}\right|-1\right\}$ and we have

$$
\begin{equation*}
[\omega, t]=\prod_{j=1}^{n} \xi_{j}^{\omega_{j} t_{j}}, \omega_{j}, t_{j} \in\left\{0,1, \ldots,\left|H_{j}\right|-1\right\},\left(G F\left(q^{r}\right)\right) \tag{5}
\end{equation*}
$$

Here $\xi_{j}=\left|H_{j}\right| \sqrt{1} \in G F\left(q^{r}\right)(j=1, \ldots, n)$.
For the case $K=C, \xi_{j}=\exp \left(2 \pi i \|\left|H_{j}\right|\right), i=(-1)^{1 / 2}$ and if $\left|H_{1}\right|=\cdots=$ $\left|H_{n}\right|$ then, $[\omega, \cdot]$ is known as Chrestenson functions and for $q=2$ as Walsh functions (see, e.g., Karpovsky, 1976).

Let $f: G \rightarrow K$. It follows by (3), (4) that the Fourier transforms $F_{G, K}: f \rightarrow \hat{f}$ and inverse Fourier transforms $F_{G, K}^{-1}: \hat{f} \rightarrow f$ on the group $G$ in the field $K$ may be defined as follows

$$
\begin{align*}
\hat{f}(\omega) & =\frac{d_{\omega}}{|G|}\left\langle f,[\omega, \cdot]_{G}\right.  \tag{6}\\
f(t) & =\langle\hat{f},[\cdot, t]\rangle_{G} \tag{7}
\end{align*}
$$

For the Fourier transform $F_{G, K}: f \rightarrow \hat{f}$ on the group $G$ in the field $K$ the usual properties of linearity, translation of arguments, convolution, Plancherel, Wiener-Khinchine, Poisson theorems are valid.

Now let $\Omega \subseteq \hat{G}$ and denote

$$
\Omega^{\perp} \triangleq \bigcap_{\omega \in \Omega} \operatorname{kern} \omega=\bigcap_{\omega \in \Omega}\{t \mid[\omega, t]=E\}, E \text {-the identity matrix. }
$$

A subset $\Omega \subset \hat{G}$ is said to be closed (notation $\Omega=\bar{\Omega}$ ) if for any $\omega \notin \Omega$ we have $\Omega^{\perp} \not \subset$ Kern $\omega$. Then for every normal subgroup $H$ of $G$ there is a unique $\bar{\Omega} \subseteq \hat{G}$ such that $\bar{\Omega}^{\perp}=H$. Moreover, any $\bar{\Omega}$ is isomorphic to the dual object $\widehat{G / \bar{\Omega}^{\perp}}$ of the factor group $G / \bar{\Omega}^{\perp}$ and elements of the set $\bar{\Omega}$ are constants on the cosets of $G$ modulo $\bar{\Omega}^{\perp}$; in addition if $\alpha(\bar{\Omega}) \triangleq \sum_{\omega \in \bar{\Omega}} d_{\omega}{ }^{2}$ then $\alpha(\bar{\Omega})||G|, \alpha(\hat{G})=|G|$ and $\alpha(\bar{\Omega})\left|\bar{\Omega}^{\perp}\right|=|G|$.

Example 1. Let $f(t)=t^{2}-170 t-35, t \in\left\{0, \ldots, 2^{8}-1\right\}$ and $t$ represented

TABLE I

| $G=C_{2} \times S_{3}$ |  |  | $\hat{G}=C_{2} \times S_{3}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $t, \tau$ | $\left(t_{1}, t_{2}\right)$ | $t$ | 0 | 1 | 2 | 3 | 4 | 5 | $f_{1} f_{2}$ |
| 0 | $(0,0)$ | $\left(\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right)$ | 1 | 1 | 1 | 1 | $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ | $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ | 010 |
| 1 | (0, (132)) | $\left(\begin{array}{rrr}1 & 0 & 0 \\ 0 & -1 & 1 \\ 0 & -1 & 0\end{array}\right)$ | 1 | 1 | 1 | 1 | $\left(\begin{array}{ll}5 & 8 \\ 3 & 5\end{array}\right)$ | $\left(\begin{array}{ll}5 & 8 \\ 3 & 5\end{array}\right)$ | 01 |
| 2 | (0, (123)) | $\left(\begin{array}{rrr}1 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & 1 & -1\end{array}\right)$ | 1 | 1 | 1 | 1 | $\left(\begin{array}{ll}5 & 3 \\ 8 & 5\end{array}\right)$ | $\left(\begin{array}{ll}5 & 3 \\ 8 & 5\end{array}\right)$ | 10 |
| 3 | (0, (12)) | $\left(\begin{array}{rrr}1 & 0 & 0 \\ 0 & -1 & 1 \\ 0 & 0 & 1\end{array}\right)$ | 1 | 1 | 10 | 10 | $\left(\begin{array}{cc}1 & 0 \\ 0 & 10\end{array}\right)$ | $\left(\begin{array}{ll}1 & 0 \\ 0 & 10\end{array}\right)$ | 04 |
| 4 | (0, (13)) | $\left(\begin{array}{rrr}1 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & -1 & 0\end{array}\right)$ | 1 | 1 | 10 | 10 | $\left(\begin{array}{ll}5 & 8 \\ 8 & 6\end{array}\right)$ | $\left(\begin{array}{ll}5 & 8 \\ 8 & 6\end{array}\right)$ | 10 |
| 5 | (0, (23)) | $\left(\begin{array}{rrr}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 1 & -1\end{array}\right)$ | 1 | 1 | 10 | 10 | $\left(\begin{array}{ll}5 & 3 \\ 3 & 6\end{array}\right)$ | $\left(\begin{array}{ll}5 & 3 \\ 3 & 6\end{array}\right)$ | 00 |
| 6 | (1,0) | $\left(\begin{array}{rrr}-1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right)$ | 1 | 10 | 1 | 10 | $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ | $\left(\begin{array}{cc}10 & 0 \\ 0 & 10\end{array}\right)$ | 02 |
| 7 | (1, (132)) | $\left(\begin{array}{rrr}-1 & 0 & 0 \\ 0 & -1 & 1 \\ 0 & -1 & 0\end{array}\right)$ | 1 | 10 | 1 | 10 | $\left(\begin{array}{ll}5 & 8 \\ 3 & 5\end{array}\right)$ | $\left(\begin{array}{ll}6 & 3 \\ 8 & 6\end{array}\right)$ | 00 |
| 8 | (1, (123)) | $\left(\begin{array}{rrr}-1 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & 1 & -1\end{array}\right)$ | 1 | 10 | 1 | 10 | $\left(\begin{array}{ll}5 & 3 \\ 8 & 5\end{array}\right)$ | $\left(\begin{array}{ll}6 & 8 \\ 3 & 6\end{array}\right)$ | 11 |
| 9 | (1, (12)) | $\left(\begin{array}{rrr}-1 & 0 & 0 \\ 0 & -1 & 1 \\ 0 & 0 & 1\end{array}\right)$ | 1 | 10 | 10 | 1 | $\left(\begin{array}{cc}1 & 0 \\ 0 & 10\end{array}\right)$ | $\left(\begin{array}{ll}10 & 0 \\ 30 & 1\end{array}\right)$ | 08 |
| 10 | (1, (13)) | $\left(\begin{array}{rrr}-1 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & -1 & 0\end{array}\right)$ | 1 | 10 | 10 | 1 | $\left(\begin{array}{ll}5 & 8 \\ 8 & 6\end{array}\right)$ | $\left(\begin{array}{ll}6 & 3 \\ 3 & 5\end{array}\right)$ | 13 |
| 11 | (1, (23)) | $\left(\begin{array}{rrr}-1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 1 & -1\end{array}\right)$ | 1 | 10 | 10 | 1 | $\left(\begin{array}{ll}5 & 3 \\ 3 & 6\end{array}\right)$ | $\left(\begin{array}{ll}6 & 8 \\ 8 & 5\end{array}\right)$ | 01 |

in the binary form $t=\left(t_{1}, \ldots, t_{8}\right), t_{j} \in\{0,1\}$. Then $f: C_{2}{ }^{8} \rightarrow C$ where $C_{2}{ }^{8}$ is the group of binary vectors with eight components, and the group operation is componentwise addition $\bmod 2$.

All the representations of $C_{2}{ }^{8}$ in $C$ have degree one, and in a according with (5)

$$
[\omega, t]=\exp \left(\pi(-1)^{1 / 2} \sum_{j=1}^{8} \omega_{j} t_{j}\right)=(-1)^{\Sigma_{j=1}^{8} \omega_{j} t_{j}} ; \omega_{j}, t_{j} \in\{0,1\} .
$$

Fourier (Walsh) transform in this case defined by formula

$$
\hat{f}(\omega)=2^{-8} \sum_{t \in C_{2}^{8}} f(t)(-1)^{\Sigma_{j=1}^{8} \omega_{j} t_{j}}
$$

For the polynomial $f(t)=t^{2}-170 t-35$ we have $f(\omega)=0$ if $\|\omega\|=$ $\sum_{j=1}^{8} \omega_{j}>2$.

The dual object $\widehat{{C_{2}}^{8}}$ is isomorphic to ${C_{2}}^{8}$ and $\Omega=\bar{\Omega} \subseteq \widehat{C_{2}}{ }^{8}$ iff $\bar{\Omega}$ is a subgroup of $C_{2}{ }^{8}$.

Linear checks of type (1) for this polynomial will be constructed in Section 4, and error-detecting and correcting capabilities of these checks will be considered in Section 6.

Example 2. Let $G$ be the multiplication group of the twelve $(3 \times 3)$ matrices $t=\left(t_{i, j}\right), i, j=1,2,3$ over the field $C$ represented in Table I. Note that $G$ is isomorphic to the direct product of the cyclic group $C_{2}=\{0,1\}$ of order 2 with generating element 1 and the symmetric group of permutations $S_{3}=\{0,(132),(123),(12),(13),(23)\}$ (see Table I). Table I lists also all absolutely irreducible representations for the given group $G=C_{2} \times S_{3}$ in $G F(11)(G F(11)$ is a splitting field for $C_{2} \times S_{3}$.)

All closed subsets $\bar{\Omega} \subseteq \hat{G}$ with the corresponding $\alpha(\bar{\Omega})$ and $\bar{\Omega}^{\perp}$ are represented for the given group $G=C_{2} \times S_{3}$ in Table II.

TABLE II

| $\bar{\Omega}$ |  |  |  |
| :--- | :--- | :--- | :--- |
|  | $\alpha(\bar{\Omega})$ |  |  |
| $\bar{\Omega}_{0}$ | $\{0\}$ | 1 | $\{0,1,2,3,4,5,6,7,8,9,10,11\}$ |
| $\bar{\Omega}_{1}$ | $\{0,1\}$ | 2 | $\{0,1,2,3,4,5\}$ |
| $\bar{\Omega}_{2}$ | $\{0,2\}$ | 2 | $\{0,1,2,6,7,8\}$ |
| $\bar{\Omega}_{3}$ | $\{0,3\}$ | 2 | $\{0,1,2,9,10,11\}$ |
| $\bar{\Omega}_{4}$ | $\{0,1,2,3\}$ | 4 | $\{0,1,2\}$ |
| $\bar{\Omega}_{\overline{5}}$ | $\{0,2,4\}$ | 6 | $\{0,6\}$ |
| $\bar{\Omega}_{6}$ | $\{0,1,2,3,4,5\}$ | 12 | $\{0\}$ |

## 3. Computation of Fourier Transforms for Finite Group $G$ and Field $K$

We consider methods of computation of Fourier $F_{G, K}$ and inverse Fourier $F_{G, K}^{-1}$ transforms. For the case when $G$ is a group of binary ( $q$-ary) $n$-vectors, the Fourier transform on $G$ in the field $C$ of complex numbers is called the WalshHadamard (Chrestenson-Hadamard) transform. In such cases, there exist algorithms of the Fast Walsh-Hadamard (Chrestenson-Hadamard) transforms, which require $n \cdot 2^{n}\left(n \cdot q^{n}\right)$ elementary operations, and $2^{n}\left(q^{n}\right)$ memory cells to compute $F_{G, C}$ or $F_{G, C}^{-1}$. Those algorithms are generalized for the case where $G$ is an arbitrary finite Abelian group and $K=C$ in (Apple and Wintz, 1971). In (Karpovsky, 1977c) these algorithms were given for $G$ and arbitrary (non-Abelian) finite group and $K=C$. We generalize (see Theorem 1) this technique for the case where $G$ finite group isomorphic to a direct product of some groups $H_{j}$ $(j=1, \ldots, n), G=\prod_{j=1}^{n} H_{j}$ and $K$ is an arbitrary field (such that char $K=0$ or char $K+|G|$ and $K$ is a splitting field for $G$ ).

For this case (see, e.g., Dornhoff, 1971)

$$
\begin{equation*}
[\omega, t]=\bigotimes_{j=1}^{n}\left[\omega_{j}, t_{j}\right],(K) \tag{8}
\end{equation*}
$$

where $\omega_{j} \in H_{j}, t_{j} \in H_{j}$, and $\otimes$ denotes the Kronecker product of matrices over $K$.
Theorem 1. Let $G=\prod_{j=1}^{n} H_{j}$. For any $f: G \rightarrow K$ set $f=f^{(n)} \hat{f}=\hat{f}^{(n)}$ and for any $\omega=\left(\omega_{1}, \ldots, \omega_{n}\right)$ denote by $\left(f^{(n)}\right)_{p}\left(\omega_{1}, \ldots, \omega_{n}\right)$ the $\left(d_{\omega_{n}} \times d_{\omega_{n}}\right)$-block matrix received by partitioning of $\hat{f}^{(n)}\left(\omega_{1}, \ldots, \omega_{n}\right)$ with blocks of dimensions $\left(\prod_{r=1}^{n-1} d_{\omega_{r}} \times \prod_{r=1}^{n-1} d_{\omega_{\omega_{k}}}\right)$.

Let

$$
\begin{align*}
& f^{(j-1)}=\left\langle f^{(j)},\left[\omega_{j}, \cdot\right]\right\rangle_{H_{j}},  \tag{9}\\
& \hat{f}^{(j-1)}=\left\langle\left(\hat{f}^{(j)}\right)_{p},\left[\cdot, t_{j}\right]\right\rangle_{H_{j}} \quad(j=n, n-1, \ldots, 1) . \tag{10}
\end{align*}
$$

$\left(\right.$ Here $\left(\hat{f}^{(j)}\right)_{p}\left(\omega_{1}, \ldots, \omega_{j}, t_{j+1}, \ldots, t_{n}\right)$ is a $\left(d_{\omega_{j}} \times d_{\omega_{j}}\right)$-block matrix received by partitioning of $f^{(j)}\left(\omega_{1}, \ldots, \omega_{j}, t_{j+1}, \ldots, t_{n}\right)$ with block of dimensions $\left(\prod_{r=1}^{j-1} d_{\omega_{r}} \times\right.$ $\prod_{r=1}^{j-1} d_{\omega_{r}}$ ). Then

$$
\begin{equation*}
\hat{f}(\omega)=\frac{d_{\omega}}{|G|} f^{(0)}(\omega), f(t)=\hat{f}^{(0)}(t),(K) \tag{11}
\end{equation*}
$$

Proof. By (3), (6), (8) we have for any $\omega \in \hat{G}$ and any $t \in G$

$$
\begin{aligned}
\hat{f}(\omega) & =\frac{d_{\omega}}{|\boldsymbol{G}|}\langle f,[\omega, \cdot]\rangle_{G}=\frac{d_{\omega}}{|\boldsymbol{G}|}\left\langle f, \bigotimes_{j=1}^{n}\left[\omega_{j}, t_{j}\right]\right\rangle_{G} \\
& =\frac{d_{\omega}}{|\boldsymbol{G}|}\left\langle\cdots\left\langle\left\langle f,\left[\omega_{n}, \cdot\right]\right\rangle_{H_{n}},\left[\omega_{n-1}, \cdot\right]\right\rangle_{H_{n-1}}, \ldots,\left[\omega_{1}, \cdot\right]\right\rangle_{H_{1}},(K)
\end{aligned}
$$

and in view of $(9) \hat{f}(\omega)=d_{\omega} /|\boldsymbol{G}| f^{(0)}(\omega)$, (K). Similarly, in view of (3), (7), (8) we have

$$
\begin{aligned}
f(t) & =\langle\hat{f},[\cdot, t]\rangle_{E}=\left\langle\hat{f}, \bigotimes_{j=1}^{n}\left[\cdot, t_{j}\right]\right\rangle_{G} \\
& =\left\langle\cdots\left(\left\langle\left(\left\langle\left(\hat{f}^{(n)}\right) p,\left[\cdot, t_{n}\right]\right\rangle_{\hat{H}_{n}}\right)_{p},\left[\cdot, t_{n-1}\right]\right\rangle_{\hat{H}_{n-1}}\right)_{p} \cdots\left[\cdot, t_{1}\right]\right\rangle_{\hat{H}_{1}} .
\end{aligned}
$$

Hence, by (10), we have $f(t)=\hat{f}^{(0)}(t)$.
It follows from (9), (10) in view of (2) that each of the functions $f^{(j-1)}, f^{(j-1)}$ $(j=n, n-1, \ldots, 1)$ is defined at $|G|=\prod_{j=1}^{n}\left|H_{j}\right|$ points and the number of memory cells for storage $f^{(j-1)}$ or $\hat{f}^{(j-1)}$ equals $|G|$. For computation of any specific value of $f^{(j-1)}$ or $\hat{f}^{(j-1)}$ we need $\left|H_{j}\right|$ multiplications. Consequently, the total number of multiplications for computing $f$ or $\hat{f}$ by Theorem 1 equals $|\boldsymbol{G}| \sum_{j=1}^{n}\left|H_{j}\right|$.

## 4. Construction of Optimal Checks

The number $\left\|\delta_{H}\right\|$ of nonzero values of $\delta_{H}$ for the check $\delta_{H} \circledast f=\varphi+$ $\lambda(K)\left(f, \varphi: G \rightarrow K, \delta_{H}: G \rightarrow\{0,1\}, \lambda \in K\right)$ affects the number of additions needed for checking the given $f$ when $f$ is calculated by a computer program, and affects the network complexity when $f$ is realized by a network (see Section 5 ). Accordingly, we use the $\left\|\delta_{H}\right\|$ as a complexity criterion for the function $\delta_{H}$. Let, for the given $f: G \rightarrow K$ and any $\gamma \in K, \tau \in G$,

$$
\begin{equation*}
\Omega_{f}(\gamma, \tau) \triangleq\left\{\omega \left\lvert\, \hat{f}(\omega)=\frac{d_{\omega}}{|G|} \gamma[\omega, \tau]\right.\right\} \cup\{0\},(K) \tag{12}
\end{equation*}
$$

where $[0, t]=1$ for all $t \in G$.

Theorem 2. Let $f: G \rightarrow K, K$ be any splitting field for $G$ with $\operatorname{char} K=0$ or char $K \nmid|G|$. Then

$$
\begin{equation*}
\left(\delta_{\bar{\Omega}^{\perp}} \circledast f\right)(t)=\gamma \delta_{\bar{\Omega}^{\perp}}(t \odot \tau)+\frac{\left|\Omega^{\perp}\right|}{|G|}\left(\sum_{\zeta \in G} f(\zeta)-\gamma\right),(K) \text { for all } t \in G \tag{13}
\end{equation*}
$$

iff $\bar{\Omega} \subseteq \Omega_{f}(\gamma, \tau)$.
Proof. Let $\bar{\Omega}^{\perp}$ be a normal subgroup in $G$. We first prove that if

$$
\delta_{\bar{\Omega}+}(t)= \begin{cases}1, & t \in \bar{\Omega}^{\perp}  \tag{14}\\ 0, & t \notin \bar{\Omega}^{\perp}\end{cases}
$$

then

$$
\hat{\delta}_{\bar{\Omega}^{\perp}}(\omega)=\left\{\begin{array}{lc}
\frac{d_{\omega}}{|\bar{G}|}\left|\bar{\Omega}^{\perp}\right| E, & \omega \in \bar{\Omega}  \tag{K}\\
0, & \omega \notin \Omega
\end{array}\right.
$$

( 0 is $\left(d_{\omega} \times d_{\omega}\right)$-zero matrix).
By (6)

$$
\begin{equation*}
\hat{\delta}_{\bar{\Omega}^{\perp}}(\omega)=\frac{d_{\omega}}{|G|} \sum_{t \in \bar{\Omega}^{\perp}}\left[\omega, t^{-1}\right],(K) . \tag{16}
\end{equation*}
$$

If $\dot{\omega} \in \bar{\Omega}$, then $\delta_{\bar{\Omega}^{\perp}}(\omega)=d_{\omega} \| G| | \bar{\Omega}^{\perp} \mid E$, $(K)$. If $\omega \notin \bar{\Omega}$, then $\omega \neq 0$ since $0 \in \bar{\Omega}$ for every $\bar{\Omega} \subseteq \hat{G}$. Hence, by (3), (4) for $\omega \notin \bar{\Omega}$

$$
\hat{\delta}_{\bar{\Omega}^{\perp}}(\omega)=\frac{d_{\omega}}{|G|} \sum_{t \in \widetilde{\Omega}^{-}}\left[\omega, t^{-1}\right]=\frac{d_{\omega}}{|G|} \sum_{t \in \bar{\Omega}^{-}}\left[\omega, t^{-1}\right][0, t]=0,(K) .
$$

From (13) and (15) by the theorems of convolution and translation or arguments for Fourier transform $f_{G, K}$ we have for any $\omega \in \bar{\Omega}$

$$
\hat{f}(\omega)= \begin{cases}\frac{1}{|G|} \sum_{\zeta \in G} f(\zeta), & \omega=0  \tag{17}\\ \gamma \frac{d \omega}{|G|}[\omega, \tau], & \omega \neq 0\end{cases}
$$

and by (17) in a view of definition (12) we have $\bar{\Omega} \subseteq \Omega_{f}(\gamma, \tau)$. Conversely, if $\bar{\Omega} \subseteq \Omega_{f}(\gamma, \tau)$, then (17) is satisfied for any $\omega \in \bar{\Omega}$ and (13) is also satisfied.

It will be shown in the next section that the complexity of a network implementation of a check (13) for the given channel $f: G \rightarrow K$ depends only on the complexity $\left\|\delta_{H}\right\|=\sum_{t \in G} \delta_{H}(\zeta)$ of the function $\delta_{H}: G \rightarrow\{0,1\}$.

Thus, by Theorem 2 we have the following procedure for construction of the best checking equation (13).

1. For the given $f: G \rightarrow K$, compute by (6) or by (9), (11) $\hat{f}$.
2. By (12), construct the sets $\Omega_{f}(\gamma, \tau)$.
3. For the given group $G$, construct all closed subsets $\bar{\Omega}$ of the dual object $\hat{G}$.
4. Find $\gamma_{\mathrm{opt}} \in K, \tau_{\mathrm{opt}} \in G, \bar{\Omega}_{\mathrm{opt}} \subseteq \hat{G}$ from the condition

$$
\begin{gather*}
\max _{\gamma, \tau} \max _{\bar{\Omega} \Omega_{f f}(\gamma, \tau)} \alpha(\bar{\Omega}) \triangleq \max _{\bar{\Omega} \subseteq \Omega_{f}\left(\gamma_{\mathrm{opt}}, \tau_{\mathrm{opt})}\right.} \alpha(\bar{\Omega}) \triangleq \alpha\left(\bar{\Omega}_{\mathrm{opt}}\right)  \tag{18}\\
\left(\alpha(\bar{\Omega})=\sum_{\omega \in \bar{\Omega}} d_{\omega}{ }^{2}=\frac{|G|}{\left|\bar{\Omega}^{\perp}\right|}\right)
\end{gather*}
$$

5. Construct $\delta_{\bar{\Omega}^{+}}: G \rightarrow\{0,1\}$ by (14), for $\gamma=\gamma_{\mathrm{opt}}, \tau=\tau_{\mathrm{opt}}, \bar{\Omega}=\bar{\Omega}_{\mathrm{opt}}$.

We note that for any $f, \gamma, \tau$ the set $\Omega_{f}(\gamma, \tau)$ depends on $K$. Consequently, the set $\bar{\Omega}_{\text {opt }}$ also depends on $K$. This poses and apparently quire difficult problem: optimal selection of a field $K$ minimizing the complexity of the check.

We note also that if $\operatorname{Im} f \subset N$ then transition from $C$ to any field $G F(q)$ ( $q-a$ prime and $q>\max _{x} f(x)$ ) may result only in the increasing of $\left|\Omega_{f}(\gamma, \tau)\right|$ for all $\gamma, \tau$. Consequently, $\alpha\left(\bar{\Omega}_{\mathrm{opt}}\right)$, generally speaking, increases and the complexity of the check is reduced. (See definition of $\alpha(\bar{\Omega})$ and $\bar{\Omega}^{\perp}$ in Section 2 and (14). See also Example 5.)

Example 3. Let $f_{1}: C_{2} \times C_{3} \rightarrow G F(11)$ is defined by Table 1. (see also Example 2; absolutely irreducible representations of $C_{2} \times C_{3}$ in $G F(11)$ are given in Table I; closed subsets $\bar{\Omega} \subseteq \widehat{C_{2} \times S_{3}}, \alpha(\bar{\Omega})$ and $\bar{\Omega}^{\perp}$ are represented for $C_{2} \times S_{3}$ in Table II.)

We will find now by Theorem 2 the optimal checking equation for $f_{1}$. Table III lists the Fourier transform $\hat{f}_{1}(\omega)$ in $G F(11)$ clmputed by ( 6 ). Then for every $\tau \in G$

$$
\Omega_{f_{1}}(\gamma, \tau)= \begin{cases}\{0,1,2,3,5\}, & \text { if } \gamma=0 ; \\ \{0\}, & \text { if } \gamma \neq 0\end{cases}
$$

By (18)

$$
\gamma_{\mathrm{opt}}=0 ; \quad \bar{\Omega}_{\mathrm{opt}}=\bar{\Omega}_{4}=\{0,1,2,3\} ; \quad \bar{\Omega}_{\mathrm{opt}}^{\perp}=\{0,1,2\} .
$$

Since for our group $1^{-1}=2,2^{-1}=1$ we have by (13) the following checking equation for $f_{1}$

$$
f_{1}(t)+f_{1}(t \odot 1)+f_{1}(t \odot 2)=1,(G F(11), \text { for }
$$

and $t \in G$.
We now apply Theorem 2 in the important case of pseudoboolean channels. By "pseudoboolean channel" we mean any device or any program calculating a function from $n$ binary arguments. For this case, $G=C_{2}{ }^{n}$ is a group of binary $n$-vectors with componentwise addition $\bmod 2$.

If $K$ is a finite field, the necessary and sufficient condition for existence of absolutely irreducible representations of $C_{2}{ }^{n}$ in $K$ is that $|K|$ be odd. The Fourier transform in this case is known as the Walsh-Galois transform and in the case $K=C$ as the Walsh-Hadamard transform (Karpovsky; 1976).

We denote for pseudoboolean channels

$$
\begin{equation*}
\Omega_{f}(\gamma) \triangleq\left\{\omega \mid \hat{f}(\omega)=\gamma 2^{-n}\right\} \cup\{0\} \tag{19}
\end{equation*}
$$

Then, since for pseudoboolean channels $\alpha(\bar{\Omega})=|\bar{\Omega}|$ instead of (18), we have for $\bar{\Omega}_{\mathrm{opt}}$

$$
\begin{equation*}
\max _{\gamma \in \mathbb{R}} \max _{\bar{S} \leq \Omega_{f}(\gamma)}|\Omega|=\max _{\bar{S} C \Omega_{f}\left(\gamma_{\mathrm{opt}}\right)}|\bar{\Omega}|=\mid \bar{\Omega}_{\mathrm{opt}} \tag{20}
\end{equation*}
$$

TABLE III

| $\omega$ | $\left(\omega_{1}, \omega_{2}\right)$ | $f_{1}(\omega)$ | $f_{2}(\omega),(G F(11))$ | $f_{2}(\omega),(C)$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | $(0,0)$ | 4 | 8 | $\frac{5}{2}$ |
| 1 | $(1,0)$ | 0 | 0 | 0 |
| 2 | $(0,1)$ | 0 | 9 | $-\frac{1}{6}$ |
| 3 | $(1,1)$ | 0 | 5 | $\frac{4}{3}$ |
| 4 | $(0,2)$ | $\left(\begin{array}{cc}7 & 9 \\ 0 & 0\end{array}\right)$ | $\left(\begin{array}{cc}9 & 10 \\ 10 & 2\end{array}\right)$ | $\frac{1}{6}\left(\begin{array}{cc}21 & -\sqrt{3} \\ -\sqrt{3} & 0 \\ 0 & 0\end{array}\right)$ |
| 5 | $(1,2)$ | $\left(\begin{array}{ll}1 & 2 \\ 0 & 9\end{array}\right)$ | $\frac{1}{6}\left(\begin{array}{cc}6 & 2 \sqrt{3} \\ 0 & 10\end{array}\right)$ |  |

To simplify this procedure we may replace $\gamma_{\mathrm{opt}}$ and $\bar{\Omega}_{\mathrm{opt}}$ by $\gamma_{\mathrm{opt}}^{\prime}$ and $\bar{\Omega}_{\mathrm{opt}}^{\prime}$ where

$$
\begin{equation*}
\max _{\gamma}\left|\Omega_{f}(\gamma)\right|=\Omega_{f}\left(\gamma_{\mathrm{opt}}^{\prime}\right) \quad \text { and } \quad \max _{\Omega \subseteq \Omega_{f}\left(\gamma_{\mathrm{opt}}^{\prime}\right)}|\bar{\Omega}|=\left|\bar{\Omega}_{\mathrm{opt}}^{\prime}\right| . \tag{21}
\end{equation*}
$$

(Note that the complexity of the check constructed by (21) is, generally speaking, higher than that of the check constructed by (20).)

Example 4. For the pseudoboolean channel $f(t)=t^{2}-170-35, f$ : $C_{2}{ }^{8} \rightarrow C$ from the Example 1 we have $\hat{f}(\omega)=0,\|\omega\|=\sum_{j=1}^{8} \omega_{j}>2,\left|\Omega_{f}(0)\right|=$ $2^{8}-\binom{8}{0}-\binom{1}{8}-\binom{8}{2}=219, \gamma_{\text {opt }}^{\prime}=0$ and $\bar{\Omega}$ may be chosen as a linear space over $G F(2)$ with basis $\{(11001000),(01100100),(00110010),(10010001)\}$. Then $H_{1} \triangleq \bar{\Omega}^{\perp}$ is a linear space with basis $\{(10001001),(01001100),(00100110)$, (00010011) $\}$. Since the for every $t \in C_{2}^{8} t=t^{-1}$, we have by (13) for $f(t)=$ $t^{2}-170 t-35: \sum_{r \in H_{1}} f(t \mathrm{~W} \tau)=120$ (W stands for componentwise addition $\bmod 2$ ). Note that this check is not unique for $t^{2}-170 t-35$. For example we may replace $H_{1}$ by the subspace $H_{2}$ with basis $\{10001110),(01001101)$, (00101011), (0001 0001)\}.

Let $G=H_{1} \times \cdots \times H_{n}$. In some cases it is important to know whether there exists the check generated by the given subgroup $H_{j}$ for the channel $f$ : $G \rightarrow K$. For example (see Section 5), in the case where $H_{j}$ is a cyclic group, the network implementation of the check can be essentially simplified.

For every $\omega \in \hat{G}\left(G=H_{1} \times \cdots \times H_{n}\right)$ we denote $\omega=\left(\omega_{1}, \ldots, \omega_{n}\right), \omega \in \hat{G}$, $\omega_{r} \in\left\{0,1, \ldots,\left|\hat{H}_{r}\right|-1\right\}, r=1,2, \ldots, n$ (see Section 2). Then, for the given $f: G \rightarrow K$ there exists a check $\quad\left(\delta_{H_{j}} \circledast f\right)(t)=\gamma \delta_{H_{j}}(t \odot \tau)+\left|H_{j}\right| /|G|$
( $\left.\sum_{t \in G} f(\xi)-\gamma\right),(K)$ generated by the normal subgroup $H_{j}$ iff for every $\omega=$ $\left(\omega_{1}, \ldots, \omega_{j-1}, 0, \omega_{j+1}, \ldots, \omega_{n}\right)$,

$$
\begin{equation*}
\omega \in \Omega_{f}(\gamma, \tau) \tag{22}
\end{equation*}
$$

Indeed, (22) follows from the proof of Theorem 1, in view of

$$
\overline{\left\{\omega \mid \omega_{j}=0\right\}^{\perp}}=H_{j} .
$$

Example 5. Let channel $f_{2}: G \rightarrow G F(11)$ (where $G=C_{2} \times S_{3}$ ) is defined by Table I. The indexing of the elements $t \in G$ by vectors $\left(t_{1}, t_{2}\right), t_{1} \in C_{2}$, $t_{2} \in S_{3}$ is given in Table I. In this case $\omega=\left(\omega_{1}, \omega_{2}\right),\left(\omega_{1} \in C_{2}, \omega_{2} \in S_{3}\right)$, $\omega_{1} \in\{0,1\}, \omega_{2} \in\{0,1,2\}$. The indexing of the representation $\omega \in \hat{G}$ by vectors $\omega=\left(\omega_{1}, \omega_{2}\right)$ is given in Table III.

From this table it follows that $\bar{\Omega}_{5}=\{(0,0),(0,1),(0,2)\}=\Omega_{f_{2}}(2,4)$. Hence by (22) $C_{2}$ is the subgroup of $G$, generating the cyclic check

$$
f_{2}(t)+f_{2}(t \odot 6)=2 \delta_{C_{2}}(t \odot 4)+1,\left(C_{2}=\{0,6\}\right),(G F(11)) .
$$

It follows from Tables II and III that if we consider $f_{2}$ as $f_{2}: G \rightarrow C$, then a non-trivial cyclic check fro $f_{2}$ does not exist.

We consider now construction of linear checks for a device or a computer program calculating the system of functions $\left\{f^{(0)}, \ldots, f^{(s-1)}\right\}, f^{(j)}: G \rightarrow K(j=0$, $1, \ldots, s-1$ ). Let $G^{(I)}$ be come group with $s$ elements. The system $\left\{f^{(0)}, \ldots, f^{(s-1)}\right\}$ may then be considered as a computation channel $f: G^{(I)} \times G \rightarrow K$ over the group $G^{(I)} \times G$, and the methods described in this section may be made of use in finding the checks for $f$ (and consequently for the given system $\left\{f^{(0)}, \ldots\right.$, $\left.\left.f^{(s-1)}\right\}\right)$. In this connection we have an apparently quite difficult problem of optimal selection of a group $G^{(I)}$ of the given order $s=\left|G^{(I)}\right|$ minimizing the complexity of the check.

## 5. Implementation of Linear Checking Equations for the Computation Channel

We attribute an error $e(e: G \rightarrow K)$ to a channel $f: G \rightarrow K$ if the latter yields $f+e,(K)$ instead of $f$. (In other words, we use the additive method to describe the influence of errors in the channel.)

The procedure of error detection or correction is divided in two steps, as is usually done in coding theory: first, we compute the results of the checks (1), called the error syndrome; secondly, we detect or correct errors by the computed syndrome. We give now the formal definitions.

Let $K_{j}$ be some chosen fields and $f: G \rightarrow \bigcap_{j=1}^{m} K_{j}$ be the given channel with the system of checks $\delta_{H_{j}} \circledast f=\varphi_{j}+\lambda_{j},\left(K_{j}\right)$. Let $e: G \rightarrow \bigcap_{j=1}^{m} K_{j}$ be an error
in the channel $f$. By the syndrome $S^{(e)}$ of an error $e$, we mean the system of functions $S_{j}^{(e)} G \rightarrow K_{j}$ defined as:

$$
\begin{equation*}
S_{j}^{(e)} \triangleq \delta_{H_{j}} \circledast(f+e)-\varphi_{j}-\lambda_{j}=\delta_{H_{j}} \circledast e,\left(K_{j}\right),(j=1, \ldots, m) \tag{23}
\end{equation*}
$$

In this section we consider methods for syndrome computation. In practice, computation of the syndrome $S^{(e)}$ may be implemented with the aid of the computer program or the linear discrete network containing only the delay elements, the adder in the field $K$ and elements realizing the group operation $\odot$. In the first case the quantity $\sum_{j=1}^{m}\left\|\delta_{H_{j}}\right\|$ (see preceding section) is the number of elementary addition in computing the syndrome $S^{(e)}$. In the second, it determines the complexity of the corresponding discrete network, i.e. the number of elements needed for its realization and the time for computing the syndrome (see Fig. 1, below).

Let $\left\{f^{(0)}, \ldots, f^{(s-1)}\right\}$ be the given system of functions $f^{(j)}: G \rightarrow K,(j=0, \ldots$,


Fig. 1. Network implementation of one check for the system $\left\{f^{(0)}, \ldots, f^{(s-1)}\right\}$.
$s-1$ ). We consider $\left\{f^{(j)}\right\}$ as a function $f: G^{(I)} \times G \rightarrow K$, where $G^{(I)}=$ $\{0, \ldots, s-1\}$. The network implementation of one checking equation $\delta_{H} * f=$ $\varphi+\lambda,(K)$ is given in Fig. 1.

Here

$$
\delta_{H}(j, \zeta)= \begin{cases}1, & j \in H^{(I)}=\{0, \ldots, r-1\}, \zeta \in H=\left\{0, \zeta_{1}, \ldots, \zeta_{|H|-1}\right\} \\ 0, & \text { otherwise }\end{cases}
$$

$H$ being a normal subgroup of $G$ and $H^{(I)}$ a normal subgroup of $G^{(I)}$; the $j$ th right coset of $G^{(I)}$ with respect to $H^{(r)}$ is $\{j r, j r+1, \ldots,(j+1) r-1\},\left(r=\left|H^{(I)}\right|\right.$; $j=0, \ldots, s / r-1) \mid$. As previously in Theorem 1 , we suppose that $\varphi(t)=$ $\gamma \delta_{H}(t \odot \tau),(K)$.

In the network of Fig. 1. signals corresponding to

$$
f(t), f\left(t \odot \zeta_{1}^{-1}\right), \ldots, f\left(f \odot \zeta_{|H|-1}^{-1}\right) \quad \text { and } \quad \delta_{\tau^{-1}, t}, \delta_{\tau^{-1}, t \odot \zeta_{1}^{-1}}, \ldots, \delta_{\tau^{-1}, t \odot \zeta_{|H|-1}^{-1}}
$$

are applied at successive instants of time to the input of the adders $\Sigma$ in the field $K$ with initial state $-\lambda \in K$. For generation of $\varphi(t)=\gamma \delta_{H}(t \odot \tau)$, we make use of the fact that, by definition of $\delta_{H}$, we have

$$
\delta_{H}(t \odot \tau)=\delta_{\tau^{-1}, t}+\sum_{j=1}^{|H|-1} \delta_{\tau^{-1}, t \odot \zeta_{j}^{-1}},(K) .
$$



Fig. 2. Network implementation of a check for channel $f=\left\{f^{(0)}, \ldots, f^{(s-1)}\right\}$ in case $H$ contains the subgroup $H^{\prime}=\left\{0, \zeta_{1}, \ldots, \zeta_{L-1}\right\}$.

Let $H$ contain some subgroup $H^{\prime}=\left\{0, \zeta_{1}, \ldots, \zeta_{l-1}\right\}$ (not necessarily normal in $H$ ), and let $\mid H \| l=\nu$ be the number of right cosets of $H$ with respect to $H^{\prime}$, with representatives $0, \eta_{1}, \ldots, \eta_{\nu-1}$. The following block diagram (see Fig. 2) is then equivalent to that of Fig. 1 .

To implement this network, we need only $(l+v-2)$ delay elements and ( $l+\nu-2$ ) elements realizing the group operation. Accordingly the network of Fig. 2. is preferable if $H$ contains some non-trivial subgroup $H^{\prime}$.

The network implementation of the given check $\delta_{H} \circledast f=\varphi+\lambda,(K)$ can be further simplified if $H$ is a cyclic subgroup of the original group $G$. The network implementation of a check $\delta_{H} \circledast f=\varphi+\lambda$, $(\mathrm{K})\left(\delta_{H}(\zeta)=1 \mathrm{iff} \zeta \in H\right.$, $H$ being a cyclic group with generator $\alpha$ ) is given in Fig. 3.


Fig. 3. Network implementation of channel $f=\left\{f^{(0)}, \ldots, f^{(s-1)}\right\}$ in case of the check, generated by the cyclic subgroup with generator $\alpha$.

Here we have identity of $H$ at the output of the delay element $d_{1}$ at the initial time and signals corresponding to $\alpha^{-1}, t, \tau \in G$ are applied, at $|H|$ successive instants of time, to the inputs of the network. It should be noted that the complexity of the network of Fig. 3. does not depend on the cardinality $|H|$ of the chosen cyclic subgroup, which only affects the time required for the check.

Suppose now that the syndrome computation is implemented by a computer program.

Let $\delta_{H} \circledast f=\varphi+\lambda,(K), H=\left\{\zeta \mid \delta_{H}(\zeta)=1\right\}, H$ containing some non-
trivial normal subgroups $H_{1}, H_{2}$ of group $G$, and let $\delta_{H_{r}}(\zeta)=1$, iff $\zeta \in H_{r}$; $r=1,2$. If moreover,

$$
\begin{equation*}
\theta \delta_{H}=\delta_{H_{1}} \circledast \delta_{H_{2}}, \quad \theta \in K \tag{24}
\end{equation*}
$$

$\left(\left\|\delta_{H_{1}}\right\|>1,\left\|\delta_{H_{2}}\right\|>1\right)$ then we need $\left\|\delta_{H_{1}}\right\|+\left\|\delta_{H_{2}}\right\| \leqslant\left\|\delta_{H}\right\|$ elementary additions to compute $S^{(e)}$. It is readily seen that (24) holds iff $H$ is the smallest normal subgroup of $G$ containing $H_{1}$ and $H_{2}$ and $\Theta=\left|H_{1} \cap H_{2}\right|$.

## 6. Error-Detecting and Correcting Capability <br> of a System of Linear Checks for a Computation Channel

Let there be a system of $m$ checks in some chosen fields $K_{j}(j=1, \ldots, m)$ constructed in accordance with Theorem 2 for the given channel $f: G \rightarrow \bigcap_{j=1}^{m} K_{j}$ :

$$
\begin{equation*}
\delta_{H_{j}} \circledast f=\varphi_{j}+\lambda_{j},\left(K_{j}\right), \quad(j=1, \ldots, m) . \tag{25}
\end{equation*}
$$

Here $\delta_{H_{j}}(t)=1$ iff $\tau \in H_{j}, H_{j}$ being normal subgroups in $G,\left|H_{j}\right|>1$, $\operatorname{Im} \varphi_{j} \subseteq \bigcap_{j=1}^{m} K_{j}$ for all $j=1, \ldots, m$.

We shall consider two methods for detection or correction of an error $e$ by the syndrome $S^{(e)}$ (see (23) in Section 5) namely memoryless and memory-aided decoding.

In memoryless decoding the value $e(t)$ is computed for the every $t \in G$ by $S^{(e)}(t)$; in memory-aided decoding $e=(e(0), e(1), \ldots, e(|\boldsymbol{G}|-1)$ ) is computed by $S^{(e)}=\left(S^{(e)}(0), S^{(e)}(1), \ldots, S^{(e)}(|G|-1)\right)$. (We suppose that elements of $G$ are numbered by integers, $G=\{0, \ldots,|G|-1\}$ ). We note that the procedure of error detection and correction is simpler with memoryless decoding, but as will be shown in this section, the error-correcting capability of the given checking system (25) is reduced in this case.

We give the formal definitions. Let for any set $E$ or errors, the error $e=0$ belongs to $E$.

A set $E$ of errors in a channel $f$ with checks (25) is detected by memoryless decoding if, for any $e \in E$ and for every given $t \in G$, it follows from $e(t) \neq 0$ that there exists $j \in\{1, \ldots, m\}$ such that $S_{j}^{(e)}(t) \neq 0$.

A set $E$ of errors is corrected by memoryless decoding, if for any $e_{1}, e_{2} \in E$ and for every given $t \in G$, it follows from $e_{1}(t) \neq e_{2}(t)$ that there exists $j \in\{1, \ldots, m\}$ such that $S_{j}^{\left(e_{1}\right)}(t) \neq S_{j}^{\left(e_{2}\right)}(t)$.

A set $E$ of errors in a channel $f$ with checks (25) is detected by memory-aided decoding if, for any $e \in E$ it follows from $e \neq 0$ that there exist $j \in\{1, \ldots, m\}$ and $t \in G$ such that $S_{j}^{(e)}(t) \neq 0$.

A set $E$ of errors is corrected by memory-aided decoding if, for any $e_{1}, e_{2} \in E$ it follows from $e_{1} \neq e_{2}$ that there exist $j \in\{1,2, \ldots, m\}$ and $t \in G$ such that $S_{j}^{\left(e_{1}\right)}(t) \neq S_{j}^{\left(e_{2}\right)}(t)$.

It will be shown in this section that the error-detection and correction capabilities of the check system (25) increase exponentially on transition from memoryless to memory-aided decoding.

A system of checks (25) is said to be orthogonal if $H_{i} \cap H_{j}=\{0\}(i \neq j$; $i, j=1, \ldots, m$ ). (Such a definition of orthogonality of computation-channel checks is analogous to one used in the theory of threshold decoding for errorcorrecting codes (see, e.g., Massey, 1963).) Hereinafter, only orthogonal checks will be considered.

An error is said to be present in the given channel $f$ if for the latter $f+e,(K)$, is computed instead of $f$. By the multiplicity of an error $e$, we mean $\|e\|$. (Such a definition of multiplicity is natural, if the errors in computing $f(t)$ are independent for different $t-a s$, for example, it may be the case when $f(t)$ is information stored in a memory cell with address $t$.)

We next consider the question of maximal multiplicity of errors detected or corrected by a system (25) of $m$ orthogonal checks, using memoryless and memory-aided decoding.

Theorem 3. For any channel $f: G \rightarrow \bigcap_{j=1}^{m} K_{j}$ and any system (25) of $m$ orthogonal checks, we have for memoryless decoding:
(i) All errors with multiplicity at most $m$ are detected, and all those with multiplicity at most [ $\mathrm{m} / 2$ ] are corrected.
(ii) There exist errors with multiplicity $m+1$ and $[m / 2]+1$, which are not detected and not corrected, respectively. (Here [ $m / 2$ ] is the greatest integer $\leqslant m / 2$ ).

Proof. (i) The error $e$ is not detected under memoryless decoding, if there exists $t \in G$ such that $e(t) \neq 0$ and
$S_{j}^{(e)}(t)=\left(\delta_{H_{j}} \circledast e\right)(t)=e(t)+\sum_{\zeta \in H_{j}-\{0\}} e\left(t \odot \zeta^{-1}\right)=0,\left(K_{j}\right), j=1, \ldots, m$.
By the orthogonality of the checks, it follows from (26) that there exist at least $m$ different elements $t_{1}, \ldots, t_{m}$ such that $t_{j} \equiv t\left(\bmod H_{j}\right), t_{j} \neq t$ and $e\left(t_{j}\right) \neq 0$, $j=1,2, \ldots, m$. Hence, $\|e\| \geqslant m+1$, and any error with multiplicity not greater than $m$ will be detected by $m$ checks.

Now let $\left\|e_{1}\right\| \leqslant[m / 2],\left\|e_{2}\right\| \leqslant[m / 2]$ and $e_{1}(t) \neq e_{2}(t)$ for some $t \in G$. Set $e \triangleq e_{1}-e_{2}$ then $e(t) \neq 0$ and $\|e\| \leqslant 2[m / 2] \leqslant m$. Then there exists $j \in\{1, \ldots, m\}$ such that $S_{j}^{(e)}(t)=S_{j}^{\left(e_{1}\right)}(t)-S_{j}^{\left(e_{2}\right)}(t) \neq 0$, hence any error with multiplicity at most [ $m / 2$ ] will be corrected.
(ii) We define $e_{0}$ as follows:

$$
e_{0}(0)=1 ; e_{0}\left(t_{1}\right)=\cdots=e_{0}\left(t_{m}\right)=-1 ; e_{0}(t)=0 \text { if } t \notin\left\{0, t_{1}, \ldots, t_{m}\right\}
$$

where $t_{j} \in H_{j}, \quad t_{j} \neq 0, j=1, \ldots, m$. Then $\left\|e_{0}\right\|=m+1$ but $S_{j}^{\left(e_{0}\right)}(0)=0$, ( $j=1, \ldots, m$ ), and the error $e_{0}$ is not detected.

Defining:

$$
\begin{aligned}
& e_{1}(0)=1 ; e_{1}\left(t_{1}\right)=\cdots=e_{1}\left(t_{[m / 21}\right)=-1 ; e_{1}(t)=0 \text { if } t \notin\left\{0, t_{1}, \ldots, t_{[m / 2]}\right\} \\
& \quad e_{2}\left(t_{[m / 2]+1}\right)=\cdots=e_{2}\left(t_{m}\right)=1 ; e_{2}(t)=0 \text { if } t \notin\left\{t_{[m / 2]+1}, \cdots, t_{m}\right\}, \\
& \left(t_{j} \in H_{j}, t_{j} \neq 0, j=1, \ldots, m\right), \text { we have }\left\|e_{1}\right\|=[m / 2]+1,\left\|e_{2}\right\|=m-[m / 2] \leqslant \\
& {[m / 2]+1, e_{1}(0) \neq e_{2}(0) \text { but }}
\end{aligned}
$$

$$
S_{j}^{\left(e_{1}\right)}(0)=S_{j}^{\left(e_{2}\right)}(0)= \begin{cases}0, & j=1, \ldots,\left[\frac{m}{2}\right] \\ 1, & j=\left[\frac{m}{2}\right]+1, \ldots, m\end{cases}
$$

and errors $e_{1}, e_{2}$ with multiplicity $[m / 2]+1$ are not corrected.
Note that for correction with memoryless decoding, use may be made of a method analogous to the majority logic approach in error-correcting codes (see, e.g., Massey, 1963). Let $m=2 l+1$ and $\|e\| \leqslant l$. Then for any $t \in G$, there are at lease $l+1$ components with the same value $e(t)$ in a vector $S^{(e)}(t)=$ ( $\left.S_{\mathbf{1}}^{(e)}(t), \ldots, S_{m}^{(e)}(t)\right)$. We thus have a simple means of error correction for a syndrome vector $\left(S_{1}^{(e)}(t), \ldots, S_{m}^{(e)}(t)\right)$.

We now consider the maximal multiplicites of errors detected or corrected with memory-aided decoding.

For a given system (25) or orthogonal checks, we denote $M\left(\sigma_{1}, \ldots, \sigma_{m}\right)$ as the set of all $t \in G$ such that there exist $t_{j} \in H_{j}, t_{j} \neq 0$, and

$$
t=\sigma_{1} t_{1} \odot \sigma_{2} t_{2} \odot \cdots \odot \sigma_{m} t_{m} \triangleq \bigodot_{j=1}^{m} \sigma_{j} t_{j}, \sigma_{j} \in\{0,1\}, \sigma_{j} t_{j} \triangleq\left\{\begin{array}{lc}
t_{j}, & \sigma_{j}=1 \\
0, & \sigma_{j}=0
\end{array}\right.
$$

$j=1, \ldots, m$. We also resuire that for any $\sigma=\left(\sigma_{1}, \ldots, \sigma_{m}\right)$ and $\sigma^{\prime}=\left(\sigma_{1}^{\prime}, \ldots, \sigma_{m}^{\prime}\right)$, $\left(\sigma \neq \sigma^{\prime}\right)$

$$
\begin{equation*}
M(\sigma) \cap M\left(\sigma^{\prime}\right)=\varnothing(\varnothing \text { is the empty set }) \tag{27}
\end{equation*}
$$

(Note that by setting

$$
\sigma^{\prime}=(\underbrace{0, \ldots, 0,1}_{i}, 0, \ldots, 0), \quad \sigma=\underbrace{(0, \ldots, 0,1,0, \ldots, 0)}_{j}
$$

we have by (27), $H_{i} \cap H_{j}=\{0\},(i \neq j)$.) If for a system (25) of checks the condition (27) holds, then the number $m$ of checks satisfies

$$
\begin{equation*}
m \leqslant \log _{2}|G| \tag{28}
\end{equation*}
$$

Condition (27) essentially implies that $H_{1} \times \cdots \times H_{m}$ is isomorphic to a subgroup of $G$ and this is a very strong restriction on the system (25) of checks.

Theorem 4. For any channel $f: G \rightarrow \bigcap_{j=1}^{m} K_{j}$ and any system of $m$ checks $\delta_{H_{j}} \circledast f=\varphi_{j}+\lambda_{j}(j=1, \ldots, m)$ satisfying (27), we have for memory-aided decoding:
(i) All errors with multiplicity at most $2^{m}-1$ are detected, and all those with multiplicity at most $2^{m-1}-1$ are corrected.
(ii) There exist errors with multiplicity $2^{m}$ and $2^{m-1}$, which are not detected and not corrected, respectively.

Proof. (i) Let $e(t) \neq 0$ for some $t \in G$. We shall show that if the error $e$ is not detected, then for any vector $\sigma=\left(\sigma_{1}, \ldots, \sigma_{m}\right)\left(\sigma_{j} \in\{0,1\}\right)$ there exists at least one $t_{\sigma} \in t \odot M(\sigma)(t \odot M(\sigma)=\{\zeta \mid \zeta=t \odot \nu, \nu \in M(\sigma)\})$ such that $e\left(t_{\sigma}\right) \neq 0$. Since from (27) $\left|\bigcup_{\sigma} M(\sigma)\right| \geqslant 2^{m}$, then it follows from the above that $\|e\| \geqslant 2^{m}$.

The proof will be by induction on $\|\sigma\|=\sum_{j=1}^{m} \sigma_{j}$.
Let $e(t) \neq 0$ and set $\sigma=(0, \ldots, 0)$. Then $\|\boldsymbol{\sigma}\|=0$, and setting $t_{\sigma}=t$ we have $t \in t \odot M(\sigma)$ and $e\left(t_{\sigma}\right) \neq 0$.

Let it further be assumed that $e(t) \neq 0, e$ is not detected and for any $\sigma^{\prime}$ such that $\left\|\sigma^{\prime}\right\|=l(l=1, \ldots, m-1)$ there exists $t_{\sigma^{\prime}} \in t \odot M\left(\sigma^{\prime}\right)$ such that $e\left(t_{\sigma^{\prime}}\right) \neq 0$. Set $\|\sigma\|=l+1$. By the definition of $M(\sigma)$, there exist $\sigma^{\prime}$ and some non-trivial subgroup $H_{i}(i \in\{1,2, \ldots, m\})$ such that $\left\|\sigma^{\prime}\right\|=l$ and

$$
\begin{equation*}
M(\sigma)=\bigcup_{\zeta \in H_{i}-\{0\}} M\left(\sigma^{\prime}\right) \odot \zeta . \tag{29}
\end{equation*}
$$

Since by the assumption $e\left(t_{\sigma^{\prime}}\right) \neq 0$, and if $e$ is not detected then

$$
\sum_{\zeta \in H_{i}} e\left(t_{\sigma^{\prime}} \odot \zeta^{-1}\right)=e\left(t_{\sigma^{\prime}}\right)+\sum_{\zeta \in H_{i}-\{0\}} e\left(t_{\sigma^{\prime}} \bigcirc \zeta^{-1}\right)=0,\left(K_{i}\right),
$$

and there exists at least one $\zeta \in H_{i}-\{0\}$ such that if we set $t_{\sigma}=t_{\sigma} \odot \zeta^{-1}$ then $e\left(t_{\sigma}\right) \neq 0$. But $t_{\sigma^{\prime}} \in t \odot M\left(\sigma^{\prime}\right)$, and in view of (29) we have $t_{\sigma}=t_{\sigma^{\prime}} \odot \zeta^{-1} \in$ $t \odot M(\sigma)$. Consequently, all $e$ such that $0<\|e\| \leqslant 2^{m}-1$ are detected.
Let now $\left\|e_{1}\right\| \leqslant 2^{m-1}-1,\left\|e_{2}\right\| \leqslant 2^{m-1}-1, e_{1} \neq e_{2}$. Then $e \triangleq e_{1}-e_{2}$, $e \neq 0,\|e\|<2^{m}, e$ is detected and there exists $t \in G, j \in\{1,2, \ldots, m\}$ such that $S_{j}^{(e)}(t)=S_{j}^{\left(e_{1}\right)}(t)-S_{j}^{\left(e_{2}\right)}(t) \neq 0$. Consequently, all errors multiplicity at most $2^{m-1}-1$ are corrected.
(ii) We now construct the non-detected error $e_{0}$ with multiplicity $2^{m}$ : Let us fix arbitrary $t_{j} \in H_{j}\left(t_{j} \neq 0\right), j=1, \ldots, m$ and set

$$
e_{0}(t)= \begin{cases}(-1)^{||\sigma|}, & \text { if there exists } \sigma=\left(\sigma_{1}, \ldots, \sigma_{m}\right) \text { such that } t=\bigodot_{j=1}^{m} \sigma_{j} t_{j}  \tag{30}\\ 0, & \text { otherwise }\end{cases}
$$

It follows by (30) that $\left\|e_{0}\right\|=2^{m}$. We show now that for any $t \in G$ and $j \in\{1, \ldots, m\}$, $S_{j}^{\left(e_{0}\right)}(t)=\sum_{\zeta \in H_{j}} e_{0}\left(t \odot \zeta^{-1}\right)=0,\left(K_{j}\right)$.

If for some $t \in G$ and some $\zeta_{j} \in H_{j}, e_{0}\left(t \odot \zeta^{-1}\right) \neq 0$ then in view of (30) there can be found $\sigma$ such that $t \odot \zeta_{j}^{-1}=\bigcirc_{i=1}^{m} \sigma_{i} t_{i}$ and

$$
\begin{align*}
S_{j}^{\left(e_{0}\right)}(t) & =\sum_{\zeta \in H_{j}} e_{0}\left(t \bigcirc \zeta^{-1}\right)=e_{0}\left(\bigcirc_{i=1}^{m} \sigma_{i} t_{i}\right)+\sum_{i \in H_{j}-\{0\}} e_{0}\left(\bigcirc_{i=1}^{m} \sigma_{i} t_{i} \bigcirc \zeta^{-1}\right) \\
& =e_{0}\left(\bigcirc_{i=1}^{m} \sigma_{i} t_{i}\right)+\sum_{\zeta \in H_{j}-\{0\}} e_{0}\left(\bigodot_{i=1}^{j} \sigma_{i} t_{i} \odot \zeta^{-1} \bigcirc \bigodot_{i=j+1}^{m} \sigma_{i} t_{i}\right),\left(K_{j}\right) \tag{31}
\end{align*}
$$

(Here we use the fact that $H_{j}$ and $H_{j+1} \times \cdots \times H_{m}$ are normal subgroups of $G$ with only the identity in common.) Now, if $\sigma_{j}=0$, then in view of (30), (27),

$$
e_{0}\left(\bigodot_{i=\mathbf{1}}^{j} \sigma_{i} t_{i} \odot \zeta^{-1} \odot \bigodot_{i=j+\mathbf{1}}^{m} \sigma_{i} t_{i}\right) \neq 0 \quad \text { iff } \quad \zeta^{-\mathbf{1}}=t_{j}
$$

and by (30) we have

$$
\sum_{\zeta \in H_{3}-\{0\}} e_{0}\left(\bigodot_{i=1}^{j} \sigma_{i} t_{i} \odot \zeta^{-1} \odot \bigodot_{i=j+1}^{m} \sigma_{i} t_{i}\right)=(-1)^{\left\|\sigma^{\|}\right\|+1},\left(K_{j}\right) .
$$

Hence, by (31), (30)

$$
S_{j}^{\left(e_{0}\right)}(t)=(-1)^{\|\sigma\|}+(-1)^{\|\sigma\|+1}=0,\left(K_{j}\right),(j=1, \ldots, m)
$$

Analogically, if $\sigma_{j}=1$ then in view of (30), (27) we see that

$$
e_{0}\left(\bigodot_{i=1}^{j} \sigma_{i} t_{i} \odot \zeta^{-1} \odot \bigodot_{i=j+1}^{m} \sigma_{i} t_{i}\right) \neq 0 \quad \text { iff } \quad \zeta^{-1}=t_{j}^{-1},
$$

and

$$
\sum_{\zeta \in H_{j}-\{0\}} e_{0}\left(\bigodot_{i=1}^{j} \sigma_{i} t_{i} \odot \zeta^{-1} \odot \underset{i=j+1}{\infty} \sigma_{i} t_{i}\right)=(-1)^{\|\sigma\| \|-1},\left(K_{j}\right) .
$$

(Note that $\|\sigma\|>1$ since $\sigma_{j}=1$.) Consequently, by (31), (30)

$$
S_{j}^{\left(e_{0}\right)}(t)=(-1)^{\|\mid\| \|}+(-1)^{\|\mid a\|-1}=0,\left(K_{j}\right), \quad(j=1, \ldots, m)
$$

and $e_{0}$ is not detected.
To conclude this proof, we note that existence of non-corrected errors with multiplicity $2^{m-1}$ follows from the fact that otherwise any error with multiplicity $2^{m}$ would be detected.

Thus, it follows from Theorems 3 and 4 that the error-detecting and correcting
capabilities of a system of $m$ orthogonal checks do not depend on field $K$ and increase exponentially on transition from memoryless to memory-aided decoding.

Example 6. For the pseudoboolean channel $f(t)=t^{2}-170 t-35, f$ : $C_{2}{ }^{8} \rightarrow C$ from Example 4, Section 4 we have constructed two checks $\sum_{\zeta \in H_{i}} f(t \mathrm{~W} \tau)=120(i=1,2), H_{1}, H_{2}$ have been described in Example 4. It is easy to verify that these checks are orthogonal and the condition (27) is satisfied. Thus from Theorems 3 and 4 these two checks detect all double errors and correct all single errors for memoryless decoding, detect all triple errors and correct all single errors for memory-aided decoding.

## 7. Orthogonal Checks for Computation Channels and Error-Correcting Codes

We consider in this section properties of error correcting codes generated by systems of orthogonal checks for computation channels.

We recall some basic definitions. Let $V_{g, K}$ be a linear space over the field $K$ of dimension $g, d(\cdot ; \cdot)$ being the Hamming metric in $V_{g, K}$, i.e. for any $f_{1}$, $f_{2} \in V_{g, K}, d\left(f_{1} ; f_{2}\right)=\left\|f_{1}-f_{2}\right\|-$ the number of non-zero components in the vector $f_{1}-f_{2}$. A set $F \subseteq V_{g, K}$ is called the error-correcting code over $K$ with distance $d(F)$, if $\min _{f_{1}, f_{2}} d\left(f_{1} ; f_{2}\right)=d(F)$. It is called a linear $(g, h)$-code over $K$ if it is an $h$-dimensional subspace of $V_{g, K}$, in which case it may also be defined by its $((g-h) \times g)$ check matrix $\left(F_{c}\right)$ over $K$, i.e. $f \in F$ iff $\left(F_{c}\right) f=0,(K)$. (32) The density of parity checks for the ( $g, h$ )-code $F$ is defined as

$$
\mu(F)=\frac{1}{(g-h) g} \sum_{i, j}\left\|\left(F_{c}\right)_{i, j}\right\| .
$$

The coding and decoding procedures may be simplified on decreasing of $\mu(F)$, but this leads also to reduction of a transmission rate $R(F)=g h^{-1}$ of a code $F$ (see, e.g., Gallager, 1963). We denote by $f(t)$ the $t$ th component of the code vector $f \in F(t=0,1, \ldots, g-1)$.

A function $\sigma:\{0,1, \ldots, g-1\} \rightarrow\{0,1, \ldots, g-1\}$ is called an automorphism of a code $F$ if for any $f \in F$ we have $f(\sigma) \in F$, where $(f(\sigma))(t) \triangleq f(\sigma(t)), t=$ $0, \ldots, g-1$. The set of all automorphisms of $F$ is a group $\operatorname{Aut}(F)$ which affects the complexity of the coding and decoding procedures (see, e.g., MAC WILLIAMS, 1964). If, for example, $\operatorname{Aut}(F)$ contains the group of cyclic translations of vectors from $F$, then we have an important class of cyclic codes. Analysis of $\operatorname{Aut}(F)$ and construction of codes with the given $\operatorname{Aut}(F)$ is an important and difficult problem in coding theory (MAC WILLIAMS, 1964).

We consider now the error correcting codes generated by systems of orthogonal checks for computation channels.

Theorem 5. For a given system of $m$ checks in the field $K$ satisfying (27) we denote
$F=\left\{f \mid \delta_{H_{j}} \circledast f=\varphi_{j}+\lambda_{j},(K) ; H_{j}\right.$ normal subgroups of $\left.G(j=1, \ldots, m)\right\}$.
Then
(i) for any $\varphi_{j}: G \rightarrow K, \lambda_{j} \in K, F$ is an error correcting code over $K$ with Hamming distance $d(F)=2^{m}$;
(ii) for $\varphi_{j}=0, \lambda_{j}=0,(K),(j=1, \ldots, m), F$ is a linear $(|G|,|G| R(F))$ code with $d(F)=2^{m}, R(F)=\prod_{i=1}^{m}\left(1-\left|H_{i}\right|^{-1}\right)$ and $G \subseteq \operatorname{Aut}(F)$.

Proof. (i) For any $f_{1}, f_{2} \in F$ we set $e=f_{1}-f_{2},(K)$. Then $\delta_{H_{j}} * e=0$, $(K),(j=1, \ldots, m), e$ is not detected by memory-aided decoding and, by Theorem $4,\|e\| \geqslant 2^{m}$ and $d(F) \geqslant 2^{m}$.

On the other hand there exists the error $e_{0}$ such that $\left\|e_{0}\right\|=2^{m}$ and $e_{0}$ is not detected by memory-aided decoding (see Theorem 4, (ii)). Hence, if $f \in F$ then $f+e_{0} \in F,(K)$, and $d(F)=2^{m}$.
(ii) If $\varphi_{j}=0, \lambda_{j}=0(j=1, \ldots, m)$, then $F$ is linear space over $K$. By (27) $H_{1} \times \cdots \times H_{m}$ is isomorphic to some normal subgroup of $G$ and for any ordering elements of subgroups $H_{j}$ we have $t=\left(t_{1}, \ldots, t_{m}, t_{m+1}\right)$ where $t_{j} \in\left\{0, \ldots,\left|H_{j}\right|-1\right\}(j=1, \ldots, m), t_{m+1} \in\left\{0, \ldots,|G| \prod_{j=1}^{m}\left|H_{j}\right|^{-1}\right\}$. Then $f \in F$ iff

$$
\sum_{t_{j}=0}^{\left|H_{j}\right|-1} f\left(t_{1}, \ldots, t_{j-1}, t_{j}, t_{j+1}, \ldots, t_{m}, t_{m+1}\right)=0 \quad(j=1, \ldots, m)
$$

for all $t_{m+1} \in\left\{0, \ldots,|G| \prod_{j=1}^{m}\left|H_{j}\right|^{-1}\right\}$. Hence if $|G|=g, R(F)=g h^{-1}$ then
$h=\operatorname{dim} F=|G| R(F)=\frac{|G|}{\prod_{j=1}^{m}\left|H_{j}\right|} \prod_{j=1}^{m}\left(\left|H_{j}\right|-1\right)=|G| \prod_{j=1}^{m}\left(1-\left|H_{j}\right|^{-1}\right)$.
For any $f \in F$ and $\tau \in G$ we set $f_{5}(t)=f(t \odot \tau)$ then $f_{6} \in F$ and $G \subseteq \operatorname{Aut}(F)$.
We note that for a code $F$ generated by a system of orthogonal homogeneous checks with $\varphi_{j}=0, \lambda_{j}=0(j=1, \ldots, m)$ if $f \in F$ then for any $\psi: G \rightarrow K$ $f \circledast \Psi \in F, \psi \circledast f \in F$ and $F$ is a two side ideal in the group algebra of the group $G$ over the field $K$. We note also that code $F$ is a special case of the low density parity check codes considered by Gallager (1963) and one may construct by Theorem 5 linear codes $F$ over the given field $K$ with the fixed Hamming distance $d(F)=2^{m}$, with transmission rate $R(F)$ asymptotically ( $|G| \rightarrow \infty$ ) equals to one and with the density of checks $\mu(F)$ asymptotically equals to zero. For example, we may set $G=\prod_{j=1}^{m} H_{j},\left|H_{1}\right|=\cdots=\left|H_{m}\right|=|H|$, then by Theorem 5 we have a linear $\left(|H|^{m},(|H|-1)^{m}\right) \operatorname{code} F$ over $K$ with $d(F)=$ $2^{m}$ and if $|\boldsymbol{G}| \rightarrow \infty$, then $|H| \rightarrow \infty, \lim _{|H| \rightarrow \infty} R(F)=\lim _{|H| \rightarrow \infty}\left(1-|H|^{-1}\right)^{m}=$ 1 and for $m>1 \lim _{|H| \rightarrow \infty} \mu(F)=\lim _{|H| \rightarrow \infty}|H|^{-(m-1)}=0$.
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