Fast direct solution methods for symmetric banded Toeplitz systems, based on the sine transform

Jef Hendrickx, Marc Van Barel*

Department Computerwetenschappen, Katholieke Universiteit Leuven, Celestijnenlaan 200 A, B-3001
Heverlee, Belgium

Received 21 September 2000; accepted 19 June 2001

Submitted by V. Olshevsky

Abstract

We present new fast direct methods for solving a large symmetric banded Toeplitz system of order \( n \) with bandwidth \( p \). We make use of structured matrices which can be diagonalized by the discrete sine transform matrix, sometimes called \( \tau \)-matrices. A first method writes the Toeplitz matrix as the sum of a \( \tau \)-matrix and a low rank matrix. A second method embeds the Toeplitz matrix in a larger \( \tau \)-matrix of order \( m \). The methods are similar to Jain [IEEE Trans. Acoust. Speech Signal Process. 26 (1978) 121] and Linzer [Linear Algebra Appl. 170 (1992) 1], who worked with circulant matrices. Both algorithms consist in solving two \( \tau \)-systems and two smaller systems. A \( \tau \)-system of order \( n \) can be solved in \( O(n \log n) \) by using a discrete sine transform if \( n + 1 \) has small prime factors. Therefore, the second algorithm is preferable, since we can choose \( m \) such that \( m + 1 \) has small prime factors. On the other hand, in the second method the smaller systems can become large when \( m \) differs too much from \( n \), while in the first method the order is always \( p - 1 \). In both methods, the small systems have low displacement rank, so we can use fast methods to solve them. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction

In this paper, we present two new methods for solving the system $T x = b$, where $T$ is a symmetric banded Toeplitz matrix of order $n$ and bandwidth $p$, i.e., the elements $t_{ij}$ of $T$ satisfy $t_{ij} = t_{|i-j|}$ and $t_k = 0$ for $k > p$. Such problems occur in many practical problems, like the numerical solution of ordinary differential equations, the numerical solution of Markov chains in the theory of queueing problems, or it can be used as a preconditioner for a dense Toeplitz matrix. We refer to [3,24] for some references to applications.

The methods are based on the fact that a banded Toeplitz matrix differs in only a few elements from a matrix that can be diagonalized by a sine transform, called $\tau$-matrices by Bini and Capovani [1,2]. A system with a $\tau$-matrix of order $n$ can be solved very fast in $O(n \log n)$ operations by making use of the discrete sine transform if $n + 1$ is a power of 2 or has at least small prime factors [35,37]. This has made matrices from the $\tau$-class very suitable as preconditioner for banded or dense Toeplitz systems; see e.g. [5,8,10]. These preconditioners are used when solving the system by an iterative method, for instance the preconditioned conjugate gradient method. Yet in this paper we will describe some direct methods for solving banded Toeplitz matrices. A first method, the correction method, uses the fact that the banded Toeplitz matrix can be written as the sum of a $\tau$-matrix and a low rank matrix to reduce the system to two $\tau$-systems of order $n$ and two smaller systems of order $p - 1$. The operation count is therefore $O(n \log n + p^3)$ if $n + 1$ has small prime factors. However, we will show that the smaller systems are generalized Toeplitz-plus-Hankel matrices with displacement rank 3, so the operation count can be reduced to $O(n \log n + p^2)$ or even $O(n \log n + p \log^2 p)$ if $n + 1$ has small prime factors. Of course, the restriction for $n$ is a disadvantage of the method. The splitting of a symmetric banded Toeplitz matrix into a $\tau$-matrix and a low rank matrix is used by Handy and Barlow [16] to compute the eigenvalues of such a matrix.

The second method embeds the Toeplitz matrix in a larger $\tau$-matrix. The order $m$ of the $\tau$-matrix must be at least $n + p - 1$ and can be chosen such that $m + 1$ has small prime factors. The Toeplitz system reduces to two $\tau$-systems of order $m$ and two smaller systems of order $r = [(m - n)/2]$. Because of the choice for $m$ the $\tau$-systems can always be solved fast in $O(m \log m)$. The matrices of the smaller systems are Toeplitz-plus-Hankel, so we can use the displacement theory to solve them. Therefore, the operation count for the embedding method is $O(m \log m + r^2)$ for any value of $n$. If we use superfast solvers this can even be reduced to $O(m \log m + r \log^2 r)$. However, if $m$ differs too much from $n$, $r$ can become rather large and this can have an important impact on the performance of the method.
The methods are similar to the method of Jain [24] and the more stable version of this method by Linzer [30]. This method works with circulant matrices but does not take into account the low displacement rank when solving the smaller systems in contrast to our methods. Circulant matrices can be diagonalized by a discrete Fourier transform matrix, so we can use FFT to solve circulant systems of order \( n \) in \( O(n \log n) \) if \( n \) has small prime factors. Therefore, circulant matrices have become very popular as preconditioner for Toeplitz or other systems [9,22,36].

Instead of using the first variant of the discrete sine transform which diagonalizes \( \tau \)-matrices the results of Kailath and Olshevsky [25] indicate that the correction and embedding algorithm of this paper can be generalized to the other seven variants of real discrete sine and cosine transforms.

We also mention that recently Bini and Meini [3] developed a new method for banded Toeplitz systems based on cyclic reduction.

The outline of the paper is as follows. In Section 2 we will first review some properties about \( \tau \)-matrices. In Section 3 we will present the first method, the correction method. The Toeplitz system can be reduced to two \( \tau \)-systems and two smaller systems. In Section 3.2 we will see that we can use displacement theory to solve the smaller systems. The second method, the embedding method, is described in Section 4. Finally, in Section 5 we will compare the different methods among each other and to some classical methods in some numerical examples.

2. \( \tau \)-Matrices

We denote by \( F_n \) the discrete Fourier transform matrix of order \( n \):

\[
F_n = \left[ \sqrt{\frac{1}{n}} e^{-\frac{2\pi ikj}{n}} \right]_{j,k=0}^{n-1},
\]

where \( F_n \) is a unitary matrix. It is well known that every matrix that can be diagonalized by \( F_n \) is a circulant matrix and vice versa. In other words, the class of circulant matrices is identical with the class of matrices that can be diagonalized by \( F_n \).

Let \( S_n \) denote the discrete sine transform matrix of order \( n \):

\[
S_n = \left[ \sqrt{\frac{2}{n+1}} \sin \frac{jk\pi}{n+1} \right]_{j,k=1}^{n}.
\]

The matrix \( S_n \) is an orthogonal, symmetric matrix, which means \( S_n^{-1} = S_n^T = S_n \). We consider the matrices that can be diagonalized by \( S_n \):

\[
S_n AS_n,
\]

where \( A \) is an arbitrary diagonal matrix of order \( n \). These matrices are called \( S \)-matrices by Mertens and Van de Vel [31]. Like the matrices that can be diagonalized by \( F_n \) are circulant matrices, we look similarly for a specific property that characterizes the matrices that can be diagonalized by \( S_n \). Bini and Capovani [1,2] introduced the
τ-class, this is the class of matrices $A = (a_{ij})$ of order $n$ that satisfy the following “cross-sum” condition:

$$a_{i-1,j} + a_{i+1,j} = a_{i,j-1} + a_{i,j+1},$$

where we assume that $a_{n+1,j} = a_{i,n+1} = a_{0,j} = a_{i,0} = 0$. They showed that the τ-class is identical with the class of $S$-matrices.

As an immediate consequence of the cross-sum property we have that a τ-matrix is completely defined by its first row. On the other hand, from (1) it follows that the eigenvalues $\lambda_1, \ldots, \lambda_n$ of a matrix $A$ from the τ-class can also be computed from the first row [5,31]

$$\lambda_j = \left( \sin \frac{j\pi}{n+1} \right)^{-1} \sum_{k=1}^{n} \sin \frac{j\pi}{n+1} a_{1,k}. \quad (2)$$

A τ-matrix is symmetric and persymmetric (i.e., symmetric about the cross-diagonal). Furthermore, a τ-matrix can be written as a special sum of a Toeplitz and a Hankel matrix. Indeed, using (1) we can write an element $a_{jk}$ from a τ-matrix $A$ as

$$a_{jk} = \frac{2}{n+1} \sum_{t=1}^{n} \sin \frac{j\pi}{n+1} \sin \frac{k\pi}{n+1} \lambda_t.$$ 

By using trigonometric formulas, it can be seen that [23,31]

$$A = \begin{bmatrix} c_0 & c_1 & \cdots & c_{n-1} \\ c_1 & c_0 & \ddots & \vdots \\ \vdots & \ddots & \ddots & c_1 \\ c_{n-1} & \cdots & c_1 & c_0 \end{bmatrix} - \begin{bmatrix} c_2 & c_3 & \cdots & c_{n+1} \\ c_3 & c_4 & \cdots & \vdots \\ \vdots & \ddots & \ddots & c_3 \\ c_{n+1} & \cdots & c_3 & c_2 \end{bmatrix}, \quad (3)$$

where the elements $c_r$ can be found from the eigenvalues as

$$c_r = \frac{1}{n+1} \sum_{t=1}^{n} \cos \frac{r\pi}{n+1} \lambda_t. \quad (4)$$

The same result can be found as a consequence of the bases that can be derived for the τ-class [1,5,23]. Finally, we remark that computations involving τ-matrices, like computing eigenvalues, matrix–vector products or solving linear systems of equations, can be computed very fast in $O(n \log n)$ operations using the fast sine transform [35,37] if $n+1$ is a power of 2 or has at least small prime factors.

### 3. Correction method

In this section, we will use the fact that a symmetric banded Toeplitz matrix can be written as the sum of a τ-matrix and a low rank matrix to solve a linear system of equations, following a method similar to Jain [24] and Linzer [30] who worked with circulant matrices.
3.1. Derivation of the method

We want to solve a linear system of equations \( T\mathbf{x} = \mathbf{b} \), where \( T \) is a symmetric banded Toeplitz matrix, this is \( T = (t_{i,j}) \) with \( t_{i,j} = t_{|i-j|} \) and \( t_k = 0 \) if \( k > p \).

Consider the \( \tau \)-matrix \( M \) such that the first row of \( M \) is given by

\[
\begin{bmatrix}
t_0 & -t_2 & t_1 & -t_3 & \cdots & t_{p-2} & -t_p & t_{p-1} & t_p & 0 & \cdots & 0 \\
\end{bmatrix},
\]

then the matrix \( T \) can be written as \( T = M - P \), where \( P \) is the low rank matrix having rank \( 2(p-1) \)

\[
P = \begin{bmatrix} F & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & JFJ \end{bmatrix},
\]

with \( F \) and \( J \) the matrices

\[
F = \begin{bmatrix} -t_2 & -t_3 & \cdots & -t_p \\ -t_3 & -t_p \\ \vdots & \ddots & \ddots \\ -t_p \end{bmatrix}, \quad J = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots \\ 0 & \cdots & 1 \end{bmatrix}.
\]

(see e.g. [1,5]). Using (2) it can be easily seen that the eigenvalues \( \lambda_k \) of \( M \) are

\[
\lambda_j = t_0 + 2 \sum_{k=1}^{p} t_k \cos \frac{jk\pi}{n+1}, \quad j = 1, \ldots, n.
\]

We can rewrite the system \( T\mathbf{x} = \mathbf{b} \) as

\[
\mathbf{x} = M^{-1}(P\mathbf{x}) + M^{-1}\mathbf{b},
\]

so we can solve the system via two systems with the \( \tau \)-matrix \( M \) if we can deduce \( P\mathbf{x} \). We partition the vector \( \mathbf{x} \) as \( \mathbf{x}^T = [\mathbf{x}_i^T \mathbf{x}_m^T \mathbf{x}_f^T] \), where \( \mathbf{x}_i \) and \( \mathbf{x}_f \) are the \( p-1 \) initial and final values, respectively. We partition the matrix \( B := M^{-1} \) in the same way as \( \mathbf{x} \) and because \( M^{-1} \) also belongs to the \( \tau \)-class, it can be written as

\[
M^{-1} = \begin{bmatrix} B_{ii} & B_{im} & B_{if} \\ B_{im}^T & B_{mm} & JB_{im}^T J \\ B_{if}^T & JB_{im}J & JB_{ii}J \end{bmatrix}.
\]

Remark that

\[
P\mathbf{x} = \begin{bmatrix} F\mathbf{x}_i \\ 0 \\ JFJ\mathbf{x}_f \end{bmatrix},
\]

so we only have to deduce \( \mathbf{x}_i \) and \( \mathbf{x}_f \). Further we denote \( \mathbf{z} := M^{-1}\mathbf{b} \) and we partition it in the same way as \( \mathbf{x} \). From (6) it is easy to obtain
\[
\begin{bmatrix}
1 - B_{ii} F & -B_{ij} J F J \\
-J B_{ij} J F & J (I - B_{ii} F) J
\end{bmatrix}
\begin{bmatrix}
x_i \\
x_f
\end{bmatrix}
= 
\begin{bmatrix}
z_i \\
z_f
\end{bmatrix},
\] (7)

so we can calculate \(x_i, x_f\) from this system. We denote the matrix of the system with \(R\). Since \(B\) is a \(\tau\)-matrix, \(B\) can be written as the sum of a Toeplitz and a Hankel matrix by formula (3), where the elements \(c_j\) in this case must be computed from the eigenvalues of \(B\) by formula (4)

\[
c_j = \frac{1}{n+1} \sum_{k=1}^{n} \lambda_k^{-1} \cos \frac{jk\pi}{n+1}, \quad j = 0, 1, \ldots, n+1.
\] (8)

Once the elements \(c_j\) are known, the matrix \(R\) can be easily computed. The following proposition shows that \(R\) is well conditioned if \(T\) and \(M\) are well conditioned. It is easy to check if \(M\) is well conditioned. Eq. (5) allows us to compute the eigenvalues of \(M\) by a discrete cosine transform. Because \(M\) is symmetric, we can immediately obtain the condition number of \(M\).

**Proposition 1.**

\[\kappa_F(R) \leq \kappa_F(T)\kappa_F(M),\]

where \(\kappa_F(\cdot)\) denotes the condition number with respect to the Frobenius norm.

The proof is very similar to [30], where \(T\) is corrected by a circulant matrix, and will be omitted here.

The matrix \(M\) though can be ill conditioned even if \(T\) is well conditioned (and vice versa), e.g. consider the matrix

\[
T(\epsilon) =
\begin{bmatrix}
1 + \epsilon & 0 & 1/2 & 0 & 0 \\
0 & 1 + \epsilon & 0 & 1/2 & 0 \\
1/2 & 0 & 1 + \epsilon & 0 & 1/2 \\
0 & 1/2 & 0 & 1 + \epsilon & 0 \\
0 & 0 & 1/2 & 0 & 1 + \epsilon \\
\end{bmatrix},
\]

For small \(\epsilon\), \(T(\epsilon)\) is well conditioned: \(\kappa(\epsilon) < 6\). On the other hand, the matrix \(M\),

\[
M =
\begin{bmatrix}
1/2 + \epsilon & 0 & 1/2 & 0 & 0 \\
0 & 1 + \epsilon & 0 & 1/2 & 0 \\
1/2 & 0 & 1 + \epsilon & 0 & 1/2 \\
0 & 1/2 & 0 & 1 + \epsilon & 0 \\
0 & 0 & 1/2 & 0 & 1/2 + \epsilon \\
\end{bmatrix},
\]

has eigenvalues

\[\lambda_j = 1 + \epsilon + \cos \frac{2j\pi}{6}, \quad j = 1, 2, \ldots, 5,\]

leading to \(\kappa_2(M) = (1.5 + \epsilon)/\epsilon\), so \(M\) is ill conditioned for \(\epsilon\) small. Notice that \(M\) even becomes singular for \(\epsilon = 0\), while \(T(0)\) is nonsingular.
Under certain conditions, we can say something about the condition of $M$. We will first review some properties of a sequence of nested symmetric Toeplitz matrices $(A_n)_{n=1}^{\infty}$. This sequence belongs to the Wiener class if for the sequence $(a_n)_{n=0}^{\infty}$ of elements on the first row holds $\sum_{k=0}^{\infty} |a_k| < \infty$. We can then define the generating function $f$ as $f(x) = a_0 + 2 \sum_{k=1}^{\infty} a_k \cos(kx)$ for $x \in [0, \pi]$. On the other hand, the generating function determines completely the sequence of Toeplitz matrices via the relation

$$a_k = \frac{1}{\pi} \int_0^\pi f(x) \cos(kx) \, dx.$$  

The generating function can be used to study the spectrum of the matrices $A_n$. We recall from the work of Szegö [6,15] that the spectrum of every matrix $A_n$ lies in the interval $[f_{min}, f_{max}]$, where $f_{min}$ and $f_{max}$ denote the minimum and the maximum of $f$ over $[0, \pi]$. Moreover, if we denote the eigenvalues of $A_n$ as $\lambda_1^{(n)} \leq \lambda_2^{(n)} \leq \cdots \leq \lambda_n^{(n)}$, then

$$\lim_{n \to \infty} \lambda_1^{(n)} = f_{min}, \quad \lim_{n \to \infty} \lambda_n^{(n)} = f_{max}.$$  

If $f$ is a positive function, then a consequence of these properties is that $A_n$ is positive definite for all $n$. Moreover, we can see that $\kappa_2(A_n) = \lambda_n^{(n)}/\lambda_1^{(n)}$ approaches $f_{max}/f_{min}$ from the left as $n \to \infty$.

We can embed the symmetric banded Toeplitz matrix $T$ in a sequence of nested banded Toeplitz matrices $(T_n)_{n=1}^{\infty}$ by adding zeros at the right and at the bottom. The generating function $f$ then belongs trivially to the Wiener class. By (5) the eigenvalues $\lambda_j$ of the associated $\tau$-matrix $M$ satisfy

$$\lambda_j = f \left( \frac{j\pi}{n+1} \right), \quad j = 1, 2, \ldots, n$$

such that $M$ is positive definite if $f$ is a positive function. Moreover, we have for the condition number of $M$

$$\kappa_2(M) = \max_{j=1, \ldots, n} \lambda_j / \min_{j=1, \ldots, n} \lambda_j \leq f_{max}/f_{min}.$$  

Thus we have proven the following property.

**Proposition 2.** Suppose we embed the symmetric banded Toeplitz matrix $T$ in a sequence of nested banded Toeplitz matrices $(T_n)_{n=1}^{\infty}$ by adding zeros at the right and at the bottom, then the associated matrix $M$ is positive definite if all the matrices $T_n$ are positive definite. Moreover, $M$ is well conditioned if all the matrices $T_n$ are well conditioned.

Note that the example we have given previously does not satisfy the assumption of this proposition. Note also that we have given a much simpler proof for the first part of the theorem than Boman and Koltracht [5].
We can simplify system (7) of order $2p - 2$ to two systems of order $p - 1$ by multiplying the second equation by $J$ and, on the one hand adding, on the other hand subtracting the two equations, which gives

$$
(I - (B_{ii} + B_{ij}J)F)(x_i + Jx_f) = z_i + Jz_f,
$$

$$
(I - (B_{ii} - B_{ij}J)F)(x_i - Jx_f) = z_i - Jz_f.
$$

This is a system in the unknowns $x_i + Jx_f$ and $x_i - Jx_f$ from which we can easily calculate $x_i$ and $x_f$. Moreover, since system (9) can be deduced from system (7) by an orthogonal transformation, the condition number does not change. We can solve the system by simple Gaussian elimination in $O(p^3)$ operations. In the following subsection however we will see that we can also use displacement theory to solve the system in $O(p^2)$.

We can now describe the full algorithm.

**Algorithm 1 (Correction method).** Solve the system $Tx = b$, where $T$ is a symmetric banded Toeplitz matrix of order $n$ with bandwidth $p$:

1. Compute the eigenvalues of the $\tau$-matrix $M$ by (5).
2. Compute $z = M^{-1}b$.
3. Compute the elements $c_j$ of the matrix $B := M^{-1}$ by (8).
4. Compute $x_i$ and $x_f$ by solving system (9).
5. Compute $y = M^{-1}(P x)$.
6. $x = y + z$.

We compute the asymptotic operation count for the algorithm. The first and third step can be computed in $2.5n \log n$ flops by using a fast cosine transform. The $\tau$-systems in steps 2 and 5 can be computed in $5n \log n$ flops using a fast sine transform. However, this performance for the sine and cosine transform can only be reached if $n + 1$ is a power of 2 or has at least small prime factors. For small $p$ we can reduce the computational work of step 5. Indeed, since $x_i$ and $x_t$ are already computed in step 4, we only have to compute $x_m$. From (6) we have

$$
x_m = z_m + B_{im}^T F x_i + J B_{im}^T F J x_t,
$$

where $B_{im}$ can be written as a Toeplitz-plus-Hankel matrix with the elements $c_j$. The two systems of order $p - 1$ in step 4 can be computed in $O(p^3)$ if we use classical Gaussian elimination. However, for $p$ large this can be reduced to $O(p^2)$ if we use displacement theory. So under the assumption that $n + 1$ has small prime factors, the overall operation count is $15n \log n + O(p^3)$ or $15n \log n + O(p^2)$ if we use displacement theory. In Section 4, we will describe a method that does not have this restriction for $n$. On the other hand, the order of the small systems in step 4 of the algorithm is always $p - 1$, where in the method of Section 4 this order can become very large.
3.2. Using displacement theory

In this subsection, we shall explain how we can use displacement theory to solve the smaller systems (9). We review some terminology about displacement structure from [11, 20, 27]. For some matrices $F, A$ of order $m$, the Sylvester-type displacement operator $\nabla_{\{F, A\}}(\cdot) : \mathbb{C}^{m \times m} \rightarrow \mathbb{C}^{m \times m}$ is defined as

$$\nabla_{\{F, A\}}(R) = FR - RA = GB^T,$$

with some rectangular $(m \times r)$-matrices $G, B$, where the number $r$ is small compared to $m$. The pair of matrices $G, B$ is referred to as a $\{F, A\}$-generator of $R$ and the smallest possible inner size $r$ among all $\{F, A\}$-generators is called the $\{F, A\}$-displacement rank of $R$. Particular choices for $F$ and $A$ lead to the definitions of basic classes of structured matrices, e.g. for $F = Y_{00}$ and $A = Y_{00}$ or $A = Y_{11}$ we have the class of generalized Toeplitz-plus-Hankel matrices (or Toeplitz-plus-Hankel-like matrices), where $Y_{\gamma, \delta}$ is the matrix

$$Y_{\gamma, \delta} = \begin{bmatrix}
\gamma & 1 & & & \\
1 & 0 & 1 & & \\
& \ddots & \ddots & \ddots & \\
& & 1 & 0 & 1 \\
& & & 1 & \delta 
\end{bmatrix}.$$

For $F$ and $A$ diagonal matrices, we obtain the class of generalized Cauchy matrices (or Cauchy-like matrices). For a detailed description of displacement structure and an overview of the bibliography we refer to [27, 28].

We will look for an appropriate displacement operator and generators for the matrices $(B_{i,i} + B_{j,j})F$ and $(B_{i,i} - B_{j,j})F$, which we will denote with $A_1$ and $A_2$, respectively. Since $B$ is a $\tau$-matrix, it can be written as the sum of a Toeplitz and a Hankel matrix by (3). As a consequence, it is easy to see that $B_{i,i} + B_{j,j}$ is a Toeplitz-plus-Hankel matrix $T_1 + H_1$, with

$$T_1 = (c_{i-j} - c_{n+1-i-j})_{i,j=0}^{p-2} \quad \text{and} \quad H_1 = (c_{n-i-j-1} - c_{i+j+2})_{i,j=0}^{p-2}.$$

Since $A_1$ is the product of the Toeplitz-plus-Hankel matrix $T_1 + H_1$ and the triangular Hankel matrix $F$, it seems obvious to work with the displacement operator $\nabla_{\{Y_{00}, Y_{11}\}}$. It is easy to show that

$$\nabla_{\{Y_{00}, Y_{11}\}}(A_1) = Y_{00} - Y_{11} - \nabla_{\{Y_{00}, Y_{00}\}}(T_1 + H_1)F$$

$$-(T_1 + H_1) \nabla_{\{Y_{00}, Y_{11}\}}(F).$$

In general, a Toeplitz-plus-Hankel matrix $T + H$ of order $m$ with $T = (t_{i-j})_{i,j=0}^{m-1}$ and $H = (h_{i+j})_{i,j=0}^{m-1}$ has $\{Y_{00}, Y_{00}\}$-displacement rank 4 and we can immediately derive the generators. Indeed, from [12, 19] we have
\[ \nabla_{\{Y_{00}, Y_{00}\}}(T + H) = \sum_{j=1}^{4} g_j b_j^T,\]

where

\[
\begin{align*}
    g_1 &= b_3 = e_0 = [1 \ 0 \ \cdots \ 0]^T, \\
    g_2 &= b_4 = e_{m-1} = [0 \ 0 \ \cdots \ 1]^T, \\
    g_3 &= (t_{i+1} + h_{i-1})_{i=0}^{m-1}, \quad g_4 = (t_{i-m} + h_{m+i})_{i=0}^{m-1}, \\
    b_1 &= -(t_{-(i+1)} + h_{i-1})_{i=0}^{m-1}, \quad b_2 = -(t_{m-i} + h_{m+i})_{i=0}^{m-1},
\end{align*}
\]

and \( h_{-1}, h_{2m-1}, t_m, t_{-m} \) are arbitrary real numbers. Applied to the matrices \( T_1 \) and \( H_1 \), however, gives

\[
\begin{align*}
    g_1 &= b_3 = e_0, \quad g_2 = b_4 = e_{p-2}, \quad g_3 = b_1 = 0, \\
    g_4 &= -b_2 = (c_{p-1-i} + c_{n-p-i} - c_{n-p+2+i} - c_{p+i+1})_{i=0}^{p-2},
\end{align*}
\]

leading to

\[ \nabla_{\{Y_{00}, Y_{00}\}}(T_1 + H_1) = g_1 e_{p-2}^T - e_{p-2} g_1^T, \]

so \( T_1 + H_1 \) has only \( \{Y_{00}, Y_{00}\} \)-displacement rank 2.

On the other hand, it is easy to show that for the triangular Hankel matrix \( F \) holds

\[ \nabla_{\{Y_{00}, Y_{11}\}}(F) = e_0 f_1^T + f_2 e_0^T, \]

where

\[
\begin{align*}
    f_1 &= [\alpha, t_2, \ldots, t_{p-2}, t_{p-1} + t_p]^T, \\
    f_2 &= [-\alpha + t_2, -t_2 + t_3, \ldots, -t_{p-1} + t_p]^T
\end{align*}
\]

and \( \alpha \) is an arbitrary real number. If we use \( Y_{00} - Y_{11} = -e_0 e_0^T - e_{p-2} e_{p-2}^T \) and \( e_{p-2}^T F = t_p e_0^T \), then (10) becomes

\[
\begin{align*}
\nabla_{\{Y_{00}, Y_{11}\}}(A_1) &= e_{p-2} \left( F^T g_1 - e_{p-2} \right)^T + ((T_1 + H_1)e_0) (-f_1)^T \\
&\quad + ((T_1 + H_1)f_2 + t_p g_1 + e_0) (-e_0)^T.
\end{align*}
\]

This proves that \( A_1 \) has \( \{Y_{00}, Y_{11}\} \)-displacement rank 3 and we immediately find the generators. A similar derivation can of course be done for \( A_2 \).

Now that we know the displacement rank and the generators, we have to select a fast method to solve system (9). Since we do not know in advance if the matrix \( A_1 \) is positive definite or strongly regular, a possible method is to transform the generalized Toeplitz-plus-Hankel matrix to a generalized Cauchy matrix, because then we can use the fast Gaussian elimination with partial pivoting (GEPP) algorithm. This transformation technique and the fast GEPP algorithm can be found in Gohberg et al. [11]. For a detailed elaboration of the application of the technique in this case and the full algorithms we refer to [21].
4. Embedding method

The correction method from Section 3 has the drawback that it is only fast when \( n + 1 \) is a power of 2, or has at least small prime factors, because of the sine transform of order \( n \). In this section, we will embed the Toeplitz matrix in a larger \( \tau \)-matrix \( M \) of order \( m \), where \( m \) is chosen such that \( m + 1 \) has small prime factors. The method is similar to Jain [24] who embedded the Toeplitz matrix in a circulant matrix.

So again suppose that we want to solve the system \( Tx = b \) with a symmetric banded Toeplitz matrix of order \( n \) and bandwidth \( p \). We choose \( m \) such that \( m \geq n + p - 1 \) and \( m + 1 \) has small prime factors. Let \( M \) be the \( \tau \)-matrix with first row \([t_0 - t_2 \ t_1 - t_3 \ \cdots \ t_{p-2} - t_p \ t_{p-1} \ t_p \ 0 \ \cdots \ 0]\).

Notice that \( M \) has the same shape as in Section 3, but now of order \( m \) instead of \( n \). It can be easily seen that \( T \) is embedded in \( M \), by other words we can write \( M \) as

\[
M = \begin{bmatrix}
M_{ii} & M_{im} & 0 \\
M_{mi} & T & M_{mf} \\
0 & M_{mf} & M_{ff}
\end{bmatrix}.
\]

Suppose that \( r \) is the number of rows added at the the top and \( s \) at the bottom of \( T \). We extend the system \( Tx = b \) to

\[
\begin{bmatrix}
M_{ii} & M_{im} & 0 \\
M_{mi} & T & M_{mf} \\
0 & M_{mf} & M_{ff}
\end{bmatrix}
\begin{bmatrix}
x \\
0
\end{bmatrix}
= \begin{bmatrix}
0 \\
-b_i \\
-b_f
\end{bmatrix},
\]
(13)

where \( b_i \) and \( b_f \) have to be defined such that the first \( r \) and last \( s \) components of the solution vector are equal to zero. If we partition \( B := M^{-1} \) the same way as \( M \), we get

\[
\begin{bmatrix}
B_{ii} & B_{im} & B_{if} \\
B_{mi} & B_{mm} & B_{mf} \\
B_{fi} & B_{fm} & B_{ff}
\end{bmatrix}
\begin{bmatrix}
b_i \\
b \\
b_f
\end{bmatrix}
= \begin{bmatrix}
0 \\
x \\
0
\end{bmatrix}.
\]
(14)

Therefore, we can find \( b_i \) and \( b_f \) from the system

\[
\begin{cases}
B_{ii}b_i + B_{im}b_f = -B_{im}b, \\
B_{fi}b_i + B_{ff}b_f = -B_{mf}b.
\end{cases}
\]
(15)

We call \( R \) the coefficient matrix of the previous system. Then, we can prove similar to Proposition 1.

**Proposition 3.**

\[ \kappa_F(R) \leq \kappa_F(M), \]

where \( \kappa_F(\cdot) \) denotes the condition number with respect to the Frobenius norm.

Also Proposition 2 is valid when the Toeplitz matrix \( T \) is embedded into the matrix \( M \).
As in Section 3, we can split the latter system in two smaller systems. Dependent on the values of \( m \) and \( n \), we can always choose \( s \) and \( r \) such that \( s = r \) or \( s = r + 1 \). In the first case, \( B_{fi} = JB_{if} \), \( B_{ff} = J B_{ii} \), and \( B_{fm} = J B_{im} \) because of symmetry, so we can analogously to Section 3, rewrite the system as two systems of order \( r \):

\[
\begin{align*}
(B_{ii} + B_{if} J) \begin{pmatrix} b_i + J b_f \end{pmatrix} &= -B_{im}(b_i + J b), \\
(B_{ii} - B_{if} J) \begin{pmatrix} b_i - J b_f \end{pmatrix} &= -B_{im}(b_i - J b).
\end{align*}
\]

If \( s = r + 1 \), we have to partition (13) otherwise, taking into account the symmetry in the matrix \( B \):

\[
\begin{pmatrix}
B_{ii} & B_{im} & \alpha & B_{if} \\
B_{mi} & B_{mm} & \gamma & B_{mf} \\
\alpha^T & \gamma^T & \omega & \beta^T \\
J B_{if} & J B_{fm} & \beta & J B_{ii} \\
\end{pmatrix}
\begin{pmatrix}
b_i \\
b \\
\beta \\
\end{pmatrix}
= \begin{pmatrix}
b \\
x \\
0 \\
0 \\
\end{pmatrix}.
\]

Here \( B_{ii} \) and \( B_{if} \) are \((r \times r)\)-matrices, \( \alpha \), \( \beta \), \( b_i \) and \( b_f \) vectors of order \( r \) and \( \omega \) and \( b_s \) scalars. We have to define the unknowns \( b_i, b_f \) and \( b_s \) from the first, the third and the fourth equation. If we multiply the first equation by \( J \) and replace the first and last equations by, on the one hand the sum and on the another hand the difference of the two equations, we get the equivalent system

\[
\begin{align*}
(B_{ii} + B_{if} J) \begin{pmatrix} b_i + J b_f \end{pmatrix} + (\alpha + J \beta) b_s &= -(B_{im} + J B_{fm}) b, \\
(\alpha + J \beta)^T \begin{pmatrix} b_i + J b_f \end{pmatrix} + (\alpha - J \beta)^T \begin{pmatrix} b_i - J b_f \end{pmatrix} + 2\omega b_s &= -2\gamma^T b, \\
(B_{ii} - B_{if} J) \begin{pmatrix} b_i - J b_f \end{pmatrix} + (\alpha - J \beta) b_s &= -(B_{im} - J B_{fm}) b.
\end{align*}
\]

We remark that the new system can be derived from the old by an orthogonal transformation. Let us for simplicity introduce the notations

\[
A_1 := B_{ii} + B_{if} J, \quad A_2 := B_{ii} - B_{if} J, \\
f_1 := -(B_{im} + J B_{fm}) b, \quad f_2 := -(B_{im} - J B_{fm}) b, \\
a_1 := \alpha + J \beta, \quad a_2 := \alpha - J \beta^T
\]

and the new unknowns

\[
y_1 := b_i + J b_f, \quad y_2 := b_i - J b_f,
\]

then we can rewrite the first and last equations as

\[
y_1 = A_1^{-1} f_1 - b_s A_1^{-1} a_1, \\
y_2 = A_2^{-1} f_2 - b_s A_2^{-1} a_2.
\]

If we insert this in the second equation we get

\[
(2\omega - a_1^T A_1^{-1} a_1 - a_2^T A_2^{-1} a_2) b_s = -2\gamma^T b - a_1^T A_1^{-1} f_1 - a_2^T A_2^{-1} f_2,
\]

so we can compute \( b_i, b_f \) and \( b_s \) by solving two linear systems of order \( r \), each with two right-hand sides, and some scalar products.
In both cases we have to deal with matrices $A_1 := B_{ii} + B_{ij} J$ and $A_2 := B_{ii} - B_{ij} J$ of order $r$, which are Toeplitz-plus-Hankel matrices, since $B_{ii}$ and $B_{ij}$ are of this type. Therefore we can use fast algorithms based on the displacement theory to solve the system, as explained in Section 3.2. We could again work with the displacement operator $\nabla_{\{Y_{00}, Y_{11}\}}$. One can prove that $A_1$ has $\{Y_{00}, Y_{11}\}$-displacement rank 3. However, in Section 3.2 we saw that the $\{Y_{00}, Y_{00}\}$-displacement rank of $A_1$ was only 2. Therefore it seems better to work with the displacement operator $\nabla_{\{Y_{00}, Y_{10}\}}$. On the other hand, the $\{Y_{00}, Y_{10}\}$-displacement of $A_1$ does not completely determine the matrix $A_1$ and this gives extra difficulties. We can still transform the matrix to a generalized Cauchy matrix, but the diagonal of the generalized Cauchy matrix cannot be determined from the generators of the generalized Cauchy matrix, and will have to be stored and computed separately. The LU-Cauchy algorithm from [17,18] computes an LU-decomposition with partial pivoting of the generalized Cauchy matrix in this case. It is an adaptation of the fast GEPP algorithm from Gohberg et al. [11]. However, since $A_1$ is symmetric also the transformed generalized Cauchy matrix will be symmetric and the LU-decomposition does not take the symmetry into account. Therefore, it is better to look for a decomposition that preserves the symmetry. For a general matrix $A$, the Bunch–Kaufman–Parlett algorithm [7] computes a factorization $P^T A P = M D M^T$, with $P$ a permutation matrix, $M$ a lower triangular matrix with ones on the diagonal and $D$ a block diagonal matrix with diagonal blocks of order 1 or 2. The algorithm BKP-Cauchy from [18] is an adaptation of this algorithm for generalized Cauchy matrices. The Bunch–Kaufman pivoting was discussed earlier in [26]. The algorithms of Kailath and coworkers [11,26] were already described in [13] using another formalism.

It is not always necessary to transform the matrix to a generalized Cauchy matrix. When $M$ is positive definite, which can be easily seen from its calculated eigenvalues, also the matrix $B = M^{-1}$ will be positive definite and therefore also the matrices $B_{ii} + B_{ij} J$ and $B_{ii} - B_{ij} J$. Remark that also $T$ will be positive definite because of the embedding of $T$ in $M$. In this case we can compute a Cholesky decomposition without the need for pivoting. One can find several methods for solving strongly nonsingular or positive definite Toeplitz-plus-Hankel systems in the literature, see e.g. [12,19,32]. We will ground on [32] and the generalized Schur algorithm from [27]. We start with the displacement operator

$$\nabla_{\{Z, I + Z^2, I + Z^2, Z\}}(A) = Z A (I + Z^2)^T - (I + Z^2) A Z^T,$$

where $Z$ is the lower triangular matrix

$$Z = \begin{bmatrix}
0 & 0 & & \\
1 & 0 & & \\
& \ddots & \ddots & \\
& & 1 & 0
\end{bmatrix}.$$

A Toeplitz-plus-Hankel matrix has in general displacement rank 4 with respect to this displacement operator. However, for the matrix $A = B_{ii} + B_{ij} J$ it can be easily
shown that\footnote{For simplicity we have omitted the subindex of $A_1$.}
\begin{equation}
ZA(I + Z^2)^T - (I + Z^2)AZ^T = ge_0^T - e_0g^T = G\tilde{J}G^T,
\end{equation}
where
\[
g = (c_{i-1} - c_{i+1} + c_{m-i} - c_{m+2-i})_{i=0}^{r-1}, \quad G = [e_0 \ g],
\]
\[
\tilde{J} = \begin{bmatrix} 1 & -1 \\ 1 & \end{bmatrix},
\]
and $c_{-1}$, $c_{m+2}$ arbitrary numbers. This proves that $A$ has displacement rank 2. The last row of $A$ cannot be derived from the generators and will have to be stored and calculated separately. We will denote it by $h_0$ and we have
\[
h_0 = (cr_{r-1-i} - cm_{r+i} + cm_{r+i} - cm_{r+1+i})_{i=0}^{r-1}.
\]
From the generators and the last row, we want to calculate a Cholesky-decomposition or equivalently a decomposition of the form $A_1 = \tilde{L}\tilde{D}^{-1}\tilde{L}^T$ with $\tilde{D} = \text{diag}\{d_0, d_1, \ldots\}$ and $\tilde{L}$ a lower triangular matrix with $d_0, d_1, \ldots$ on the diagonal. The first column of $\tilde{L}$ will be equal to the first column of $A_1$. If we denote it by $l_0$ we have from (16) that $Zl_0 = G\tilde{J}g_0$. This determines $l_0$ except for the last element, which can be calculated from $h_0$. Remark that $d_0$ is the first element of $l_0$ and that
\begin{equation}
A - l_0d_0^{-1}l_0^T = \begin{bmatrix} 0 & 0 \\ 0 & A_1 \end{bmatrix}.
\end{equation}
The matrix $A_1$ is called the Schur complement of $d_0$ in $A$. For the second column of $L$ we have to proceed with the Schur complement. If we denote the matrix in the right-hand side of (17) by $\tilde{A}_1$, one can easily prove that
\[
Z\tilde{A}_1(I + Z^2)^T - (I + Z^2)\tilde{A}_1Z^T = \tilde{G}_1\tilde{J}\tilde{G}_1^T,
\]
with
\[
\tilde{G}_1 = G - (I + Z^2)l_0d_0^{-1}g_0 =: \begin{bmatrix} 0 \\ G_1 \end{bmatrix}.
\]
In other words, the Schur complement $A_1$ has the same displacement rank as $A$ and we can easily compute its generators. This is an essential property in displacement theory. Finally, we have to compute the last row $h_1$ of the Schur complement $A_1$ as
\[
\tilde{h}_1 = [0 \ h_1] = h_0 - h_00d_0^{-1}l_0^T,
\]
with $h_00$ the first element of $h_0$. Now that we know the generators and the last row of the Schur complement, we can compute the second column of $\tilde{L}$, similarly as the first column. The third column can be computed if we proceed with the Schur complement of $d_1$ in $A_1$ and so on.
The algorithm for the embedding method is very similar to the first method. Remark that the right-hand side of (15) can be computed as \(-M^{-1}[0^T \ b^T \ 0^T]^T\).

**Algorithm 2 (Embedding method).** Solve the system \(Tx = b\), where \(T\) is a symmetric banded Toeplitz matrix of order \(n\) and with bandwidth \(p\):
1. Choose \(m \geq n + p - 1\) such that \(m + 1\) has small prime factors. Set \(r = [(m - n)/2]\).
2. Compute the eigenvalues of the matrix \(M\) by formula (5), replacing \(n\) by \(m\).
3. Compute \(M^{-1}[0^T \ b^T \ 0^T]^T\).
4. Compute the elements \(c_j\) for the \(\tau\)-matrix \(B\) by formula (8), replacing \(n\) by \(m\).
5. Compute \(b_i\) and \(b_f\) by solving system (15).
6. Solve the extended system (13).

Similar to Algorithm 1 it is easy to compute that the asymptotic operation count of the algorithm above is \(15m \log m + O(r^3)\) or \(15m \log m + O(r^2)\) if we use the displacement theory. Notice that this performance holds for every \(n\), since \(m + 1\) is chosen to have small prime factors, and this is the big advantage of the embedding method compared to the correction method of Section 3, which is only fast if \(n+1\) has small prime factors. The disadvantage of the method is that \(r\), the order of the smaller systems, can become rather large. In the optimal case, \(m\) is equal to \(n + p - 1\) and \(r\) equal to \((p - 1)/2\), which is smaller than the order of the systems in the correction method of Section 3, but if \(m\) differs too much from \(n\), the order of the smaller systems can become much greater than \(p\), leading to a loss of performance of the method. In this case it is certainly recommended to use displacement theory to solve the smaller systems. Finally, we remark that a detailed version of the algorithm, including the use of displacement theory to solve the smaller systems, can be found in [21].

### 5. Numerical examples

We have implemented the methods of the previous sections in FORTRAN 90. We have written different versions for the correction as well as for the embedding method, dependent on how the smaller systems are solved. We have also implemented some classical methods for comparison. We enumerate the different methods, together with their asymptotic operation count. Remember that \(m\) is chosen such that \(m \geq n + p - 1\) and \(m + 1\) has small prime factors, and that \(r = [(m - n)/2]\).

*Correction (Gauss). Correction method.* Smaller systems are solved by Gaussian elimination. The operation count is \(15n \log n + 4/3p^3\) if \(n + 1\) has small prime factors.

*Correction (Cauchy). Correction method.* Smaller systems are transformed to generalized Cauchy matrices and then solved by the fast GEPP algorithm. The operation count is \(15n \log n + O(p^2)\) if \(n + 1\) has small prime factors.
Embedding (Gauss). Embedding method. Smaller systems are solved by Gaussian elimination. The operation count is $15m \log m + 4/3r^3$.

Embedding (Cauchy). Embedding method. Smaller systems are transformed to generalized Cauchy matrices and then solved by the BKP-Cauchy algorithm. The operation count is $15m \log m + O(r^2)$.

Embedding (Schur). Embedding method. Smaller systems are solved by a generalized Schur algorithm. The matrix $M$ has to be positive definite. The operation count is $15m \log m + O(r^2)$, but the constant before $r^2$ will be much smaller compared to embedding (Cauchy).

Linzer. The algorithm CIRCDE3 from Linzer. This is an analogous method as the correction method of Section 3, but by making use of circulant matrices. The smaller systems are solved by classical Gaussian elimination. The operation count is $15n \log n + 4/3p^3$ if $n$ has small prime factors.

Gauss for band. A classical Gauss algorithm for banded matrices. The operation count is $2np^2$.

Schur for band. The classical Schur algorithm for Toeplitz matrices [27,33,34]. The method is adapted to banded Toeplitz matrices and we assume $T$ is positive definite. The operation count is $O(pn)$.

Levinson. The classical Levinson algorithm. See [29] and [14, Section 4.7] and the references of this section. The operation count is $4n^2$.

The programs were executed on an IBM SP2 machine in double precision. The FFTs were calculated via FFTPACK. We will compare the new methods among each other and to the classical methods.

For our first example we have generated symmetric positive definite Toeplitz matrices of order $n = 32767$ and with varying bandwidth $p$. Remark that $n + 1 = 2^{14}$. The right-hand sides were calculated such that the exact solution is $[1 \cdots 1]^T$. In Fig. 1 we compare the correction and the embedding method with the classical methods. The smaller systems in the new methods are solved by classical Gaussian elimination. The execution times for the Levinson algorithm were too high and were not inserted in the figure. We remark that the Gauss and the Schur algorithms for banded matrices are better for small bandwidth $p$, but the execution times grow rapidly for increasing $p$, such that from more or less $p = 80$, the correction method is definitely the fastest. Since $n$ does not have small prime factors ($32767 = 7 \times 31 \times 151$), the Linzer algorithm is much slower. It is also remarkable that the embedding method does not have a good performance in this example. The reason is that in this method we have to look for a value $m \geq n + p - 1$ such that $m + 1$ has small prime factors. An adequate program gives $m = 35839$ for $n = 32767$ and $p$ any value between 1 and 3073. The order of the smaller systems is by consequence $r = [(m - n)/2] = 1536$ for every $p$ between 1 and 3073. In the correction method, the order of the smaller systems is only $p - 1$. This explains the big difference in execution time between the correction and the embedding method and this illustrates immediately a disadvantage of the embedding method. Of course, in this example
it is recommended to use a fast algorithm to solve the smaller systems, as will be seen in Fig. 2, where we compare the different versions of the correction and the embedding method. Notice that we have taken a wider range for $p$ compared to Fig. 1. For comparison we have also plotted the times for the Schur method. Since we compute an LU-factorization of $T$ in the Schur method, we have to store $np$ double precision numbers, which can lead to memory problems. That is why only execution times for $p \leq 350$ are inserted into the figure. We remark the clear difference between an $O(p^3)$-method and an $O(p^2)$-method and the profit we can make if we can use a generalized Schur algorithm instead of transforming the matrices to Cauchy matrices.

In our second example we generate positive definite Toeplitz matrices with fixed bandwidth $p = 100$ and for varying order $n$ of the matrix. The execution times are plotted in Fig. 3. This gives a completely different picture. Remark that we have used a logarithmic scale for the execution times. The figure illustrates the big disadvantage of the correction method: it is only fast when $n+1$ has small prime factors. In the other cases, the performance can be disastrous, even worse than the “slow” Levinson method. The embedding method does not have this drawback. Remark however the “jump” in the execution times for the embedding method, owing to the value for $m$. For $8050 \leq n \leq 8091$ and $p = 100$ we could choose $m = 8191$, but for $8020 \leq n \leq 8120$ we had to take $m = 8959$. This has not only an effect on the order of the sine transform, but more important also on the order of the smaller systems.

Finally, we will look at the accuracy of the methods. We have generated arbitrary symmetric banded Toeplitz matrices of fixed order $n = 32767$ and varying bandwidth. In Fig. 4 we have plotted the relative maximal error $\|\hat{x} - x\|_\infty / \|x\|_\infty$,

![Fig. 1. Execution times (in s) for positive definite matrices of order $n = 32767$ as a function of the bandwidth $p$.](image-url)
where $\hat{x}$ is the computed and $x$ the exact solution of the system. We have included the correction and the embedding method and the classical Gauss method for banded matrices. In the bottom figure, we have plotted the condition numbers (in the $2$-norm) of the banded Toeplitz matrix $T$ and of the associated $\tau$-matrix $M$ for the correction and the embedding method. Remark that there can be a big difference between $\kappa(T)$ and $\kappa(M)$, and this can have its influence on the accuracy.
We can improve the accuracy via iterative refinement. If we look at the algorithms of the embedding and the correction method, we see that the eigenvalues, the elements $c_j$ and the factorization of the smaller systems only have to be computed once, so the main computation work are the two $\tau$-systems, which can be solved via sine transforms. On the other hand, the residue can be computed via FFT (see e.g. [4]). In Fig. 5 we have plotted the maximal residue $\|b - T\hat{x}\|_\infty/\|b\|_\infty$ for the embedding method (embedding), the embedding method with one step iterative refinement (embedding + 1) and the Gauss method for banded matrices for arbitrary
Fig. 5. Maximal residue and condition number versus the bandwidth $p$ for arbitrary generated matrices of order $n = 10\,000$. We notice that one step iterative refinement is sufficient.
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