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Abstract

Ptak, M., A. Rutkowska and J. Szczurek, A note on inverses of power series, Journal oi Computational and
Applied Mathematics 39 (1992) 95-101.

We show the recurrence forimula for coefficients of an inverse of a power series of two variables. This problem
arises from gecdesy.
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In the following we will consider an inverse of a power series of two variables. The problem
arises from geodesy, where the Gauss—Kriiger mapping, a function from the surface of the
earth’s ellipsoid to a subset of R?, is considered. It is usually given by a power series of two
variables, the longitude and the latitude. The coefficients are calculated on the basis of the
constants of the ellipsoid. The inverse problem of finding the inverse function to the Gauss-
Kriiger mapping is also studied. It can also be given by a power series. It is interesting from the
geodesy point of view to compute the coefficients of the inverse series. In the era of computers,
it means to find an explicit formula for them. Our purpose is to prove the recurrence formula
(1). Let us observe that one can make an algorithm for it, using, for example, [4].

Choose the norm in R? which gives rectangles as balls, i.e., ||(x, y)Il =max{|x|, Al yl},
where A > 0 is fixed. Let us recall that a power series X7, ,_4,,,f"l% a,, € R2, converges on an
open set G to a function ¢ : G — R? if

p=m,g=n
Y apfrt > w(f 1),
p.q=0
if m, n — o for all (f, 1) € G. In what follows, I, denotes a set {1, 2,..., k}.
Now we can formulate our main result.
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Theorem 1. Suppose that a power series Lo ,_o@,,f"1% a,, € R? converges on K(0, R) to a

function ¥ : K(0, R) » VEW(K(O, R) CR2. Assume also that a,, =0 and
Ay
det[ ay, ] # 0.

Then & is invertible on K(0, R) and the inverse ¢:V — K(0, R) is given as a power series
T, 0@, X'y, a, € R?, converging on V. Moreover, ay, =0,

actfag] [ap]™!
¢ = ag | {qn] °

and for s +:> 1,

r'q!
A, = _‘¢'1 Z k! Z Z (as,rl)x(l) T (as,\;;)x(k) P D)
k=2.... s+t : x: E—={12) s+ - ts=s
pra=k card x "W)=p Ot " F=t

si+>1
(1)

where x sets the number of a coordinate «,, (i.e., (a, ), is the x(i) coordinate of a,,).

The recurrence formula (1) gives us the possibility to calculate the coefficients a,, =f the
inverse scries knowing the coefficients 2, of the given series. Precisely, a,, depends, for fixed
s, t,on a,, and on a,.,. for s', ¢’ such that s"+1t' <s+1¢.

Let X, Y be normed finite-dimensional vector spaces. We state a result that will be of use
later.

Proposition 2. Suppose that a series Y;_g¥, of homogeneous polynomials §,: X —>Y
def
converges to a function ¥ : K(0, p) — ve Y(K@O, p)cY on K(O, p), where 0<p <

[
(im sup, .yl & 1)~" If $(0)=0 and , is invertible, then § is invertible and the inverse

¢V — K(0, p) is given as a series T, _,¢,, of homogeneous polynomials $,,:Y — X converging on
V.

The above proposition strenghtens [3, Theorem 107], where the inverse of a power series on

R is studied. The main idea of the proof of {3, Theorem 107] works also here. Thus we omit the
proof.

Proof of Theorem 1. We start with defining the homogeneous polynomials ¢,(f, )=
L,iq-28,,f?17 for k=0,1,2,... . Reference [2, Chapter XI, §5, Theorem 7] shows that

k

x-oW(f, 1) converges to ¢ on K(0, R). It is easy to see that R < (lim sup, _ /Il 117"
Applying Proposition 2, there is ¢:V — K(0, R), inverse of ¢, and ¢ is given as a series
X _oo, of homogeneous polynomials ¢, : Y — X converging on V. We may write

¢n(x’ y): Z aslxsy" (2)

s+t=n
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for (x, y)€V. Reference [2, Chapter XI, §5, Theorem 7] shows also that II,_ja,x*y’
converges to ¢ on V. Hence, it remains to prove the formula for «,,.

Let £: X =Y be any function. For u, € X we define the function 4, h: X > Y as (4, h)(u)
= h(u +u,) — h(u). Moreover, for u,,...,u, €X, we put 4, ,h=A4,(4,, ,h). By induc-
tion, it is possible to prove the next lemma.

Lemma 3. If h: X — Y is any function, then

k r
Buveuh) = (-0 + L1 F b L, rul.

sv< - <pg<k \i=l1

Applying [1, formula 7.4.6] for a composition of two polynomials, we can see that the nth
homogeneous polynomial of the composition of ¢ and ¢ is the following:

Z Wk(d’i,(')’---’(bik(')),

i+ o +ig=n

where i, :(R?)* — R? is the unique k-linear symmetric function corresponding to the homoge-
neous polynomial ¢,, i.e.,

n,l;k(u)=;,ll_k(u,... u).
k times
Since ¢ ° ¢ = id, we have
¢ =0, ¢1=‘/’1_]’ b, =~ ° Z '/;k °(¢i.’---’¢u)- (3)
0+ ='_' 7 4;1’,("1:11

In [1, Theorem 6.3.1] it was shown that A, ¢, is a constant function for any u,,...,u, € R?
and

- 1
‘/lk(ul" v uk) = k_!Au,...ukl/lk'

Hence, by Lemma 3 we obfain

- 1
Pe(uys- o uy) = FAu, ..... uk'l’k(o)
1 % e r
= -k—'- Z (_1) Z lIlk Z uu,
tr=1 1<pv < <py.<k i=1

Let u, = (f;, [,) € K(0, R), thus

(R AN}

G((fir 1), (i 1))

1 k Ik—r
-_,;?rg:l(_ ) 1
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14

1 % A t r r
< s a\R-—r o o < e Al
=a &0 L 2 \ 21, L] 19pq
tr=1 I<y< <y,<k ptg=k \\i=1 i=1
p.g=0
1 P r p r q
-r
- oz 2 (2] (2 e
p+q=6c \vr=1 iy < <p<k Vi=i i=1
pP.q=>
Let
wtoo s (Ba)(5)
S=X(-1) P> X)X,
r=1 l<vy<--- <o, <k \i=1 ] \i=y ')
It is known that
n n! . .
(al+...+am) = Z ————k'___k 'all-..a'"m,
ky+ - +k,=n "1° m*
thus
& 1
k—r D:
s= X (-1 z I
r=1 s <--- <<k | p;+ - - +p,=p p:
pi=0

!
X Z 2-14. L

Z1 v
\115 s +q,=q
9;:>0

k a!
=Z(_1)"’ Y Y LAKLPY pojai ... [
1Y 1584 vy v, ?
r=1 1<v1<---<v,skp,+--~+p,=pp'q'
ai+ - +q,~q
Pi9;=0

where p!'=p/!---p!, gl=q,!--- g, Fix r and let

def — — plq!
= i Ey .. Prfjdy ... J4:r
S, )3 L =F 'f i KRR K
1<v < - <v,<k py+ - +p,=p P*4
a1+ +q,=q

pi q.>0

Now put §=(4,,...,4;), p=(p,,..., p,), where p,=p, and §;=gq; for i€{v,,...,v,} and
D;=q,; =0, otherwise. Hence

S = pq' Py Pr ]9 q
= Z Z Hf ...fkklll...lkk’
vl =1,
increasing

where Y’ denotes the sum over all p, g:I, = I, U{0} such that Px * +Py = p,
g+ - +g,=q. Put also fP=fh ... fP, 1""1"" A, |\ pl=p,+ +Pk, |
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g, + *-- +q,. But one can see that
k-1 plq!
SI“ Z Z =4 5 'qu Z 1
8=k~r all j,§ having q: vl
8 noughts lk“ll(l )C{i:ﬁi=6i=0}
k-1 l f
F q:
- X T (2 )
6=k—r all p,§ having
& noughts
Thus
k~r
5= ¥ (-1,
r=1
k k-1 | 1
e D M VR C e R [
r=18=k- allpqhavmg q-

< uGbshtS

Now we will change the order of the sums. Let §;; = card{i: p,=
r goes from k —§;; to k.

Hence,
, rlq!
s= L L (- ( )-, fo1
p.g: lk"’lLU{O}r k~ 6,,,, q
1pl=p.ldl=q
gl
plq! 5.
- Xz P (0 ( )
p.q: I, =1, u{0} n!q! r=k—=8;; k—r

|pl=p.igl=q
Let us denote the last sum by S,. Then

854 854
So= % (6"3‘5)(-1)5= )» (5'3‘?)0-1)’1%“5-——-(1 ~ 1),
s=0\ § s=0\ S

99

= 0}. If p, 4 are fixed, then

If ,;=0, then §,=1 and S, =0, otherwise. But §; = 0 means that j,#0 or g;+0 for all i,
SO p;+q,>1 for all i. However, if p;, +q,0>2 for any ig, then p+g>k+1,but p+g==k.
Hence p,=1 or ¢;=1 and i) NG (1) =¢. Since p'=4!=1, if £” is the sum over all

p,d:1,~10,1} such that p~'(DUG 'V =1L, p~'MNg ‘D=9, |pl=p, 14]l=q, we
have
S=Y"plq!fili= p pla'f, -l L
l<pyy< - <yp<k
Igp <+ <pg<k
v;#p; forall(i,j)
Finally,
- . “ pq: R
‘Ifk((fl’ll)""’(fk’ Ik))= Z k' Z fu, ’ fvppl B apq’
p+q=k Tsyi< - <y,<k
p.g=0 lep < o <pgsk

vi#u; forall(i,j)
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Hence, using (3) we have

s [}

b, ) ==b| L | X e w0 Loag 2t
{. k=2.....n s+ =i S+t =ig
L+ - FHig=n sl"l>0 sk"k>0

q!
=-¢, Z Z p_"!_ E Z (asm)xu)xﬁyh)

. k=2....n p+q=k : x: L—12 \si+e=i;
l|+ e t=n p.q;() cardx"(l)=p Sl.tlZO

XX Z . (ask'k)x(k)'rSky‘k Apq |>

Sg vig=iy
Set>0 Joj
where (a;, ), is the x(i) coordinate of a,,. Thus
- plq!
Sn(x, ¥)= — &, Y -
k=2,...A,n p+q=k -
'l+ +'k=n P.q?@
. R XN TR R o/
X Z Z (asm)x(l\ . (ask’k)x(k)xn yh “la,,
x: 4 —~{12} j=1....k
card x " '()=p SitL=Y
rlq!
= _¢! Z x
k=2,....n .
p+a=k

x Z E Z (asl’l)x(l) e (asktk)x(k)xsy' apq

x:I,—{12} s+r=ns+ - +5,=5
card x " {(1)=p L+ =t ]
s+l
p'q!
= Z - ¢, Z T
k!
s+t=n k=2,..., n
p+q=k
Syt
X ):' Z (asr'l)x(l) (afkfk)x(k) an Xy

X:Ik"’“‘z) Sy ot ks =s

cardy '(D=p 11t ‘;'l"’lf:'
S+,

Comparing the above wita (2) we obtain (1) and the proof has been finished. 0O

Remark 4. For the sake of simplicity of notation, Theorem 1 concerned a power series of two
variables. However, it can be easily generalized to a power series of n variables.
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