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Note

A proof of the Beyer–Stein–Ulam relation between
complexity and entropy
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Abstract

We present a proof of a conjecture stated by Beyer, Stein and Ulam in 1971. The authors
conjectured a relation between Kolmogorov complexity and information entropy. c© 2000 Elsevier
Science B.V. All rights reserved.
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1. Introduction

Beyer et al. [1] de�ned and discussed several notions regarding complexity of in-
tegers and strings. They also made computer experiments to study the behavior of
the complexities and to support a conjecture about a relation between Kolmogorov
complexity and Shannon entropy. Lynch [8] proves a slightly weaker form of this con-
jecture adding some technical hypotheses (for example that the involved probabilities
are computable numbers). In this paper we prove the conjecture. The proof is also el-
ementary and does not require almost any notion of probability theory. Only the weak
form of the law of large numbers is needed (see e.g. [3] and [4]).
We summarize the concepts leading to the de�nition of Kolmogorov complexity and

to the statement of the conjecture (see [2] or [7] for an introduction to Algorithmic
Information Theory). Let A be an algorithm (Partial Recursive Function) that transforms
�nite binary strings to �nite binary strings. The Kolmogorov complexity KA(x) of a
string x relative to A is the length of the shortest string p such that A(p) = x, if there
are no strings p such that A(p) = x then KA(x) =∞. The string p can be imagined
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as a program given to a Turing machine representing A, and the value A(p) can be
imagined as the output of the computation. If A is an algorithm transforming pairs of
binary strings to binary strings, the conditional complexity KA(x|y) of x given y is the
length of the shortest string p such that A(p; y) = x, or if no such string exists, it is
∞. We will consider KA(x|n), where n is a string representing the binary expansion
of the length of the string x. In other words, KA(x|n) is the complexity of x given its
length.
Now, let us consider the set {0; 1}n of binary strings of length n, and assign a

probability to each digit 0; 1: let pr(0) = P0 and pr(1) = P1 = 1 − P0 (06P061).
The probability of a �nite string a1 : : : an is

∏n
i=1 pr(ai). The Shannon entropy of the

probability scheme

(
0 1
P0 P1

)

(see [6] or [9]) is the real number

H =−P0 logP0 − P1 logP1
(all the logarithms are in base 2). We will not discuss here the important features of
the number H or the theory of information sources; an introduction can be found in
[6,9]. We remark that in this paper we only consider 0-memory information sources,
as it was in [1]. Generalizations of the statements are possible if we consider sources
with memory (see [8]).

2. The conjecture

Now, we are ready to state the conjecture as it was stated by the authors in [1]:

Conjecture 1. For every natural number n, for every real r ∈ (1=2; 1): let x1; : : : ; x2n
be the sequence of all binary strings of length n arranged in order of decreasing
probability. Let k(n) be the least integer such that

∑k(n)
i=1 pr(xi)¿r. If KA is normalized

so that

1
k(n)

k(n)∑
i=1

KA(xi|n) = 1

when P0 = P1 = 1=2 then

H ' 1
k(n)

k(n)∑
i=1

KA(xi|n)

for arbitrary P0 ∈ (0; 1).
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As already observed by Lynch [8], the normalization factor is 1=n and it is natural
to require the algorithm A to be universal.1 The reasons are that in the de�nition
of Kolmogorov complexity, it is standard to require that the algorithm be universal.2

Moreover, the conjecture is not true for all algorithms. It is easy to construct counter
examples using nonuniversal algorithms. For example, if A is the identity A(x) = x we
have a counterexample to the conjecture as it was stated.
We prove that:

Theorem 2. Let A be universal; for each P0; P1 ∈ (0; 1) s.t. P0 +P1 = 1. If the strings
are ordered and k(n) is de�ned as in conjecture 1:

H = lim
n→∞

1
nk(n)

k(n)∑
i=1

KA(xi|n) (1)

Proof (Upper bound). Let us de�ne Qn = {x1; : : : ; xk(n)}⊂{0; 1}n, the set over which
the summation is performed. Let �n be a sequence converging to zero such that the set

Sn = {x∈{0; 1}n | pr(x)¿ 2−n(H+�n)}
is such that pr(Sn) → 1. The existence of �n follows from the weak law of large
numbers.3 We also remark that we can require �n to be a rational number of the form
�n = 2−fn with fn ∈N .
Let us de�ne S ′n = Sn ∩ Qn; since pr(Sn)→ 1 then S ′n = Qn eventually.
For each x∈ S ′n we will �nd a program p(�n; n; mx; H ′

n; L
0
n; L

1
n) such that x=A(p(�n; n;

mx; H ′
n; L

0
n; L

1
n)) and the length of p(�n; n; mx; H

′
n; L

0
n; L

1
n) = nHn + o(n). This will prove

that

lim sup
n→∞

1
nk(n)

k(n)∑
i=1

KA(xi|n)6H:

The parameters �n; n; mx; H ′
n; L

0
n; L

1
n are rational numbers codi�ed by binary strings. Their

meaning will be speci�ed in the following lines.
First, let us estimate the number of strings in S ′n: since the probability of each string

is greater than 2−Hn−�nn and the total sum of probabilities is not greater than 1, if Nn
is the number of strings in S ′n then Nn2

−Hn−�nn61 and Nn62Hn+�nn.
If a is a real number, we de�ne truncn(a) = int(2na)=2n (where int() is the integer

part). The binary expansion of truncn(a) will stop at the nth digit. Now, let us de�ne

1 Roughly speaking, a universal algorithm is an algorithm that can simulate any other algorithm if an
appropriate input is given. For a precise de�nition see any book of recursion.
2 Because if U and U ′ are universal then KU (s)6KU ′ (s) + c where c is a constant depending only on U
and U ′, this tells that when using the universal algorithm U the complexity of s with respect to U depends
only on s up to a �xed constant.
3 Let �i(x) be the number of times that the digit i∈{0; 1} occurs in the string x∈{0; 1}n. By an im-
mediate corollary of the weak law of large numbers there is a sequence �n converging to 0, such that
limn→∞ pr{|�i(x)=n − Pi|¡�n} = 1. The existence of �n follows from the following identity pr(x) =

en([�
0(x)=n] log(P0)+[�

1(x)=n] log(P1)).
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l = int(log(n2) + 1) and H ′
n = truncl(H) + 1=2

l; this rational number can be codi�ed
by a string of length not greater than constant + log(n2). We also have H ′

n ¿H and
|H ′
n−H |¡ 1=2l−1. Consider L0n=truncl(log(P0))−1=2l and L1n=truncl(log(P1))−1=2l.

L0n and L
1
n can be codi�ed by strings of length not greater than constant2+ log(n

2) and
L1n ¡ logP1; L0n ¡ logP0. Moreover, if �i(x); i∈{0; 1} is the number of times that the
digit i occurs in the string x, then∣∣∣∣∣∣log pr(x)−

∑
i∈{0;1}

�i(x)Lin

∣∣∣∣∣∣¡
n
2l−1

and then, if x∈ S ′n
−

∑
i∈{0;1}

�i(x)Lin ¡− log(pr(x)) + n
2l−1

¡n(H + �n) +
n
2l−1

¡n(H ′
n + �n) +

n
2l−1

:

It is possible to estimate the number m of strings satisfying the condition

−
∑

i∈{0;1}
�i(x)Lin ¡n(H ′

n + �n) +
n
2l−1

: (2)

Since Lin ¡ logPi then −∑
i∈{0;1} �

i(x)Lin ¿− log(pr(x)) this implies that if x sat-
is�es condition (2) then it satis�es pr(x)¿ 2−n(H

′
n+�n)−n=2l−1

and then the number m is
not greater than the number of x satisfying pr(x)¿ 2−n(H

′
n+�n)−n=2l−1

. This implies that

m62n(H
′
n+�n)+n=(2

l−1)¡ 2n(H+1=(2
l−1)+�n)+n=(2l−1): (3)

From this last consideration, it follows that there is an integer mx6m such that the
string x is the output of the program p(�n; n; mx; H ′

n; L
0
n; L

1
n) which does the following

things:

1 Order (in lexicographic order) all the strings of length n such

that −∑
�i(x)Lin ¡n(H ′

n + �n) + n=2
l−1 until the mx-nt

2 the output is this string

The length of this program is given by a constant (the program p), a representation
of �n that can be done in O(log n) digits (�n can be chosen to be of the form 2−fn),
a string representing n that can be given in O(log n) digits, a representation of H ′

n

which can be given by a string of length constant′+O(log n2), two strings representing
L0n; L

1
n with length 2 (constant

′′+O(log n2)) and a representation of mx (the main part).
Eq. (3) shows that mx can be represented by a string of length nH + o(n). The total
length of the program is nH + o(n) + O(log n) + O(log n2) + constants, which proves
the upper bound.
Lower bound: Let �n be a sequence converging to 0 such that the set

Mn = {x∈{0; 1}n s:t: 2−Hn−�nn ¡ pr(x)¡ 2−Hn+�nn}
is such that pr(Mn)→ 1. As before the existence of �n follows from the law of large
numbers.
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Let us de�ne M ′
n =Mn ∩ Qn.

Since r ¡ pr(Qn)¡r +max(P0; P1)n, we have, from the law of large numbers that

pr(M ′
n)→ r:

Now, we estimate the cardinality of M ′
n. For all x in M ′

n pr(x)¡ 2−Hn+�nn,
if N = #(M ′

n) is the cardinality of M ′
n, since the probability of M ′

n tends to r
then N2−Hn+�nn ¿ r − n, where n is a real sequence converging to 0, then
N ¿ (r − n)2H−�nn.
Since M ′

n⊂Qn this implies that #Qn¿ (r − n)2Hn−�nn.
To estimate (1) consider the set

Qcn = {x∈Qn s:t: KA(x|n)¡Hn− �nn− c}
since the number of programs of length 6k is less than 2k+1 we have

#Qcn ¡ 2Hn−�n−c+1;

#Qcn
#Qn

¡
2Hn−�nn−c+1

(r − n)2Hn−�nn ¡ 2−c+1−log(r−n)

this implies that ∀c
1

k(n)n

∑
x∈Qn

K(x|n)¿ 1
n
(1− 2−c+1−log(r−n))(Hn− �nn− c)

if n → ∞ the right side tends to (1 − 2−c+1−log(r))H , if c is large enough this is as
near as we want to H , and this proves the assertion.

We remark that in the lower bound proof we did not make use of any property of
the algorithm A. This implies that the lower bound is true even if we use non universal
algorithms to de�ne Kolmogorov complexity.
We also remark that the proof of Theorem 1 can be generalized to the case where

n-ary strings are considered instead of binary ones [5].
According to [1,8] the philosophical meaning of Conjecture 1 is that ‘The most

likely sequences from A have complexity approximately equal to the entropy’. Since
Eq. (1) estimates the mean complexity of the strings in Qn, to be more precise we
could replace the word ‘approximately’ with ‘on average’. We remark that the proof
of Theorem 2 can be slightly modi�ed to prove a stronger result.

Proposition 3. Let A be universal and let us de�ne the set

K�n =
{
x∈{0; 1}n s:t: H − �¡ KA(x)

n
¡H + �

}

then ∀� limn→∞ pr(K�n) = 1.

That is almost all sequences ( for the probability measure) have a complexity
asymptotically equal to the entropy. Similar and more general results can be found in
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[5], where algorithmic complexity is used to de�ne a notion of entropy for points in
metric spaces (If we consider information sources as a metric space, [5] we obtain a
result similar to Proposition 3).
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