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INTRODUCTION 

The theory of deformations of associative algebras or Lie algebras has 
heretofore been discussed in terms of the Hochschild (resp. Chevalley- 
Eilenberg)cohomology of these algebras. See Gerstenhaber [4] and the authors 
[&IO]. A geometric picture of the deformations is obtained by considering 
the variety & of all those bilinear maps (“products”) of the underlying vector 
space into itself which satisfy the associativity condition (resp. the Jacobi 
identity). One associative (resp. Lie) algebra structure then represents a point 
m of 4, and deformations of the structure are represented by points of .&Z 
near m. Thus the study of deformations of these algebras is a special case of a 
study of local geometric properties of varieties. 

Harrison [6] has recently defined a cohomology theory for commutative 
algebras, which is particularly applicable to the coordinate rings of algebraic 
varieties. More specifically, let a be an ideal in the algebra A(W) of polyno- 
mial functions on a vector space W, and let 4 be the algebraic set of zeros of a. 
One can ask for conditions which imply that m is a simple point of A. Harrison 
shows that, if A = A( W)/a, the vanishing of his module H2(A, k) implies that 
m is a simple point of&i!; it also follows that the Zariski tangent space to & 
at m is equal to Z1(A, k), the space of I-cocycles. (Here the base field K is an 
A-module through the evaluation homomorphism A --+ k at m.) If A has no 
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nilpotent elements, then ZP(A, k) = 0 is necessary and sufficient for m to be 
a simple point. 

In the particular case when &? is the variety of all associative (resp. Lie) 
structures on a vector space (and a is the ideal generated by the polynomials 
defining the associativity condition, resp. the Jacobi identity), Harrison’s 
work gives H2(A, k) = 0 as a sufficient condition for a simple point. The 
work by Gerstenhaber and by the authors gave H3(L, L) = 0 (vanishing of 
the “obstructions space”) as a sufficient condition that the point m Ed&’ 
representing the algebraL be a simple point of &!. This suggests the surprising 
conclusion that there should be a relation between the associative (resp. Lie) 
algebra cohomology module H3(L, L) and the commutative algebra cohomo- 
logy module H2(A, k). We show that this is so. 

More precisely, we prove that H2(A, k) is canonically isomorphic to a 
subspace of H3(L, L). A simple argument shows that Z2(L, L) (the space of 
“infinitesimal deformations”) is identical with Hl(A, k). Many of the theo- 
rems of [4,8, 9, 101 on deformations of algebras have thus become special 
cases of geometric results of Harrison. 

Our proof is strictly nonhomological and depends on a detailed study of the 
equations defining &!. We give the proof within the graded Lie algebra 
framework of [8] and thus obtain, simultaneously, proofs for Lie algebras, 
associative algebras, and commutative algebras, as well as for similar theo- 
rems in several other cases, including homomorphisms of Lie and associative 
algebras. 

1. PRELIMINARIES 

If V and W are vector spaces over a field K, then A(V) will denote the 
K-algebra of all polynomial functions on V and A( V, W) will denote the A(V)- 
module of all polynomial maps of 5’ into W. (For polynomial functions and 
polynomial maps we refer the reader to [I].) To simplify our exposition, we 
shall assume throughout that the base field K is infinite. This allows us to 
identify A(V) with the symmetric algebra S(V) of the dual space V’ of V. 
Similarly A( V, W) can be identified with S( V’) Ok W. However, all of our 
theorems and proofs are valid, with only minor modifications, for the case 
of finite k. We shall leave their formulation to the reader. 

2. COHOMOLOGY OF COMMUTATIVE ALGEBRAS 

Let A be a commutative K-algebra and let E be an A-module. We refer 
the reader to Harrison’s paper [6] for the definition of the cohomology 
modules Hn(A, E) (n = 1,2, 3). (The “correct” definition of the higher- 
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dimensional cohomology modules H”(A, E) (n > 3) is not yet clear.) We 
shall need the following properties of these cohomology modules: 

2.1. Let the ideal a of A annihilate the A-module E. Then there is a natural 
exact sequence 

0 + HI(A/a, E) -+ H1(A, E) ---f Horn, (a, E) + H2(A/a, E) + H2(A, E). 

This is just Theorem 2 of [6]. 

2.2. Let S be a multiplicative subset of A and let S-IA denote the ring of 
fractions of A with respect to S. Let E be an S-IA-module and consider E as an 
A-module via the canonical homomorphism A + SFA. Then the canonical 
homomorphism H2(SFA, E) -+ H2(A, E) is an isomorphism. 

This is Theorem 16 of [6]. 

2.3. Let A be a polynomial algebra over k and let E be an A-module. Then 
H2(A, E) = 0. 

This is included in Theorem 11 of [6]. 

2.4. Let the commutative algebra A over the perfect field k be a local ring 
zuith maximal ideal m. Then A is a regular local ring if and only if 
H2(A, A/m) = 0. 

This is Theorem 19 of [6]. 

2.5. Let A be a Jinitely-generated commutative k-algebra, let N denote the 
nilradical of A and let v : A -+ k be a k-algebra homomorphism. Let X be the 
afine algebraic set corresponding to the a&e k-algebra A/N and let x E X 
correspond to v. If H2(A, k) = 0, then x is a simple point of X. 

Using localization (i.e., 2.2), this is an immediate consequence of Theorem 
24 of [6]. The hypothesis that k be a perfect field made in Theorem 24 is not 
necessary in this case. All one needs is that H2(k, k) = 0, and it is trivial 
to check that this holds for any field k. We remark that the converse of 2.5 
is not valid. 

Remark. Let A and N be as in 2.5. It follows from 2.5 and 2.4 that, if 
H2(A, k) = 0, then H2(A/N, k) = 0. However, it is not true in general that 
the canonical map H2(A/N, k) -+ H2(A, k) is an injection. 

3. POLYNOMIAL MAPPINGS AND THE HARRISON COHOMOLOGY 

For the purposes of this paper we shall need an explicit description of the 
commutative algebra cohomology modules associated with a polynomial 
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mapping of vector spaces. Such a description is given by Theorem 3.1 
below, which can be considered as a geometric interpretation of the exact 
sequence of 2.1. 

Let V and W be finite-dimensional vector spaces over k and let W’ denote 
the dual space of W. The pairing of elements w E Wand w’ E IV’ is denoted 
by (w’, w). This pairing extends to a pairing of the A( V)-modules A( V, IV’) 
and A( V, W) into A(V) defined as follows: if Q E A( V, IV’) and P E A( V, W), 
then (Q, P) E A(V) is defined by (Q, P) (v) = (Q(U), P(v)). This pairing 
defines A( V, IV’) as the dual space of the A( V/)-module A( V, W). 

THEOREM 3.1. Let P : V -+ W be a polynomial mapping, let m E V with 
P(m) = 0, and consider k as an A(V)-moduZe by means of the evaluation 
homomorphism vrn : A(V) + k at m. Let 7 : A( V, W’) + A(V) be the 
A(V)-module homomorphism defined by 7(Q) = <Q, P), let a = Im(v) and 
let r = Ker (7). Let 

Z = {w E W / (Q(m), w) = 0 for every Q EC} 

and let B denote the image of the da#erential d,P : V + W. Then P canonically 
determines an isomorphism of the quotient space Z/B onto the Harrison coho- 
mology module H2(A(V)/a, k). Furthermore, the kernel of d,P is canonically 
isomorphic to H1(A( V)/a, k). 

See [I] for the differential of a polynomial mapping. 

Proof. Since A(V) is a polynomial algebra, 2.3 implies that 
H2(A( V), k) = 0. We note that the ideal a annihilates the A( V)-module k. 
Hence, following 2.1, we have an exact sequence 

0 -+ H1(A( V)/a, k) + Hl(A( V), k) : Horn,(,) (a, k) L H2(A( V)/a, k) -+ 0. 

(3.2) 
Consequently, H2(A( V)/a, k) is isomorphic to the quotient space 
HomA (a, k)/a(Hl(A(V), k)). We shall prove the main conclusion of 3.1 
by defining a linear isomorphism # : HomA(V, (a, k) + Z such that 

4(4H1(A(V), k))) = B. 
The homomorphism r determines an A( V)-module isomorphism 

A( V, W’)/r --f a. Let 

01: Hoe=m (a, 4 - Hom,cv) (A@‘, W’)/r, k) 

be the induced isomorphism and let 

P : How(,) (A(K W/r, k) + HomA(,) (A(V, W’),k) 

be the canonical monomorphism. Since A(V, IV’) is canonically isomorphic 
to A(V) ok IV’, it follows that there is a canonical isomorphism y of 
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Horn,(,) (A(V, IV’), K) with Horn, (IV’, lz), the bi-dual of UI, we identify 
W with its bi-dual Horn, (IV’, tz) in the standard manner. If w E W and 
Q E A(V, IV’), then y-l(w) (Q) = (Q(m), w). Now let I/ : Horn,(,) (a, k) + W 
denote the composite homomorphism y o p o cu; 4 is a monomorphism. 
Furthermore, one checks easily from the definitions that the image of # is 
precisely 2. 

The cohomology module H1(A( V), K) is, by definition, the vector space of 
all v,-derivations of A(V) into K. It is well-known that there is a canonical 
isomorphism 0 of V onto Hr(A( V), R). F or each v,-derivation d of A(V) into 
h, let u(d) denote the restriction of d to a; then u(d) E Hom,cy) (a, K) and 
u : Hr(A(V), k) + Horn,(,) (a, K) is the map which occurs in the exact 
sequence (3.2). An elementary argument shows that the composite map 

V: W(A( V), k) 2 Horn,(,) (a, k) 5 W 

is just the differential d,P : V -+ W of the polynomial map P at m. Since 6 
is an isomorphism, the image of 4 o u is just the image B of d,P. Conse- 
quently, 4 determines an isomorphism of Horn,(,) (a, K)/a(Hl(A( V), K)) 
onto Z/B. Moreover, it follows easily from (3.2) and the remarks above that 
the kernel of d,P is canonically isomorphic to Hr(A( V)/a, K). This completes 
the proof of Theorem 3.1. 

3.2. Remarks. (a) The A( I’)-module r can be considered as the “module 
of relations” determined by the polynomial map P : V-t W. Consider, in 
particular, the case W = kn. Then P = (PI ,..., P,), where PI ,..., P, E A(V). 
If we identify the dual space IV’ with kn by means of the usual pairing of k* 
and kn into k, then, for Q = (Qr ,..., Q,J E A( V, IV’), we have 

Thus r consists of all n-tuples (Qr ,... , Q,) of polynomial functions such that 
QIPl + -*- + QnPn = 0. Th is is the usual definition of the module of rela- 
tions determined by an n-tuple (PI ,. . . , P,) of polynomial functions. 

(b) The element m E V determines a pairing of the A(V)-modules 
A( V, IV’) and W into k defined by (Q, w) = (Q(m), w) for Q E A(V, IV’) 
and w E W. With respect to this pairing, 2 is the submodule of W which 
is orthogonal to the module of relations r. 

(c) It is easy to check that the ideal a of A(V) is generated by all functions 
of the form f o P, where f E w'. 

3.3. We continue with the notation of Theorem 3.1. Let C be a vector 
subspace of W which is supplementary to Z and let rrc : W -+ C and let 
mz : W-+ 2 be the projection operators corresponding to the direct sum 
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decomposition W = 2 + C. The following lemma is crucial in a number of 
problems involving “deformations” of Lie and associative algebras. For 
example, it includes as a special case, Lemma 19.2 of [8], which was the 
crucial lemma in the construction of “Kuranishi families” of deformations. 
An infinite-dimensional analogue of this lemma is basic in Kuranishi’s 
construction of locally complete families of complex structures on a compact 
manifold. See [.5, pp. 122-123, in particular, Lemma 2.31. 

LEMMA 3.4. There exists a Zariski-open subset U of V containing m such 
that, ifv E U and zz(P(er)) = 0, then P(v) = 0. 

Proof. The A( V)-module r is finitely-generated; let Q1 ,..., Qn be a set 
of generators of r. For each a E V, let the linear map v,,, : W --+ kn be defined 

bY 
~04 = (<Q,W, w),-., (Q&h w)). 

By definition of Z and C the restriction of v’m to C is injective. Hence there 
exists a Zariski-open subset U of V containing m such that, if D E U, then 
the restriction of vv to C is injective. We have (Q(v), P(v)) = 0 for every 
Q E r, 2, E V. Thus q~,(P(u)) = 0 for every o E V. Now let u E U with 
n=(P(v)) = 0. Then 

0 = a#w 
= %(wz(p(wN + %(p(w))) 
= %(4Y~N)* 

Since et E U, this implies that r=(P(v)) = 0, hence that P(w) = 0. 

4. THE DEFORMATION EQUATION 

As indicated in [8], the set of all Lie (resp. associative) multiplications on a 
vector space can be described as the set of all solutions of a “deformation 
equation” in a graded Lie algebra. In this section we shall study the deforma- 
tion equation from the point of view set forth in Section 3. We assume, 
henceforth, that the base field k is not of characteristic 2. However, all our 
results are valid for characteristic 2; see [S] for the necessary modifications 
in this case. 

A gradedLie algebra over k is given by a graded vector space E = GnsZ E, , 
together with a bilinear map (x, y) --f [x, y] of E x E into E such that the 
following conditions are satisfied for every x E E,, y E E,, and z E E,: 

(1) [x,YI GE,+,; 
(2) 1% Yl = - (- 1p [Y, Xl ; 
(3) (- l)PT Lx, [Y, 41 + (- lP [Y, h XII + (-- I)*’ b, [X,Yll = 0. 
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If characteristic k = 3, we also require [a$~, x]] = 0 for p odd (this follows 
from (3) if characteristic K f 3). 

Equation (3) is called the graded Jacobi identity. 
Let D : E + E be a homogeneous derivation of degree 1 (see [a, p. 71 

for definition) such that D o D = 0. The equation 

Dx + g [x, x] = 0, 

is called the “deformation equation”. 

x E El (4.1) 

For each x E El, we define a homogeneous linear map D, : E---f E of 
degree 1 by D,(y) = Dy + [x, y]. It follows from the graded Jacobi identity 
that D, is a homogeneous derivation of degree 1. Now, let m E El satisfy the 
deformation equation (4.1). In this case the graded Jacobi identity implies 
that D, o D, = 0. Consequently, (E, D,) is a cochain complex. We denote 
by H”(E, Dm) (resp. Z”(E, D,), Bn(E, 0,)) the nth cohomology module 
(resp. module of n-cocycles, n-coboundaries) of (E, D,). 

We now assume that each summand Ej is finite-dimensional. Let the 
polynomial map P : El - E, be defined by P(x) = Dx + & [x, x]. The 
deformation equation (4.1) now reads P(x) = 0. Let m E El satisfy P(m) = 0. 
We now adopt the notation of Theorem 3.1 with V = El , W = E, , and P 
and m as above. Since m satisfies (4.1), it follows that 

P(m + x) = D,x + 4 [x, x]. 

Thus the differential d,P is just D, . It follows from Theorem 3.1 that 
Z1(E, D,), the kernel of D, , is equal to the Harrison cohomology module 
H1(A(El)/a, K). (Here a is the ideal of A(E,) generated by all functions 
7 o P, where 7 is a linear function on E, .) Furthermore, B2(El, D,,), the 
image of D, = d,P, is equal to B. 

We now wish to show that Z C Z2(E, D,). For each linear function 17 on 
E3 , we define a polynomial mapping (in fact, a linear mapping) f, of El 
into Ei , the dual space of Ez, by f,(x) = 77 o D, . We note that the graded 
Jacobi identity implies that D,(P(x)) = 0 for every x E El . Hence 
<f,,(x), P(r)) = v o D,(P(x)) = 0 for every x E El . It follows that f, 
belongs to r, the module of relations, for every r, E EA . Let z E 2. Then, 
since f,, ET, q(D,z) = (f,,(m), z) = 0. Since this holds for every 71 E Ei , 
this implies that D,z = 0, hence that z E Z2(E, D,). Thus 2 C Z2(E, D,). 

Since H2(A(EJa) is canonically isomorphic to Z/B, the injection 
Z/B C Z2(E, DJB gives a canonical injection of H2(A(El)/a, K) into 
H2(E, D,). Furthermore, it follows immediately from the definitions that 
Hl(A(E,)/a, k) is identical to Zl(E, D,). Thus we have proved 

THEOREM 4.2. Let the notation be as above. Then H2(A(EJa, k) is canonic- 
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ally isomorphic to a vector subspace of H2(E, DnJ and Hl(A(E,)/a, k) is identical 
to Z1(E, D,). 

COROLLARY 4.3. Let k be algebraically-closed and let M be the a&e a&e- 
braic set of all solutions of the deformation equation (4.1). Let m E J&’ be such 
that H*(E, D,) = 0. Then m is a simple point of ./I and the tangent space of A? 
at m is equal to Z1(E, 0,). 

The proof of the first conclusion follows immediately from 4.2 and 2.5. 
The second conclusion follows easily from 4.2 and the definition of the 
tangent space of an affine algebraic set. The restriction that k be algebraic- 
ally-closed is purely for technical reasons. (Otherwise one must replace & 
by the set of all solutions of the deformation equation in the graded Lie 
algebra E @& K, where K denotes an algebraically-closed field containing k.) 

We remark that Corollary 4.3 is identical with Theorem 23.3 of [S]. 
Furthermore, Theorem 23.4 of [S] on the existence of “Kuranishi families” 
of deformations is an easy consequence of Theorem 4.2 and Lemma 3.2. 

5. APPLICATIONS 

(1) Associative algebras (See [3, 41.) Let V be a finite-dimensional vector 
space over k. For each integer p > - 1, we define E, to be the vector space 
of all (p + 1)-linear maps of I’ into V, we set E, = (0) if p < - 1 and let 

E = O,,z E9 . If v E E, and I+% E E, , then, following Gerstenhaber [3], we 
define v o 4 E E,,, , the composition product of r+~ and #, by 

F 0 #(vo >-**9 VP+*) 

= to (- l)i’q+l’ &A3 ,***, vi-1 , $44 ,***, vi+& vi+q+1 ,-em, v,+,). 

We define [v, #] = v o Z/J - (- l)pq # o v. Then, as shown by Gerstenhaber, 
this product defines on E the structure of a graded Lie algebra. 

Let D = 0. Since 8 [v, ~1 = p o 9) for v E E1 , the deformation equation 
(4.1) becomes v o p = 0. A trivial computation shows that p o p = 0 if 
and only if q~ is associative. Thus the solutions of the deformation equation 
are precisely the associative multiplications on V. 

Let m be an associative multiplication on V and L = (V, m) be the cor- 
responding associative algebra (not necessarily with identity). We consider L 
as a two-sided L-module in the obvious manner. Let C(L, L) = 0, C”(L, L) 
denote the Hochschild complex ofL with coefficients in L. (See [7].) We note 
that P+l(L, L) = En . Furthermore, if v E E, , a trivial computation shows 

481/9/I-4 
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that 89 = (- 1)” D,F, where S denotes the Hochschild coboundary operator. 
Thus the Hochschild cohomology space irn+l(t,L) is identical with 
li*a(E, D,). Let a be as in Section 4. It follows from Theorem 4.2 that, in 
this case, Hz(A(E&‘a, K) is canonicaliy isomorphic to a vector subspace of 
H3(L, L). Furthermore, I-Il(A(E,)/a, k) is identical to Z2(L, L). As an imme- 
diate consequence of Corollary 4.3 we have 

PROPOSITION 5.1. Let ..&Z be the ajhe algebraic set of all associative multi- 
pl~cat~o?~s on a unite-dimen~ona~ vector @ace over an a~e~u~~~~~-c~o~ed $eld. 
Let m E A@ and let L = (V, m) be the ~or~es~ondi~ associative algebra. lf 
H3(L, L) = 0, tlaen m is a simple point of A and the ta8ge8t space of 4@ at m is 
equal to Z2(L, L). 

This result explains, in a sense, the interpretation of elements of P(L,L) 
as “obstructions to integrating infinitesimal deformations of L.” See Section 5 

of PI- 

(2) Lie algebras. (See [IO].) Let V be a finite-dimensional vector space 
over K. For each p 2 - 1, let E, be the vector space of all alternating 
(p + I)-linear maps of Y into V. Set E2, = (0) for p < - 1. If ‘p E E, and 
~EE,,wedefinecp~9EE~IPby 

where the sum is taken over all permutations CJ of (O,..., p + q> such that 

48 -=z *** < o(q) and u(q + 1) < **a < u(p + 9). We set 

r%4=P~7c--t- 1PQJ/K97’ 

This product defines on E = @eGx E the structure of a graded Lie algebra. p, 
Let i) = 0. The defo~ation equation becomes fp 7~ y = 0 for cp E Ez . 

One checks easi$ that v z pi = 0 if and only if 9 satisfies the Jacobi identity. 
Thus the Lie multipli~tions on Y are precisely the solutions of the deforma- 
tion equation. 

Let L = (V, m) be a Lie algebra, Consider L as an&module via the adjoint 
representation. As in (I>, a straightforward computation shows that Hn(E, Dnr) 
is identical with the Lie algebra cohomology space E?s+l(L, L). If a is as in 
Section 4, then Theorem 4.2 shows that Hs(A(E1)/a, K) is canonically isomor- 
phic to a subspace of Ns(L, L). Similarly, Hl(A(E&a, R) is identical with 
zZ(L, L), Proposition 5.1 is equally valid for Lie algebras. 

(3) Commutative algebras. Let E be as in (1). If T denotes the tensor 
algebra of V, then E can be tonically identified with Horn, (T, V). We 
now define a new structure of graded associative algebra on T in which the 
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multiplication is given by the “shuffle” product of [2]. Let Tf denote the ideal 
in T generated by all homogeneous elements of positive degree. Let 
F = 0, F,, be the graded subspace of E consisting of allf E E (= Horn (T, V)) 
which vanish on ( T+)2. Then a lengthy computation shows that F is a graded 
subalgebra of the graded Lie algebra E. 

Let D = 0. The solutions of the deformation equation + [m, m] = 0 for 
the graded Lie algebra F are precisely the commutative and associative 
multiplications on Z’. Let L = (V, m) be a commutative algebra. Consider L 
as an L-module in the obvious way. It follows immediately from the defini- 
tions of [6] that Hn(F, D,) is identical with the Harrison cohomology space 
Hn+l(L, L) (n = 0, 1,2). It follows from Theorem 4.2 that H2(AF,)/a, k) 
is canonically isomorphic to a vector subspace of the commutative algebra 
cohomology module H3(L,L) and that Hl(A(F,)/a, k) is identical with 
Z2(L, L). Proposition 5.1 is also valid for commutative algebras. 

(4) Homomorphisms of Lie dgebras. (See [9].) Let L and M be finite- 
dimensional Lie algebras. For each integer p 3 0, let E, be the vector space 
of all alternating p-linear maps of L into M. Set E, = (0) if p < 0 and let 

E = O,,z E, . (E depends only on the underlying vector spaces of L and M.) 
We denote the Lie algebra products on L and M by the usual bracket notation. 
We define a product on E, also denoted by [,I, as follows: If y E E, and /I E E, , 
then [v, $1 E E,,, is given by 

where the sum is taken over all permutations u of (I,..., p + 4) such that 
a(l) < **a < u(p) and ~(p + 1) < *.* < CJ(P + 4). This product defines on 
E the structure of a graded Lie algebra. 

We define a homogeneous derivation D : E --+ E of degree 1 as follows: 
If v E E, , then 

D&I~ ,..., ZI~+~) = c (- l)i+j &vi , 0~1, zlr ,..., 8, ,..., Gi ,..., ~+i) 
i<j 

where the symbol A indicates that the argument underneath it is omitted. 
A trivial computation shows that a linear map p : L + M is a Lie algebra 
homomorphism if and only if p satisfies the deformation equation, 

DP + B b, PI = 0. 

Let p : L + il4 be a Lie algebra homomorphism. If ad, denotes the adjoint 
representation of M, then ad, o p defines a representation of L on M and 
thus defines M as an L-module. A straightforward computation shows that 
H”(E, D,) is identical with the Lie algebra cohomology module Hn(L, M). 
(Note that, in this case, there is no shift in dimension.) 
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Let the notation be as in Section 4 except that m is replaced by p. Then 
Theorem 4.2 implies that ZP(A(E,)/a, K) is canonically isomorphic to a 
vector subspace of EP(L, M) and that ~~l(~(~~)~a, k) is identical with 21(&M). 
As an immediate consequence of Coroilary 4.3 we have 

PROI-OSITION 5.2. Let L aed M be Jinite-dimensional Lie algebras over an 
al~ebra~cal~~-closed~e~d and let W be the aJJ;ne algebraic set of all homo~- 
phisms of L into M. Let p : L -+ M be a homomorphism and consider M as an 
L-module via the representation adM o p. If fP(L, M) = 0 then p is a simple 
point of W and the tangent space of A% at p is F(L, M). 

(5) ~omo~torph~srns of associative al’gebras. (See [9].) Let L and M be 
associative algebras and let E, (p 2 0) be the vector space of allp-linear maps 
of L into M. Set ED = (0) ifp <: 0 and let E = GPEz ED . If 9) E E;;, and #J E E, , 
we define v$ E E,,, by 

We set 

An easy computation shows that this defines a graded Lie algebra structure 
on E. 

Define the homogeneous derivation D : E--t E of degree 1 as follows: If 
y E E,, , then 

Then the solutions to the deformation equation are precisely the algebra 
homomorphisms of L into M. Let p : L -+ M be a homomorphism of algebras 
and consider M as an L-module via p. It now follows immediately from 4.2 
and 4.3 that the results of (4) on homomorphisms of Lie algebras are also 
valid for homomorphisms of associative algebras. 

We further remark that the obvious analogues of these theorems for 
homomorphisms of commutative algebras are valid. 
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