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## 1. Introduction

During the past few years there have been a number of linear and nonlinear generalizations of the well-known integral ineqality due to Gronwall-Bellman and Reid, which play an important role in studying the qualitative as well as the quantative properties of solutions of differential and integral equations. The two independent variable generalization of this inequality was given by Wendroff [2, p. 154], which is useful in the theory of partial differential and integral equations. For various motivations this inequality has been further generalised in many directions, e.g., see [3-6, 10, 11, 13-21].

In this paper we establish a number of new integral inequalities in $n$ independent variables which are further generalizations of some known results. In Section 2 we extend the result of Young [21] to discuss the case when an inequality has repeated integrals. A unified result is also presented which covers several results of Pachpatte $\mid 15,16]$. Some Wendroff type inequalities are also obtained and known results are deduced or compared. In Section 3, some nonlinear inequalities are given which are more general than those obtained in $[4,12]$. Some applications are given in Section 4. Throughout the paper we shall use the following notations. Let $\Omega$ be an open bounded set in $R^{n}$ and let a point $\left(x_{1}^{i}, \ldots, x_{n}^{i}\right)$ in $\Omega$ be denoted by $x^{i}$. Let $y$ and $x(y<x)$ be any two points in $\Omega$ and denote by $D$ the parallelepiped defined by $y<s<x$, that is, $y_{j}<s_{j}<x_{j}, 1 \leqslant j \leqslant n$. The $\int_{y}^{x} \cdot d s$ indicates the $n$-fold integral $\int_{y_{1}}^{x_{1}} \cdots \int_{y_{n}}^{x_{n}} \cdot d s_{1} \cdots d s_{n}$, and $u_{x}(x)$ denotes $\dot{c}^{n} u(x) /\left(\partial x_{1} \cdots \hat{c} x_{n}\right)$.

In what follows we shall assume that the functions which appear in the inequalities are real-valued, nonnegative, continuous and defined in $\Omega$.

## 2. Linear Inequalities

Lemma 2.1. Let $p(s)$ be a continuous function in $\Omega$. Then the characteristic initial value problem

$$
\begin{align*}
&(-1)^{n} v_{s}(s, x)-p(s) v(s, x)=0  \tag{2.1}\\
& \text { in } \Omega,  \tag{2.2}\\
& v(s, x)=1 \\
& \text { on } s_{i}=x_{i}, 1 \leqslant i \leqslant n
\end{align*}
$$

has a unique solution $v(s, x)$ near to $x$ and satisfies $\prod_{i=1}^{n}\left(x_{i}-s_{i}\right) \geqslant 0$. This solution is continuous and if $p(s)$ is nonnegative, so is $v(s, x)$.

Proof. The function $v(s, x)$ is the Riemann function relative to point $x$. Problem (2.1), (2.2) is equivalent to the integral equation

$$
\begin{equation*}
v(s, x)=1+\int_{s}^{x} p(t) v(t, x) d t \tag{2.3}
\end{equation*}
$$

The existence, uniqueness and nonnegative property of $v(s, x)$ follows by successive approximation arguments as given in $[10,11,18,19]$ for $n=2$ and systems. An explicit representation of $v(s, x)$ is given in [21]. Since $v(s, x)$ is continuous and $v=1$ on $s_{i}=x_{i}, 1 \leqslant i \leqslant n$ there is a domain $D^{+}$ containing $x$ on which $v \geqslant 0$ even if $p(s)$ is not nonnegative.

Lemma 2.2. Suppose $p(x)$ and $q(x)$ are continuous functions in $\Omega$. Let $v(s, x)$ be the solution of $(2.1),(2.2)$ and let $D^{+}$be a connected subdomain of $\Omega$ containing $x$ such that $v \geqslant 0$ for all $s \in D^{+}$. If $D \subset D^{+}$and

$$
\begin{equation*}
u_{x}(x)-p(x) u(x) \leqslant q(x) \tag{2.4}
\end{equation*}
$$

where $u$ vanishes together with all its mixed derivatives up to order $n-1$ on $x_{i}=y_{i}, 1 \leqslant i \leqslant n$. Then

$$
\begin{equation*}
u(x) \leqslant \int_{y}^{x} q(t) v(t, x) d t \tag{2.5}
\end{equation*}
$$

Proof. The proof of Lemma 2.2 follows from Young's theorem [21].
ThEOREM 2.3. Let $V(s, x)$ be the solution of characteristic initial value problem

$$
\begin{align*}
(-1)^{n} V_{s}(s, x)-\sum_{r=1}^{m} E_{s}^{r}(s, b) V(s, x)=0 & \text { in } \Omega  \tag{2.6}\\
V(s, x)=1 & \text { on } s_{i}=x_{i}, 1 \leqslant i \leqslant n \tag{2.7}
\end{align*}
$$

and let $D^{+}$be a connected subdomain of $\Omega$ containing $x$ such that $V \geqslant 0$ for all $s \in D^{+}$. If $D \subset D^{+}$and

$$
\begin{equation*}
u(x) \leqslant a(x)+b(x) \sum_{r=1}^{m} E^{r}(x, u) \tag{2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
E^{r}(x, u)=\int_{y}^{x} f_{r 1}\left(x^{1}\right) \int_{y}^{x^{\prime}} f_{r 2}\left(x^{2}\right) \cdots \int_{y}^{x^{r-1}} f_{r r}\left(x^{r}\right) u\left(x^{r}\right) d x^{r} \cdots d x^{1} \tag{2.9}
\end{equation*}
$$

then

$$
\begin{equation*}
u(x) \leqslant a(x)+\left.b(x)\right|_{y} ^{x} \sum_{r=1}^{m} E_{s}^{r}(s, a) V(s, x) d s \tag{2.10}
\end{equation*}
$$

Proof. Define a function $\phi(x)$ such that

$$
\phi(x)=\sum_{r=1}^{m} E^{r}(x, u)
$$

then we have

$$
\phi_{x}(x)=\sum_{r=1}^{m} E_{x}^{\prime}(x, u)
$$

and hence from (2.8)

$$
\begin{align*}
\phi_{x}(x) & \leqslant \sum_{r=1}^{m} E_{x}^{r}(x, a+b \phi) \\
& =\sum_{r=1}^{m} E_{x}^{r}(x, a)+\sum_{r=1}^{m} E_{x}^{r}(x, b \phi) \tag{2.11}
\end{align*}
$$

Using the nondecreasing nature of $\varphi(x)$ in (2.11), we find

$$
\phi_{x}(x)-\sum_{r=1}^{m} E_{x}^{r}(x, b) \phi(x) \leqslant \sum_{r=1}^{m} E_{x}^{r}(x, a),
$$

where $\phi$ vanishes together with all its mixed derivatives up to order $n-1$ on $x_{i}=y_{i}, 1 \leqslant i \leqslant n$.

Now an application of Lemma 2.2, provides

$$
\begin{equation*}
\phi(x) \leqslant\left.\right|_{y} \sum_{r=1}^{m} E_{s}^{r}(s, a) V(s, x) d s . \tag{2.12}
\end{equation*}
$$

Result (2.10) now follows from (2.12) and $u(x) \leqslant a(x)+b(x) \phi(x)$.
Some particular cases of Theorem 2.3, $n=2$ and $m$ up to 3 have been considered recently by Pachpatte [15, Theorems 1-4; 16, Theorems 1-2], but his results cannot be compared with our result. In the next theorem we shall consider a particular case of (2.8); the obtained result unifies all his six theorems for the general $n$.

We shall denote $\sum_{r=1}^{r_{1}} b(x) f_{r}(x) \bigcup_{i=1}^{r_{2}} g_{i}(x)$ as the sum of all functions except when $b(x) f_{k}(x)=g_{l}(x)$ for some $1 \leqslant k \leqslant r_{1}, 1 \leqslant l \leqslant r_{2}$; then $g_{l}(x)$ is taken to be zero, also $\bigcup_{i=1}^{0} g_{i}(x)=0$.

ThEOREM 2.4. Let $V_{i}(s, x), 1 \leqslant i \leqslant m$, be the solutions of characteristic initial value problems

$$
\begin{gathered}
(-1)^{n} V_{1 s}(s, x)-\left(\sum_{r=1}^{m} b(s) f_{r}(s) \bigcup_{i=1}^{m-1} g_{i}(s)\right) V_{1}(s, x)=0 \quad \text { in } \Omega, \\
(-1)^{n} V_{j s}(s, x)-\left(\sum_{r=1}^{m-j+1} b(s) f_{r}(s) \bigcup_{i=1}^{m-j} g_{i}(s) \quad g_{m-j+1}(s)\right) \\
\times V_{j}(s, x)=0 \quad \text { in } \Omega, 2 \leqslant j \leqslant m \\
V_{j}(s, x)=1 \quad \text { on } s_{i}=x_{i}, 1 \leqslant i \leqslant n, 1 \leqslant j \leqslant m
\end{gathered}
$$

and let $D^{+}$be a connected subdomain of $\Omega$ containing $x$ such that $V_{i} \geqslant 0$, $1 \leqslant j \leqslant m$ for all $s \in D^{+}$. If $D \subset D^{+}$and $(2.8)$ is satisfied where $f_{i i}(x)=f_{i}(x)$, $1 \leqslant i \leqslant m ; f_{i+1, i}(x)=f_{i+2, i}(x)=\cdots=f_{m, i}(x)=g_{i}(x), 1 \leqslant i \leqslant m-1 ;$ then

$$
\begin{equation*}
u(x) \leqslant a(x)+b(x) P_{j}(x), \quad 1 \leqslant j \leqslant m . \tag{2.13}
\end{equation*}
$$

where

$$
\begin{aligned}
P_{1}(x)= & \int_{y}^{x} a\left(x^{1}\right) \sum_{r=1}^{m} f_{r}\left(x^{1}\right) V_{1}\left(x^{1}, x\right) d x^{1}, \\
P_{j}(x)= & \int_{y}^{x}\left[a\left(x^{1}\right) \sum_{r=1}^{m-j+1} f_{r}\left(x^{1}\right)+g_{m-j+1}\left(x^{1}\right) P_{j-1}\left(x^{1}\right)\right] \\
& \times V_{j}\left(x^{1}, x\right) d x^{1}, \quad 2 \leqslant j \leqslant m .
\end{aligned}
$$

Proof. Inequality (2.8) with functions $f_{i j}(x)$ is equivalent to the system

$$
\begin{align*}
u_{1}(x) & \leqslant a(x)+b(x) \int_{y}^{x}\left[f_{1}(s) u_{1}(s)+g_{1}(s) u_{2}(s)\right] d s  \tag{2.14}\\
u_{j-1}(x) & =\int_{y}^{x}\left[f_{j-1}(s) u_{1}(s)+g_{j-1}(s) u_{j}(s)\right] d s, \quad 3 \leqslant j \leqslant m  \tag{2.15}\\
u_{m}(x) & =\int_{y}^{x} f_{m}(s) u_{1}(s) d s \tag{2.16}
\end{align*}
$$

Define

$$
\phi_{1}(x)=\int_{y}^{x}\left[f_{1}(s) u_{1}(s)+g_{1}(s) u_{2}(s)\right] d s
$$

$$
\begin{aligned}
\phi_{j-1}(x) & =\left.\right|_{-y} ^{x}\left[f_{j-1}(s) u_{1}(s)+g_{j-1}(s) u_{j}(s) \mid d s . \quad 3 \leqslant j \leqslant m\right. \\
\phi_{m}(x) & =\int_{y}^{x} f_{m}(s) u_{1}(s) d s
\end{aligned}
$$

Then, from (2.14), (2.15),$(2.16)$ it follows that

$$
\begin{align*}
\phi_{1 x}(x) & \leqslant f_{1}(x)\left[a(x)+b(x) \phi_{1}(x)\right]+g_{1}(x) \phi_{2}(x)  \tag{2.17}\\
\phi_{j-1 x}(x) & \leqslant f_{j-1}(x)\left[a(x)+b(x) \phi_{1}(x)\right]+g_{j-1}(x) \phi_{j}(x), \\
& 3 \leqslant j \leqslant m,  \tag{2.18}\\
\phi_{m x}(x) & \leqslant f_{m}(x)\left[a(x)+b(x) \phi_{1}(x)\right] . \tag{2.19}
\end{align*}
$$

We add $(2.17),(2.18)_{j}, 3 \leqslant j \leqslant m,(2.19)$ to obtain

$$
\begin{aligned}
\left(\sum_{r=1}^{m} \phi_{r}(x)\right)_{x} \leqslant & a(x) \sum_{r=1}^{m} f_{r}(x)+b(x) \sum_{r=1}^{m} f_{r}(x) \phi_{1}(x) \\
& +\sum_{r=1}^{m} g_{r}(x) \phi_{r+1}(x)
\end{aligned}
$$

and hence

$$
\begin{align*}
& \left(\sum_{r=1}^{m} \phi_{r}(x)\right)_{x}-\left(\sum_{r=1}^{m} b(x) f_{r}(x) \bigcup_{i=1}^{m-1} g_{i}(x)\right)\left(\sum_{r=1}^{m} \phi_{r}(x)\right) \\
& \quad \leqslant a(x) \sum_{r=1}^{m} f_{r}(x) . \tag{2.20}
\end{align*}
$$

Using Lemma 2.2, we find

$$
\begin{equation*}
\sum_{r=1}^{m} \phi_{r}(x) \leqslant P_{1}(x) \tag{2.21}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\phi_{m}(x) \leqslant P_{1}(x)-\sum_{r=1}^{m-1} \phi_{r}(x) . \tag{2.22}
\end{equation*}
$$

Adding (2.17), (2.18) $)_{j}, 3 \leqslant j \leqslant m$, and making use of (2.22), we obtain

$$
\begin{aligned}
\left(\sum_{r=1}^{m-1} \phi_{r}(x)\right)_{x} \leqslant & a(x) \sum_{r=1}^{m-1} f_{r}(x)+b(x) \sum_{r=1}^{m-1} f_{r}(x) \phi_{1}(x) \\
& +\sum_{r=1}^{m-2} g_{2}(x) \phi_{r+1}(x)+g_{m-1}(x)\left[P_{1}(x)-\sum_{r=1}^{m-1} \phi_{r}(x)\right]:
\end{aligned}
$$

thus it follows that

$$
\begin{aligned}
& \left(\sum_{r=1}^{m-1} \phi_{r}(x)\right)_{x}-\left(\sum_{r=1}^{m-1} b(x) f_{r}(x) \bigcup_{i=1}^{m-2} g_{i}(x)-g_{m-1}(x)\right)\left(\sum_{r=1}^{m-1} \phi_{r}(x)\right) \\
& \quad \leqslant a(x) \sum_{r=1}^{m-1} f_{r}(x)+g_{m-1}(x) P_{1}(x)
\end{aligned}
$$

Using again Lemma 2.2, we get

$$
\begin{equation*}
\sum_{r=1}^{m-1} \phi_{r}(x) \leqslant P_{2}(x) \tag{2.23}
\end{equation*}
$$

or

$$
\begin{equation*}
\phi_{m-1}(x) \leqslant P_{2}(x)-\sum_{r=1}^{m-2} \phi_{r}(x) . \tag{2.24}
\end{equation*}
$$

We add (2.17), $(2.18)_{\mathrm{j}}, 3 \leqslant j \leqslant m-1$, and use (2.24) to find

$$
\begin{aligned}
& \left(\sum_{r=1}^{m-2} \phi_{r}(x)\right)_{x}-\left(\sum_{r=1}^{m-2} b(x) f_{r}(x) \bigcup_{i=1}^{m-3} g_{i}(x)-g_{m-2}(x)\right)\left(\sum_{r=1}^{m-2} \phi_{r}(x)\right) \\
& \quad \leqslant a(x) \sum_{r=1}^{m-2} f_{r}(x)+g_{m-2}(x) P_{2}(x)
\end{aligned}
$$

and hence from Lemma 2.2, we obtain

$$
\begin{equation*}
\sum_{r=1}^{m-2} \phi_{r}(x) \leqslant P_{3}(x) \tag{2.25}
\end{equation*}
$$

Continuing in this way, we find

$$
\begin{equation*}
\sum_{r=1}^{m-j+1} \phi_{r}(x) \leqslant P_{j}(x), \quad 4 \leqslant j \leqslant m . \tag{2.26}
\end{equation*}
$$

Since $u(x)=u_{1}(x) \leqslant a(x)+b(x) \phi_{1}(x)$ and $\phi_{1}(x) \leqslant \sum_{r=1}^{m-j+1} \phi_{r}(x), 1 \leqslant j \leqslant m$, result (2.13) follows from (2.21), (2.23), (2.25), (2.26) ${ }_{\mathrm{j}}$.

For the particular case $m=2, b=1, f_{11}=f_{21}=f_{1}, f_{22}=f$, in (2.8), estimate (2.13) takes the form

$$
\begin{align*}
u(x) \leqslant & a(x)+\int_{y}^{x} f_{1}\left(x^{1}\right) \\
& \times\left[a\left(x^{1}\right)+\int_{y}^{x} a\left(x^{2}\right)\left(f_{1}\left(x^{2}\right)+f_{2}\left(x^{2}\right)\right) V_{1}\left(x^{2}, x^{1}\right) d x^{2}\right] d x^{1} \tag{2.27}
\end{align*}
$$

where $V_{1}(s, x)$ is the solution of characteristic initial value problem

$$
\begin{gather*}
(-1)^{n} V_{1 s}(s, x)-\left(f_{1}(s)+f_{2}(s)\right) V_{1}(s, x)=0 \quad \text { in } \Omega  \tag{2.28}\\
V_{1}(s, x)=1 \quad \text { on } s_{i}=x_{i}, 1 \leqslant i \leqslant n . \tag{2.29}
\end{gather*}
$$

In the next result we shall show that estimate (2.27) can be improved uniformly. The improved version of Theorem 1 in $|15|$ is the following (here we have taken $\sigma=0$ since it does not play any role, the term $\int_{y}^{x} b(s) \sigma(s) d s$ can always be merged in $a(x)$ ).

Theorem 2.5. Let $V_{1}(s, x)$ be the solution of (2.28), (2.29) and let $D^{+}$ be a connected subdomain of $\Omega$ containing $x$ such that $V_{1} \geqslant 0$ for all $s \in D^{+}$. If $D \subset D^{+}$and (2.8) is satisfied where $m=2, b=1, f_{11}=f_{21}=f_{1}, f_{22}=f_{2}$, then

$$
\begin{align*}
u(x) \leqslant & a(x)+\int_{y}^{x} f_{1}\left(x^{1}\right)  \tag{2.30}\\
& \times\left[a\left(x^{1}\right)+\int_{y}^{x^{1}}\left\{a\left(x^{2}\right)\left(f_{1}\left(x^{2}\right)+f_{2}\left(x^{2}\right)\right)-c\left(x^{2}\right)\right\} V_{1}\left(x^{2}, x_{1}\right) d x^{2}\right] d x^{1}
\end{align*}
$$

where

$$
c(x)=f_{2}(x) \int_{y}^{x} a\left(x^{1}\right) f_{2}\left(x^{1}\right) d x^{1}
$$

Proof. Define

$$
\begin{equation*}
\phi_{1}(x)=\int_{y}^{x} f_{1}\left(x^{1}\right) u\left(x^{1}\right) d x^{1}+\int_{y}^{x} f_{1}\left(x^{1}\right) \int_{y}^{x^{1}} f_{2}\left(x^{2}\right) u\left(x^{2}\right) d x^{2} d x^{1} \tag{2.31}
\end{equation*}
$$

then, from (2.8), it follows that

$$
\begin{equation*}
\phi_{1 x}(x) \leqslant f_{1}(x)\left[a(x)+\phi_{1}(x)+\left.\right|_{y} ^{x} f_{2}\left(x^{1}\right)\left[a\left(x^{1}\right)+\phi_{1}\left(x^{1}\right)\right] d x^{1}\right] \tag{2.32}
\end{equation*}
$$

Let

$$
\begin{equation*}
\phi_{2}(x)=\phi_{1}(x)+\int_{y}^{x} f_{2}\left(x^{1}\right)\left[a\left(x^{1}\right)+\phi_{1}\left(x^{1}\right)\right] d x^{1} \tag{2.33}
\end{equation*}
$$

then, it follows that

$$
\phi_{2 x}(x)=\phi_{1 x}(x)+f_{2}(x)\left[a(x)+\phi_{1}(x)\right]
$$

which is, from (2.32) and (2.33),

$$
\begin{aligned}
\phi_{2 x}(x) \leqslant & f_{1}(x)\left[a(x)+\phi_{2}(x)\right] \\
& +f_{2}(x)\left[a(x)+\phi_{2}(x)-\int_{y}^{x} a\left(x^{1}\right) f_{2}\left(x^{1}\right) d x^{1}\right]
\end{aligned}
$$

Using Lemma 2.2, we obtain

$$
\phi_{2}(x) \leqslant\left.\right|_{y} ^{x}\left\{a\left(x^{1}\right)\left(f_{1}\left(x^{1}\right)+f_{2}\left(x^{1}\right)\right)-c\left(x^{1}\right)\right\} V_{1}\left(x^{1}, x\right) d x^{1}
$$

Substituting this in (2.32), we find

$$
\begin{aligned}
\phi_{1}(x) \leqslant & \int_{y}^{x} f_{1}\left(x^{1}\right)\left[a\left(x^{1}\right)+\int_{y}^{-x^{1}}\left\{a\left(x^{2}\right)\left(f_{1}\left(x^{2}\right)+f_{2}\left(x^{2}\right)\right)-c\left(x^{2}\right)\right\}\right. \\
& \left.\times V_{1}\left(x^{2}, x^{1}\right) d x^{2}\right] d x^{1}
\end{aligned}
$$

and now result (2.30) follows from $u(x) \leqslant a(x)+\phi_{1}(x)$.
In our next result we shall obtain a Wendroff type estimate for (2.8).
Tifeorem. 2.6. Let inequality (2.8) be satisfied in $\Omega$, where (i) $a(x)$ is positive and nondecreasing and (ii) $b(x) \geqslant 1$. Then

$$
\begin{equation*}
u(x) \leqslant a(x) b(x) \exp \left(\sum_{r=1}^{m} E^{r}(x, b)\right) \tag{2.34}
\end{equation*}
$$

Proof. Inequality (2.8) can be written as

$$
\begin{equation*}
\phi_{1}(x) \leqslant 1+\sum_{r=1}^{m} E^{r}\left(x, b \phi_{1}\right), \tag{2.35}
\end{equation*}
$$

where

$$
\phi_{1}(x)=\frac{u(x)}{a(x) b(x)}
$$

Let $\phi_{2}(x)$ be the right member of (2.35), then

$$
\begin{equation*}
\phi_{2 x}(x) \leqslant \sum_{r=1}^{m} E_{x}^{r}\left(x, b \phi_{1}\right) \leqslant \sum_{r=1}^{m} E_{x}^{r}\left(x, b \phi_{2}\right) \tag{2.36}
\end{equation*}
$$

and $\phi_{2}\left(x_{1}, \ldots, x_{i-1}, y_{i}, x_{i+1}, \ldots, x_{n}\right)=1$; all the partial derivatives up to order $n-1$ vanish when $x_{i}=y_{i}$, for any $i, 1 \leqslant i \leqslant n$.

Since $\phi_{2}(x)$ is nondecreasing, it follows from (2.36) that

$$
\phi_{2 x}(x) \leqslant \sum_{r=1}^{m} E_{x}^{r}(x, b) \phi_{2}(x)
$$

or

$$
\frac{\phi_{2 x}(x)}{\phi_{2}(x)} \leqslant \sum_{r=1}^{m} E_{x}^{r}(x, b)+\frac{\left(\phi_{2 x_{n}}(x)\right)\left(\phi_{2 x_{1}, \cdots x_{n-1}}(x)\right)}{\phi_{2}^{2}(x)}
$$

and hence

$$
\left(\frac{\phi_{2 x_{1} \ldots x_{n-1}}(x)}{\phi_{2}(x)}\right)_{x_{n}} \leqslant \sum_{r=1}^{m} E_{x}^{r}(x, b)
$$

Keeping $x_{1}, \ldots, x_{n-1}$ fixed in the above inequality and setting $x_{n}=s_{n}$ and integrating with respect to $s_{n}$ from $y_{n}$ to $x_{n}$, we obtain

$$
\begin{aligned}
\left(\frac{\phi_{2 x_{1} \cdots x_{n-1}}(x)}{\phi_{2}(x)}\right) & \leqslant \int_{y_{n}}^{x_{n}} \sum_{r=1}^{m} E_{x_{1} \cdots x_{n-1} s_{n}}^{r}\left(x_{1}, \ldots, x_{n-1}, s_{n}, b\right) d s_{n} \\
& =\sum_{r=1}^{m} E_{x_{1} \cdots x_{n-1}}^{r}(x, b)
\end{aligned}
$$

Repeating the above argument for $x_{n-1}, x_{n-2}$, to $x_{2}$, we obtain

$$
\frac{\phi_{2 x_{1}}(x)}{\phi_{2}(x)} \leqslant \sum_{r=1}^{m} E_{x_{1}}^{r}(x, b) .
$$

Integrating the above inequality with respect to $x_{1}$ and using $\phi_{2}\left(y_{1}, x_{2}, \ldots, x_{n}\right)=1$, we find

$$
\phi_{2}(x) \leqslant \exp \left(\sum_{r=1}^{m} E^{r}(x, b)\right)
$$

Result (2.34) now follows from $\phi_{1}(x) \leqslant \phi_{2}(x)$ and the definition of $\phi_{1}(x)$.
Estimate (2.34) for $n=2, m=1$ is sharper than that given in $|2, \mathrm{p} .154|$ and the same as that obtained by Kasture and Deo [13, Theorem 9]. Some results are given in [5] for $n=2, b=1, m$ up to 2 with different assumptions on $a(x)$. In our next result we do not require any condition on $a(x)$ and $b(x)$ as in Theorem 2.6, also estimate (2.34) can be reobtained.

Theorem 2.7. Let inequality (2.8) be satisfied in $\Omega$. Then

$$
\begin{equation*}
u(x) \leqslant u(x)+\left.b(x)\right|_{y} ^{x} \sum_{r=1}^{m} E_{s}^{r}(s, a) \exp \left(\int_{s}^{x} \sum_{r=1}^{m} E_{t}^{r}(t, b) d t\right) d s \tag{2.37}
\end{equation*}
$$

Proof. Define

$$
w(s, x)=\exp \left(\int_{s}^{x} \sum_{r=1}^{m} E_{t}^{r}(t, b) d t\right)
$$

then, it follows that

$$
\begin{align*}
& (-1)^{n} w_{s}(s, x)-\sum_{r=1}^{m} E_{s}^{r}(s, b) w(s, x) \geqslant 0  \tag{2.38}\\
& w(s, x)=1 \quad \text { on } \quad s_{i}=x_{i}, 1 \leqslant i \leqslant n
\end{align*}
$$

Consequently, $w(s, x)$ satisfies a differential inequality (2.38) of which $V(s, x)$ is the exact solution (Theorem 2.3). It follows from [20, pp. 126, 130] that $w(s, x) \geqslant V(s, x)$, and now (2.37) follows from (2.10).

In case the conditions on $a(x)$ (can be nonnegative) and $b(x)$ of Theorem 2.6 are satisfied then, from (2.37), we get

$$
\begin{equation*}
u(x) \leqslant a(x) b(x)\left[1+\int_{y}^{x} \sum_{r=1}^{m} E_{s}^{r}(s, b) \exp \left(\int_{s}^{x} \sum_{r=1}^{m} E_{t}^{r}(t, b) d t\right) d s\right] \tag{2.39}
\end{equation*}
$$

We use (2.38) in (2.39), to obtain

$$
\begin{equation*}
u(x) \leqslant a(x) b(x)\left[1+\left.(-1)^{n}\right|_{y} ^{x} w_{s}(s, x) d s\right] \tag{2.40}
\end{equation*}
$$

Now, using the fact that the partial derivatives of $w(s, x)$ up to order $n-1$ vanishes on $s_{i}=x_{i}, 1 \leqslant i \leqslant n$, it follows from (2.40) that

$$
u(x) \leqslant a(x) b(x)\left[1+(-1)^{2 n-1} \int_{y_{1}}^{x_{1}} w_{s_{1}}\left(s_{1}, y_{2}, \ldots, y_{n}, x\right) d s_{1}\right]
$$

and hence

$$
u(x) \leqslant a(x) b(x)\left[1+(-1)^{2 n-1}\left(w\left(x_{1}, y_{2}, \ldots, y_{n}, x\right)-w(y, x)\right)\right]
$$

or

$$
u(x) \leqslant a(x) b(x) w(y, x)
$$

which is the same as (2.34).
Thus to obtain (2.34) in Theorem 2.7, we require $a(x)$ to be nonnegative and nondecreasing.

## 3. Nonlinear Inequalities

Our first result for the nonlinear case is connected with the inequality
where

$$
H(x, u)=\left.\left.\right|_{y} ^{-x} f_{r 1}\left(x^{1}\right) u^{a_{r 1}}\left(x^{1}\right) \cdots\right|_{y} ^{-x_{r}^{r-1}} f_{r r}\left(x^{r}\right) u^{\alpha_{r r}}\left(x^{r}\right) d x^{r} \cdots d x^{1}
$$

and $\alpha_{r i}, 1 \leqslant i \leqslant r, 1 \leqslant r \leqslant m$ are nonnegative real numbers and the constant $c>0$.

In the following result we shall denote $\alpha_{r}=\sum_{i-1}^{r} \alpha_{r i}$ and $\alpha=\max _{1 \leqslant r \leqslant m} \alpha_{r}$.

Theorem 3.1. Let inequality (3.1) be satisfied in $\Omega$. Then

$$
\begin{array}{ll}
u(x) \leqslant c a(x) \exp \left(\int_{y}^{x} Q(s) d s\right) . & \text { if } \alpha=1 \\
u(x) \leqslant a(x)\left[c^{1-\alpha}+\left.(1-\alpha)\right|_{y} ^{x} Q(x) d s\right]^{1 \cdot 1-\alpha}, & \text { if } \alpha \neq 1 \tag{3.3}
\end{array}
$$

where

$$
Q(x)=\sum_{r=1}^{m} H_{x}^{r}(x, a) c^{\alpha_{r}-\alpha}
$$

and when $\alpha>1$, we assume, $c^{1-\alpha}+(1-\alpha) \int_{y}^{x} Q(s) d s>0$.
Proof. Inequality (3.1) can be written as

$$
\begin{equation*}
u(x) \leqslant a(x) \phi(x) \tag{3.4}
\end{equation*}
$$

where

$$
\phi(x)=c+\sum_{r=1}^{m} H^{r}(x, u)
$$

Thus, on using the nondecreasing nature of $\phi(x)$ and (3.4), we find

$$
\phi_{x}(x) \leqslant \sum_{r=1}^{m} H_{x}^{r}(x, a)[\phi(x)]^{a_{r}} .
$$

Since $\phi(x) \geqslant c$, we get

$$
\begin{aligned}
\phi_{x}(x) & \leqslant \sum_{r=1}^{m} H_{x}^{r}(x, a) c^{\alpha,-\alpha} \phi^{\alpha}(x) \\
& =Q(x) \phi^{\alpha}(x) .
\end{aligned}
$$

Now following the proof of Theorem 2.6, it is easy to show that

$$
\begin{equation*}
\frac{\phi_{x_{1}}(x)}{\phi^{\alpha}(x)} \leqslant \int_{y_{2}}^{x_{2}} \cdots \int_{y_{n}}^{x_{n}} Q\left(x_{1}, s_{2}, \ldots, s_{n}\right) d s_{2} \cdots d s_{n} . \tag{3.5}
\end{equation*}
$$

Since $\phi\left(y_{1}, x_{2}, \ldots, x_{n}\right)=c$, the result follows on integrating (3.5).
For $n=m=1, a(x)=1, \alpha_{11}=2$ Theorem 3.1 reduces to first result in this direction by Freedman [9]; also for $m$ up to 2 see [14].

For the next result we shall need the following class of functions:

Definition. A function $\mathrm{W}:[0, \infty) \rightarrow(0, \infty)$ is said to belong to the class $S$ if
(i) $W(u)$ is positive, nondecreasing, continuous and $W_{x_{k}}\left(u\left(x_{1}, \ldots, x_{n}\right)\right) \geqslant 0$ for all $2 \leqslant k \leqslant n$ and $u \geqslant 0$,
(ii) $(1 / v) W(u) \leqslant W(u / v)$ for all $u \geqslant 0, v \geqslant 1$.

This class has been modified here as given and used for $n=1$ in $[7,8]$ to avoid the triviality $W(u)=u W(1)$; also see [1].

Theorem 3.2. Let the inequality

$$
\begin{equation*}
u(x) \leqslant a(x)+\sum_{r=1}^{m} E^{r}(x, u)+\sum_{i=1}^{l} g_{i}(x) \int_{y}^{x} h_{i}(s) W_{i}(u(s)) d s \tag{3.6}
\end{equation*}
$$

be satisfied, where
(i) $a(x) \geqslant 1$ and nondecreasing,
(ii) $g_{i}(x) \geqslant 1,1 \leqslant i \leqslant l$,
(iii) $W_{i} \in S, 1 \leqslant i \leqslant l$.

Then

$$
u(x) \leqslant a(x) \psi(x) e(x) \prod_{i=1}^{l} F_{i}(x)
$$

where

$$
\begin{aligned}
& \psi(x)=\exp \left(\sum_{r=1}^{m} E^{r}(x, e)\right), \\
& e(x)=\prod_{i=1}^{l} g_{i}(x), \\
& F_{k}(x)=G_{k}^{-1}\left[G_{k}(1)+\int_{y}^{x} h_{k}(s) \psi(s) e(s) \prod_{j=1}^{k-1} F_{j}(s) d s\right], \\
& F_{0}(x)=1,1 \leqslant k \leqslant l, \\
& G_{k}(\theta)=\int_{\theta_{0}}^{\theta} \frac{d s}{W_{k}(s)}, \quad 0<\theta_{0} \leqslant \theta
\end{aligned}
$$

as long as

$$
G_{k}(1)+\int_{y}^{x} h_{k}(s) \psi(s) e(s) \prod_{j=1}^{k-1} F_{j}(s) d s \in \operatorname{Dom}\left(G_{k}^{-1}\right), \quad 1 \leqslant k \leqslant l
$$

Proof. From inequality (3.6), we have

$$
\frac{u(x)}{e(x)} \leqslant a^{*}(x)+\sum_{r=1}^{m} E^{r}\left(x, \frac{e u}{e}\right)
$$

where

$$
a^{*}(x)=a(x)+\sum_{i=1}^{l} \int_{y}^{x} h_{i}(s) W_{i}(u(s)) d s
$$

Since $a^{*}(x)$ is nondecreasing, from Theorem 2.6 it follows that

$$
\frac{u(x)}{e(x)} \leqslant a^{*}(x) \psi(x)
$$

and hence on using the definition of class $S$

$$
y(x) \leqslant 1+\sum_{i=1}^{l} \int_{y}^{-x} h_{i}(s) e(s) \psi(s) W_{i}(y(s)) d s,
$$

where

$$
y(x)=\frac{u(x)}{a(x) \psi(x) e(x)} .
$$

Thus it is sufficient to show that $y(x) \leqslant \prod_{i=1}^{l} F_{i}(x)$; this we shall prove by finite induction. For $l=1$, we have

$$
y(x) \leqslant 1+\int_{y}^{x} h_{1}(s) e(s) \psi(s) W_{1}(y(s)) d s
$$

Let $\phi_{1}(x)$ be the right member of the above inequality; then on using nondecreasing nature of $W_{1}$, we find

$$
\phi_{1 x}(x) \leqslant h_{1}(x) e(x) \psi(x) W_{1}\left(\phi_{1}(x)\right)
$$

or

$$
\left(\frac{\phi_{1 x_{1} \ldots x_{n-1}}(x)}{W_{1}\left(\phi_{1}(x)\right)}\right)_{x_{n}} \leqslant h_{1}(x) e(x) \psi(x)
$$

and hence as in Theorem 2.6

$$
\begin{gathered}
\frac{\phi_{1 x_{1} \ldots x_{n-1}}(x)}{W_{1}\left(\phi_{1}(x)\right)} \leqslant \int_{y_{n}}^{x_{n}} h_{1}\left(x_{1}, \ldots, x_{n-1}, s_{n}\right) e\left(x_{1}, \ldots, x_{n-1}, s_{n}\right) \\
\times \psi\left(x_{1}, \ldots, x_{n-1}, s_{n}\right) d s_{n} .
\end{gathered}
$$

Repeating the procedure, we obtain

$$
\begin{gather*}
\frac{\phi_{1 x_{1}}(x)}{W_{1}\left(\phi_{1}(x)\right)} \leqslant \int_{y_{2}}^{x_{2}} \cdots \int_{y_{n}}^{x_{n}} h_{1}\left(x_{1}, s_{2}, \ldots, s_{n}\right) e\left(x_{1}, s_{2}, \ldots, s_{n}\right) \\
\times \psi\left(x_{1}, s_{2}, \ldots, s_{n}\right) d s_{2} \cdots d s_{n} . \tag{3.7}
\end{gather*}
$$

From the definition of $G_{1}$, we have

$$
\begin{align*}
& G_{1}\left(\phi_{1}(x)\right)-G_{1}\left(\phi_{1}\left(y_{1}, x_{2}, \ldots, x_{n}\right)\right) \\
& \quad=\int_{\sigma_{1}\left(y_{1}, x_{2}, \ldots, x_{n}\right)}^{\omega_{1}(x)} \frac{d s}{W_{1}(s)} \\
& \quad=\int_{y_{1}}^{x_{1}} \frac{\phi_{1 s_{1}}\left(s_{1}, x_{2}, \ldots, x_{n}\right)}{W_{1}\left(\phi_{1}\left(s_{1}, x_{2}, \ldots, x_{n}\right)\right)} d s_{1} . \tag{3.8}
\end{align*}
$$

We use (3.7) in (3.8) to obtain

$$
\phi_{1}(x) \leqslant G_{1}^{-1}\left[G_{1}(1)+\int_{y}^{x} h_{1}(s) e(s) \psi(s) d s\right]=F_{1}(x) .
$$

Now assuming that the result is true for some $k$ such that $1 \leqslant k \leqslant l-1$, then for $k+1$, we are given

$$
\begin{aligned}
y(x) \leqslant & {\left[1+\int_{y}^{x} h_{k+1}(s) e(s) \psi(s) W_{k+1}(y(s)) d s\right] } \\
& +\sum_{i=1}^{k} \int_{y}^{x} h_{i}(s) e(s) \psi(s) W_{i}(y(s)) d s
\end{aligned}
$$

Since the part inside the bracket is nondecreasing, we find

$$
y(x) \leqslant\left[1+\int_{y}^{x} h_{k+1}(s) e(s) \psi(s) W_{k+1}(y(s)) d s\right] \prod_{i=1}^{k} F_{i}(x)
$$

or

$$
\begin{aligned}
& \frac{y(x)}{\prod_{i=1}^{k} F_{i}(x)} \leqslant 1+\int_{y}^{x} h_{k+1}(s) e(s) \psi(s) \\
& \times \prod_{i=1}^{k} F_{i}(s) W_{k+1}\left(y(s) / \prod_{i=1}^{k} F_{i}(s)\right) d s
\end{aligned}
$$

and from this $y(x) \leqslant \prod_{i=1}^{k+1} F_{i}(x)$ follows on using the same arguments as for the case $l=1$. This completes the proof.

Theorem 3.3. In addition to the hypothesis of Theorem 3.2 let $g_{i}(x)$. $1 \leqslant i \leqslant l$ be nondecreasing. Then

$$
u(x) \leqslant a(x) \psi_{1}(x) \Gamma_{i=1}^{l} F_{i}(x)
$$

where

$$
\begin{aligned}
& \psi_{1}(x)=\exp \left(\sum_{r=1}^{m} E^{r}(x, 1)\right), \\
& \begin{aligned}
& F_{k}(x)=g_{k}(x) G_{k}^{-1}\left[G_{k}(1)+\int_{y}^{-x} h_{k}(s) \psi_{1}(s) g_{k}(s) \prod_{i=1}^{k-1} F_{i}(s) d s\right] \\
& 1 \leqslant k \leqslant l . F_{0}(x)=1
\end{aligned}
\end{aligned}
$$

as long as

$$
G_{k}(1)+\left.\right|_{y} ^{-x} h_{k}(s) \psi_{1}(s) g_{k}(s) \prod_{i=1}^{k-1} F_{i}(s) d s \in \operatorname{Dom}\left(G_{k}^{-1}\right), \quad 1 \leqslant k \leqslant l
$$

Theorem 3.4. Let the inequality

$$
\begin{equation*}
u(x) \leqslant a(x)+\sum_{r=1}^{m} E^{r}(x, u)+\sum_{i=1}^{l} E^{i}(x, W(u)) \tag{3.9}
\end{equation*}
$$

be satisfied, where
(i) $a(x) \geqslant 1$ and nondecreasing,
(ii) $W \in S$.

Then

$$
\begin{equation*}
u(x) \leqslant a(x) \psi_{1}(x) G^{-1}\left[G(1)+\int_{v}^{x} \sum_{i=1}^{1} E_{s}^{i}\left(s, \psi_{1}\right) d s\right] \tag{3.10}
\end{equation*}
$$

where $\psi_{1}(x)$ is same as in Theorem 3.3 and the term inside the bracket of $(3.10) \in \operatorname{Dom}\left(G^{-1}\right)$.

The proofs of Theorems 3.3 and 3.4 are similar to the proof of Theorem 3.2.

Theorem 3.5. Let inequality (3.9) be satisfied, where
(i) $a(x)$ is positive and nondecreasing,
(ii) $W$ is positive, continuous, nondecreasing, submultiplicative and $W_{x_{k}}\left(u\left(x_{1}, \ldots, x_{n}\right)\right) \geqslant 0$ for all $2 \leqslant k \leqslant n$.
Then

$$
\begin{equation*}
u(x) \leqslant a(x) \psi_{1}(x) G^{-1}\left[G(1)+\int_{y}^{x} \sum_{r=1}^{l} E_{s}^{r}\left(s, \frac{W\left(a \psi_{1}\right)}{a}\right) d s\right] \tag{3.11}
\end{equation*}
$$

where $\psi_{1}(x)$ is the same as that in Theorem 3.3 and the term inside the bracket of $(3.11) \in \operatorname{Dom}\left(G^{-1}\right)$.

Proof. We apply Theorem 2.6 for inequality (3.9), to obtain

$$
u(x) \leqslant\left[a(x)+\sum_{i=1}^{l} E^{i}(x, W(u))\right] \psi_{1}(x)
$$

or

$$
\begin{equation*}
\frac{u(x)}{a(x) \psi_{1}(x)} \leqslant 1+\sum_{i=1}^{l} E^{i}\left(x, W\left(\frac{u}{a \psi_{1}} a \psi_{1}\right) / a\right) . \tag{3.12}
\end{equation*}
$$

Let $\phi(x)$ be the right-hand side of (3.12), then

$$
\phi_{x}(x)=\check{\Upsilon}_{i=1}^{t} E_{x}^{i}\left(x, W\left(\frac{u}{a \psi_{1}} a \psi_{1}\right) / a\right) .
$$

Now using the fact that $W$ is nondecreasing and submultiplicative, we get

$$
\frac{\phi_{x}(x)}{W(\phi(x))} \leqslant \sum_{i=1}^{l} E_{x}^{i}\left(x, W\left(a \psi_{1}\right) / a\right)
$$

Using the same arguments as those in Theorem 3.2, we find

$$
\phi(x) \leqslant G^{-1}\left[G(1)+\int_{y}^{x} \sum_{i=1}^{l} E_{s}^{i}\left(s, W\left(a \psi_{1}\right) / a\right) d s\right]
$$

and from this the result follows.
Some particular cases $n=2, m$ up to 2 with different assumptions on $a(x)$, have been discussed recently in [4].

## 4. Some Applications

The results obtained in Sections 2 and 3 can be directly used to prove the uniqueness and continuous dependence for the solutions of hyperbolic differential systems and hyperbolic integrodifferential equations of a more general type then those given in $[3-5,10,11,13-16,18-20]$, since the arguments are similar the details are not repeated here. To show the importance of our results we shall use our Theorem 2.7 to provide an upper bound on the solutions of the nonlinear hyperbolic integrodifferential equation

$$
\begin{equation*}
u_{x}(x)=f\left(x, u(x), \int_{y}^{x} k(x, s, u(s)) d s\right) \tag{4.1}
\end{equation*}
$$

together with the given suitable boundary conditions $u\left(x_{1}, \ldots, x_{i-1}, y_{i}\right.$, $\left.x_{i+1}, \ldots, x_{n}\right), 1 \leqslant i \leqslant n$.

The functions $f$ and $k$ are continuous on their respective domains of definitions and

$$
\begin{align*}
|f(x, u(x), v(x))| & \leqslant f_{11}(x)|u(x)|+f_{12}(x)|v(x)|  \tag{4.2}\\
\quad|k(x, s, u(s))| & \leqslant f_{22}(s)|u(s)| \tag{4.3}
\end{align*}
$$

where $f_{11}, f_{12}, f_{22}$ are the same as those appearing in (2.8).

Any solution $u(x)$ of (4.1) satisfying the boundary conditions is also a solution of the Volterra integral equation

$$
\begin{equation*}
u(x)=a(x)+\int_{y}^{-x} f\left(x^{1}, u\left(x^{1}\right) \cdot \int_{y}^{-x^{1}} k\left(x^{1}, x^{2}, u\left(x^{2}\right)\right) d x^{2}\right) d x^{1} \tag{4.4}
\end{equation*}
$$

where $a(x)$ takes care of the boundary conditions.
We use (4.2), (4.3) in (4.4), to obtain

$$
\begin{align*}
|u(x)| \leqslant & |a(x)|+\int_{y}^{-x}\left[f_{11}\left(x^{1}\right)\left|u\left(x^{1}\right)\right|\right. \\
& \left.+f_{12}\left(x^{1}\right) \int_{y}^{x^{1}} f_{22}\left(x^{2}\right)\left|u\left(x^{2}\right)\right| d x^{2}\right] d x^{1} . \tag{4.5}
\end{align*}
$$

From Theorem 2.7, we find

$$
\begin{align*}
|u(x)| \leqslant & |a(x)|+\int_{y}^{x}\left[f_{11}\left(x^{1}\right)\left|a\left(x^{1}\right)\right|\right. \\
& \left.+f_{12}\left(x^{1}\right) \int_{y}^{x^{1}} f_{22}\left(x^{2}\right)\left|a\left(x^{2}\right)\right| d x^{2}\right] \\
& \left.\times \exp \left(\int_{x^{1}}^{x}\left[f_{11}\left(x^{2}\right)+f_{12}\left(x^{2}\right) \int_{y}^{-x^{2}} f_{22}\left(x^{3}\right) d x^{3}\right] d x^{2}\right) d x^{1}\right] . \tag{4.6}
\end{align*}
$$

If, $|a(x)| \leqslant M$, where $M>0$ is a constant, then from (4.6) or (4.5) with Theorem 2.6, we get

$$
\begin{equation*}
|u(x)| \leqslant M \exp \left(\int_{y}^{x}\left[f_{11}\left(x^{1}\right)+f_{12}\left(x^{1}\right) \int_{y}^{x^{1}} f_{22}\left(x^{2}\right) d x^{2}\right] d x^{1}\right) \tag{4.7}
\end{equation*}
$$

Further, if $f_{11}=f_{12}$ then from (4.7), we obtain

$$
\begin{equation*}
|u(x)| \leqslant M \exp \left(\int_{y}^{x} f_{11}\left(x^{1}\right)\left[1+\int_{y}^{x^{1}} f_{22}\left(x^{2}\right) d x^{2}\right] d x^{1}\right) \tag{4.8}
\end{equation*}
$$

Estimate (4.8) is not comparable with

$$
\begin{equation*}
|u(x)| \leqslant M\left[1+\int_{y}^{-x} f_{11}\left(x^{1}\right) \exp \left(\int_{y}^{-x^{1}}\left[f_{11}\left(x^{2}\right)+f_{22}\left(x^{2}\right)\right] d x^{2}\right) d x^{1}\right] \tag{4.9}
\end{equation*}
$$

as obtained in [5] for $n=2$.

In order for $|u(x)|$ to remain bounded in (4.9) it is necessary to have

$$
\int_{y}^{x}\left|f_{11}\left(x^{1}\right)+f_{22}\left(x^{1}\right)\right| d x^{1}<\infty
$$

which is the same as

$$
\begin{equation*}
\int_{y}^{x} f_{11}\left(x^{1}\right) d x^{1}<\infty, \int_{y}^{x} f_{22}\left(x^{1}\right) d x^{1}<\infty \tag{4.10}
\end{equation*}
$$

In (4.8), we require

$$
\begin{equation*}
\int_{y}^{x} f_{11}\left(x^{1}\right)\left[1+\int_{y}^{-x^{1}} f_{22}\left(x^{2}\right) d x^{2}\right]<\infty \tag{4.11}
\end{equation*}
$$

which is obviously satisfied if (4.10) holds, but in several cases (4.11) is more general than (4.10), for example, let $f_{22}(x)=\exp \left(\sum_{i=1}^{n}\left(x_{i}-y_{i}\right)\right)$ and $f_{11}(x)=\exp \left(-2 \sum_{i=1}^{n}\left(x_{i}-y_{i}\right)\right)$; for this (4.10) is not satisfied, whereas (4.11) holds. Thus the results obtained here will be applicable to more general situations.
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