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Abstract

We use Exel’s C∗-crossed products associated to non-invertible dynamical systems to associate
a C∗-algebra to arbitrary shift space. We show that this C∗-algebra is canonically isomorphic to
the C∗-algebra associated to a shift space given by Carlsen [Cuntz–Pimsner C∗-algebras associated
with subshifts, Internat. J. Math. (2004) 28, to appear, available at arXiv:math.OA/0505503], has the
C∗-algebra defined by Carlsen and Matsumoto [Some remarks on the C∗-algebras associated with
subshifts, Math. Scand. 95 (1) (2004) 145–160] as a quotient, and possesses properties indicating that
it can be thought of as the universal C∗-algebra associated to a shift space.
We also consider its representations and its relationship to other C∗-algebras associated to shift spaces.
We show that it can be viewed as a generalization of the universal Cuntz–Krieger algebra, discuss
uniqueness and present a faithful representation, show that it is nuclear and satisfies the Universal
Coefficient Theorem, provide conditions for it being simple and purely infinite, show that the
constructed C∗-algebras and thus their K-theory, K0 and K1, are conjugacy invariants of one-sided
shift spaces, present formulas for those invariants, and present a description of the structure of gauge
invariant ideals.
� 2007 Elsevier GmbH. All rights reserved.

MSC 2000: primary 47L65; secondary 46L55; 37B10; 54H20

Keywords: C∗-algebra; Cuntz–Krieger algebras; Shift spaces; Dynamical systems; Invariants;
K-theory

∗ Corresponding author. Fax: +46 46 2224010.
E-mail addresses: tokemeie@math.ntnu.no, Toke.Carlsen@newcastle.edu.au (T.M. Carlsen),

sergei.silvestrov@math.lth.se (S. Silvestrov).
1 Present address: School of Mathematical and Physical Sciences, University of Newcastle, NSW 2308,

Australia.

0723-0869/$ - see front matter � 2007 Elsevier GmbH. All rights reserved.
doi:10.1016/j.exmath.2007.02.004

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Elsevier - Publisher Connector 

https://core.ac.uk/display/82812891?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


276 T.M. Carlsen, S. Silvestrov / Expo. Math. 25 (2007) 275–307

1. Introduction

When a dynamical system consisting of a homeomorphism of a topological space
(or more generally, when an action of a group of invertible transformations of some space)
is studied, there is a standard construction of a crossed product C∗-algebra. Historically
this construction has its origins in foundations of quantum mechanics. The important idea
behind this construction is that it encodes the action and the space within one algebra thus
providing opportunities for their investigation on the same level. It is known that proper-
ties of the topological space can be considered via properties of the algebra of continuous
functions defined on it. The crossed product algebra is typically generated by a copy of
this algebra of functions together with additional elements which encode the action. The
action is implemented by multiplication in the new algebra via covariance commutation
relations between the elements in the algebra of functions and the elements used to encode
the action. The crossed product construction has considerable applications in quantum me-
chanics and quantum field theory, and provides an important source of examples for further
development of non-commutative geometry. A lot of research has been done on interplay
between properties of invertible dynamical systems and properties of the corresponding
crossed product C∗-algebras and W ∗-algebras.

There are several ways to generalize the construction of C∗-crossed products to the non-
invertible setting. The one we will focus on in this paper was introduced by Exel in [17].
This construction relies on a choice of transfer operator. Exel showed that for a natural
choice of transfer operator, the C∗-algebra obtained from a one-sided topological Markov
chain with finite state space is isomorphic to the Cuntz–Krieger algebra of the transition
matrix of the Markov chain.

The Cuntz–Krieger algebras were introduced by Cuntz and Krieger in [16]. They can in
a natural way be viewed as universal C∗-algebras associated with shift spaces of finite type.
From the point of view of operator algebra these C∗-algebras were important examples of
C∗-algebras with new properties, and from the point of view of topological dynamics these
C∗-algebras (or rather, the K-theory of these C∗-algebras) led to new invariants of shift
spaces of finite type.

In [26] Matsumoto proposed a generalization of this idea by constructing C∗-algebras
associated to arbitrary shift spaces (he calls them subshifts). He studied these algebras in
[27,28,31–33]. Unfortunately there is an error in [31] which invalidates many of the results
in [27,28,31–33] for the C∗-algebra constructed in [26]. Since this error came to light, there
has been some confusion about the right definition of the C∗-algebra associated to a shift
space.

In this paper we use Exel’s construction to associate a C∗-algebra to an arbitrary shift
space, and we show that it has the properties which Matsumoto intended his algebra should
have. In particular all the results of [26–28,31–33] hold for our algebra. We will also show
that our algebra is canonically isomorphic to the C∗-algebra associated to a shift space by
the first named author in [7], and that it has the C∗-algebra defined in [14] by the first named
author and Matsumoto as a quotient. Thus it seems reasonable to think of this C∗-algebra
as the universal C∗-algebra associated to a shift space.

Matsumoto’s original construction associated a C∗-algebra to every two-sided shift space,
but it seems more natural to work with one-sided shift spaces, and we do so in this
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paper. Since every two-sided shift space comes with a canonical one-sided shift space
(see Section 4), the C∗-algebras we define in this paper can in a natural way also be seen
as C∗-algebras associated to two-sided shift spaces.

The paper is organized as follows. In Section 2 we briefly recall the construction and
properties of the classical C∗-crossed product of invertible dynamical systems, and in
Section 3 we give a short description of Exel’s construction of a C∗-crossed product of
a non-invertible dynamical system. Section 4 is a short introduction to shift spaces, and
in Section 5 we construct and characterize the C∗-algebra associated to a shift space.
Section 6 is devoted to constructing a representation of our C∗-algebra. In Section 7 we
prove that the C∗-algebra associated to a shift space in this paper is canonically isomorphic
to the C∗-algebra associated to a shift space in [7], that it is a quotient of the C∗-algebra
originally associated to a shift space by Matsumoto in [26], and that it has the C∗-algebra
defined in [14] as a quotient. We prove in Section 8 that the class of C∗-algebras we obtain in
this paper is a generalization of the Cuntz–Krieger algebras in the sense that the C∗-algebra
associated to a one-sided topological Markov chain with finite state space is isomorphic the
Cuntz–Krieger algebra of the transition matrix of the Markov chain. In Section 9 we present
results similar to the uniqueness result for Cuntz–Krieger algebras and use this to construct
a faithful representation of the C∗-algebra associated to a shift space. In Section 10 we
prove that the C∗-algebra associated to a shift space is nuclear and satisfies the universal
coefficient theorem, and we give conditions under which it is simple and purely infinite,
and in Section 11 we prove that it is an invariant for one-sided conjugacy in the sense that
if two one-sided shift spaces are conjugate, then the associated C∗-algebras are isomor-
phic. In Section 12 we present formulas for the K-theory of the C∗-algebra associated to
a shift space, and in Section 13 we briefly describe the structure of the gauge invariant
ideals. We end this paper in Section 14 by giving some references to papers in which the
C∗-algebra associated to a shift space has been studied further for particular examples of
shift spaces.

2. C∗-algebras of invertible dynamical systems

In this section, we review the construction and some properties of a C∗-crossed product of
a C∗-algebra by the action of the discrete group of automorphisms. In particular, invertible
dynamical systems generated by homeomorphisms of topological spaces correspond to
crossed product C∗-algebras obtained from the actions of the group of integers on the
C∗-algebra of complex-valued continuous functions.

Let (A, G, �) be a triple consisting of a unital C∗-algebra A, a discrete group G and an
action � : G → Aut(A) of G on A, meaning a homomorphism from the group G into
the group Aut(A) of automorphisms of the C∗-algebra A. A pair {�, u} consisting of a
representation � of A and a unitary representation u of G on the same Hilbert space H is
called a covariant representation of the system (A, G, �) if the equation

us�(a)u∗
s = �(�s(a))

holds for every a ∈ A and s ∈ G. The C∗-crossed product A��G is defined to be the
universal C∗-algebra for covariant representations of (A, G, �).
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Since a homomorphism � of Z is completely determined by �(1), it is, when G = Z,
enough to specify the defining covariance relation for A��G for s = 1, that is

u1�(a)u∗
1 = �(�1(a)).

An object of special interest to us is the crossed product C∗-algebra for an invertible
dynamical system consisting of iterations of a homeomorphism acting on a topological
space.

Let (X, �) be a topological dynamical system consisting of a homeomorphism of a
compact Hausdorff topological space X. The ∗-algebra of all continuous functions on X will
be denoted by C(X). For a subset Y of some given set X, we write 1Y for the characteristic
function

1Y (x) =
{

1 if x ∈ Y,

0 if x /∈ Y,
x ∈ X.

In particular, 1X is a unit for C(X), and C(X) becomes a unital C∗-algebra with respect to
the supremum norm defined by

‖f ‖ = ‖f ‖C(X) = sup{|f (x)| | x ∈ X}.
The mapping � : C(X) → C(X) defined by �(f )(x) = f (�−1(x)) is an automorphism

of the C∗-algebra C(X), and the mapping defined by

j �→ �j (f )(x) = f (�−j (x))

is a homomorphism of Z into the group Aut(C(X)) of automorphisms of C(X).
The C∗-crossed product C(X)��Z of the C∗-dynamical system (C(X), Z, �) can then be

characterized as the universal unital C∗-algebra generated by a copy of C(X) and a unitary
u which satisfies the equation

uf u∗ = �(f ) (1)

for every f ∈ C(X).
Using relation (1), it is not difficult to show that the set⎧⎨⎩∑

j∈J

fju
j

∣∣∣∣∣∣ J is a finite subset of Z, fj ∈ C(X) for all j ∈ J

⎫⎬⎭
is a dense ∗-subalgebra of C(X)��Z. The mapping∑

j∈J

fju
j �→ f0

(here we assume that 0 ∈ J ) from this ∗-subalgebra to C(X) can be extended to a projection
E of norm 1 (a conditional expectation) from C(X)��Z to C(X) which has the following
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properties:

(i) E(f xg) = f E(x)g for all f, g ∈ C(X) and x ∈ C(X)��Z,
(ii) E(u) = 0,

(iii) E(x∗x)�0 for all x ∈ C(X)��Z,
(iv) E(x∗x) = 0 implies that x = 0 for all x ∈ C(X)��Z.

3. C∗-algebras of non-invertible dynamical systems

There are several ways to generalize the C∗-crossed product to non-invertible dynamical
systems. One of these is due to Exel. It relies on transfer operators.

We will in this section give a short description of Exel’s construction:

Definition 1. A C∗-dynamical system is a pair (A, �) consisting of a unital C∗-algebra A

and an endomorphism � : A → A.

Definition 2. A transfer operator for the C∗-dynamical system (A, �) is a continuous linear
map L : A → A such that

1. L is positive in the sense that L(x) is positive if x is positive,
2. L(�(a)b) = aL(b) for all a, b ∈ A.

Definition 3. Given a C∗-dynamical system (A, �) and a transfer operator L of (A, �), we
let T(A, �,L) be the universal unital C∗-algebra generated by a copy of A and an element
s subject to the relations

1. sa = �(a)s,
2. s∗as = L(a)

for all a ∈ A.

Using [3], it is easy to see that relations (1) and (2) are admissible and thus thatT(A, �,L)

exists. It is proved in [17, Corollary 3.5] that the standard embedding of A into T(A, �,L)

is injective. We will therefore from now on view A as a C∗-subalgebra of T(A, �,L).

Definition 4. By a redundancy we will mean a pair (a, k) ∈ A×ASS∗A such thatabS=kbS

for all b ∈ A.

Definition 5. The crossed product A��,LN is the quotient of T(A, �,L) by the closed
two-sided ideal generated by the set of differences a − k, for all redundancies (a, k) such
that a ∈ A�(A)A.

We will denote the quotient map from T(A, �,L) to A��,LN by �.
We will now show that this construction in fact is a generalization of the C∗-crossed

product we considered in Section 2.
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Remark 6. If (A, �) is an invertible C∗-dynamical system, meaning that � is an automor-
phism, then �−1 is a transfer operator for (A, �).

Let us consider T(A, �, �−1). It follows from (2) that s∗s = 1A, where 1A denotes the
unit of A. For all b ∈ A, we have

ss∗bs = s�−1(b) = bs = 1Abs,

so (1A, ss∗) is a redundancy. Thus �(s) is a unitary which satisfies

�(s)�(a)�(s)∗ = �(�(a))

for all a ∈ A. In other words, (�, �(s)) is a covariant representation of (A, Z, �).
On the other hand, in A��Z, the unitary element u1 satisfies

1. u1a = �(a)u1,
2. u∗

1au1 = �−1(a),

for all a ∈ A, and if abu1 = kbu1 for all b ∈ A, then we have

a = a1A = a1Au1u
∗
1 = k1Au1u

∗
1 = k1A = k,

so a − k = 0 for all redundancies (a, k), and thus A��Z is isomorphic to A��,�−1N.

4. Shift spaces

As mentioned in the introduction, the purpose of this paper is to apply Exel’s construction
to shift spaces. Shift spaces (also called subshifts) are a class of topological dynamical
systems with obvious applications in information technology, but have also been used in
the study of more complex dynamical systems.

In this section, we briefly give the basic definition of a shift space and related concepts and
introduce some notation which will be used throughout the paper. We recommend [25,23]
to the reader who wants to know more about shift spaces.

Let a be a finite set endowed with the discrete topology. We will call this set the alphabet
and its elements letters. Let aN be the infinite product space

∏∞
n=0a endowed with the

product topology. The transformation � on aN given by

(�(x))i = xi+1, i ∈ N

is called the shift. Let X be a shift invariant closed subset of aN (by shift invariant we mean
that �(X) ⊆ X, not necessarily �(X) = X). The topological dynamical system (X, �|X) is
called a shift space (or a subshift). We will denote �|X by �X or � for simplicity, and on
occasion the alphabet a by aX .

We denote the n-fold composition of � with itself by �n, and we denote the preimage of
a set X under �n by �−n(X).

A finite sequence u = (u1, . . . , uk) of elements ui ∈ a is called a finite word. The
length of u is k and is denoted by |u|. For each k ∈ N, we let ak be the set of all words
with length k, and we let Lk(X) be the set of all words with length k appearing in some
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x ∈ X. We set Ll (X) =⋃l
k=0L

k(X) and L(X) =⋃∞
k=0L

k(X) and likewise al =⋃l
k=0a

k

and a∗ =⋃∞
k=0a

k where L0(X) = a0 denotes the set {�} consisting of the empty word �
which has length 0. The set L(X) is called the language of X. Note that L(X) ⊆ a∗ for every
shift space.

For a shift space X and a word u ∈ L(X), we denote by CX(u) the cylinder set

CX(u) = {x ∈ X|(x1, x2, . . . , x|u|) = u}.
It is easy to see that the family

{CX(u)|u ∈ L(X)}
of cylinder sets, is a basis for the topology of X, and that CX(u) is closed and compact for
every u ∈ L(X). We will write C(u) instead of CX(u) when it is clear which shift space we
are working with.

For a shift space X and words u, v ∈ L(X), we denote by C(u, v) the set

C(v) ∩ �−|v|(�|u|(C(u))) = {vx ∈ X | ux ∈ X}.
What we have defined above is a one-sided shift space. A two-sided shift space is

defined in the same way, except that we replace N with Z: Let aZ be the infinite product
space

∏∞
n=−∞a endowed with the product topology, and let � be the transformation on aZ

given by

(�(x))i = xi+1, i ∈ Z.

A shift invariant closed subset � of aZ (here, by shift invariant we mean �(�)=�) is called
a two-sided shift space. The set

X� = {(xi)i∈N | (xi)i∈Z ∈ �}
is a one-sided shift space, and it is called the one-sided shift space of �.

If X and Y are two shift spaces and � : X → Y is a homeomorphism such that
� ◦ �X = �Y ◦ �, then we say that � is a conjugacy and that X and Y are conjugate
or one-sided conjugate if we want to emphasis that we are dealing with one-sided shift
spaces. Likewise we say that two two-sided shift spaces � and 	 are two-sided conjugate
if there exists a homeomorphism � : � → 	 such that � ◦ �� = �	 ◦ �. It is an easy
exercise to prove that if X� and X	 are one-sided conjugate, then � and 	 are two-sided
conjugate.

The weaker notion of flow equivalence among two-sided shift spaces is also of importance
here. This notion is defined using the suspension flow space of (�, �) defined as S� =
(� × R)/ ∼ where the equivalence relation ∼ is generated by the relations (x, t + 1) ∼
(�(x), t). Equipped with the quotient topology, S� is a compact space with a continuous
flow: a family of maps (�t ) defined by �t ([x, s])=[x, s+t]. We say that two two-sided shift
spaces � and 	 are flow equivalent and write ��f 	 if there exists a homeomorphism F :
S� → S	 such that for every x ∈ S�, there is a monotonically increasing map fx : R → R

satisfying

F(�t (x)) = �′
fx(t)(F (x)).
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In words, F takes flow orbits to flow orbits in an orientation-preserving way. It is not hard
to see that two-sided conjugacy implies flow equivalence.

5. The C∗-algebra associated with a shift space

In [17], Exel proved that if A = (A(i, j))i,j=1,...,n is an n × n-matrix with A(i, j) ∈
{0, 1} for all i, j ∈ {1, . . . , n}, then the crossed product C(XA)��,LN is isomorphic to the
Cuntz–Krieger algebra OA where XA is the one-sided topological Markov chain

XA = {(xn)n∈N ∈ {1, . . . , n}N|∀n ∈ N : A(xn, xn+1) = 1},
with transition matrix A, � is the endomorphism on C(XA) given by

�(f ) = f ◦ � (2)

(where � is the shift mapping on XA), andL is the transfer operator of the system (C(XA), �)

defined by

L(f )(x) =

⎧⎪⎨⎪⎩
1

#�−1({x})
∑

y∈�−1{x}
f (y) if x ∈ �(XA),

0 if x /∈ �(XA),

where the symbol # is used for the cardinality of a set.
We want to copy this approach for an arbitrary one-sided shift space (X, �). There is,

however, a problem with this. If we define L by

L(f )(x) =

⎧⎪⎨⎪⎩
1

#�−1({x})
∑

y∈�−1{x}
f (y) if x ∈ �(X),

0 if x /∈ �(X),

(3)

then L might take us out of the class of continuous functions on X (in fact, it follows from
[19, Theorem 1] that L maps C(X) into C(X) if and only if X is of finite type). We deal
which this problem by enlarging C(X) to a C∗-algebra DX which is closed under L.

For a one-sided shift space (X, �), we let DX be the smallest C∗-subalgebra of the
C∗-algebra of bounded functions on X which contains C(X) and is closed under L and �
where � is defined by (2) and L by (3).

Lemma 7. For every n ∈ N, every f ∈ DX and every x ∈ X, we have

Ln(f )(x) =

⎧⎪⎨⎪⎩
1

#�−n({x})
∑

y∈�−n{x}
f (y) if x ∈ �n(X),

0 if x /∈ �n(X).

Proof. The lemma is easily proved by induction over n. �



T.M. Carlsen, S. Silvestrov / Expo. Math. 25 (2007) 275–307 283

Lemma 8. The function

x �→ #�−n{x}, x ∈ X

belongs to DX for every n ∈ N.

Proof. Let n ∈ N. Then the function

g = 1 − Ln(1) +
∑
u∈an

(Ln(1C(u)))
2

belongs to DX , and since the equality

g(x) =
⎧⎨⎩

1

#�−n{x} if x ∈ �n(X),

1 if x /∈ �n(X),

holds for every x ∈ X, the function g is invertible and g−1 belongs to DX , and so does
g−1 + Ln(1) − 1. Since we have

(g−1 + Ln(1) − 1)(x) =
{

#�−n{x} if x ∈ �n(X),

0 if x /∈ �n(X),
= #�−n{x}

for every x ∈ X, we are done. �

Lemma 9. TheC∗-algebraDX is the smallestC∗-subalgebra of theC∗-algebra of bounded
functions of X which contains {1C(u,v) | u, v ∈ a∗}.

Proof. Let u, v ∈ a∗ and let f (x)=#�−|u|{x}. Then Lemma 8 implies that f ∈ DX . Hence
the function

1C(u,v) = 1C(v)�
|v|(fL|u|(1C(u)))

belongs to DX . We thus have

{1C(u,v) | u, v ∈ a∗} ⊆ DX .

In the other direction, since {C(v) | v ∈ a∗} is a basis of the topology of X consisting
of clopen sets, the family {1C(v) | v ∈ a∗} generates C(X), and since 1C(v) = 1C(�,v),
it follows that C(X) is contained in any C∗-algebra which contains {1C(u,v) | u, v ∈ a∗}.

Since the equation

�(1C(u,v)) =
∑
a∈a

1C(u,av)

holds for all u, v ∈ a∗, and � is a ∗-homomorphism, the C∗-algebra generated by {1C(u,v) |
u, v ∈ a∗} is closed under �. Somewhat tedious calculations show that L maps any
product of the form

∏n
i=11C(ui ,vi ) with u1, . . . , un, v1, . . . , vn ∈ a∗ into the C∗-algebra

generated by {1C(u,v) | u, v ∈ a∗}, and since L is continuous and linear, it follows
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that the C∗-algebra generated by {1C(u,v) | u, v ∈ a∗} is also closed under L and thus
contains DX . �

The operatorL defined by (3) is a transfer operator for the C∗-dynamical system (DX , �)

with � defined by (2). Thus we can form the crossed product DX��,LN. It is characterized
by the following theorem.

Theorem 10. Let (X, �) be a one-sided shift space and let DX , � and L be as above. Then
the crossed product DX��,LN is the universal C∗-algebra generated by a family of partial
isometries (su)u∈a∗ satisfying:

(1) susv = suv for all u, v ∈ a∗,
(2) the map

1C(u,v) �→ svs
∗
usus

∗
v , u, v ∈ a∗

extends to a ∗-homomorphism from DX to the C∗-algebra generated by {su | u ∈ a∗}.

Proof. We will first show that DX��,LN is generated by a family of partial isometries
(su)u∈a∗ which satisfies (1) and (2), and then that if A is a C∗-algebra generated by a family
of partial isometries (̃su)u∈a∗ which satisfies (1) and (2), then there is a ∗-homomorphism
from DX��,LN to A sending su to s̃u for all u ∈ a∗.

For each a ∈ a, we let ta be the element of T(DX , �,L) given by

ta = 1C(a)(�(f ))1/2s,

where f is the function x �→ #�−1{x}, which belongs to DX by Lemma 8. For each
u = u1u2 · · · un ∈ a∗, let su be the element of DX��,LN defined by

su = �(tu1)�(tu2) · · · �(tun).

Then clearly the family (su)u∈a∗ satisfies (1).
Let a ∈ a and g ∈ DX . We will show that the pair

(�(g)1C(a), tagt∗a)

is a redundancy (see Definition 4). So let h ∈ DX . We have

tagt∗ahs = 1C(a)(�(f ))1/2sgs∗(�(f ))1/21C(a)hs

= 1C(a)(�(f ))1/2sgL((�(f ))1/21C(a)h)

= 1C(a)�(f 1/2gL((�(f ))1/21C(a)h))s,
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and

(1C(a)�(f 1/2gL((�(f ))1/21C(a)h)))(x) =
{

g(�(x))h(x) if x ∈ C(a),

0 if x /∈ C(a),

for every x ∈ X. Thus tagt∗ahs = �(g)1C(a)hs.
Since sgs∗ = �(g)ss∗, we have

tagt∗a = 1C(a)(�(f ))1/2sgs∗(�(f ))1/21C(a) ∈ DXss∗DX ,

so (�(g)1C(a), tagt∗a) is a redundancy. Since �(g)1C(a) ∈ DX�(DX)DX , it follows from
Definition 5 that sa�(g)s∗

a and �(�(g)1C(a)) are equal in DX��,LN.
We also have

(t∗a gta)(x) = (s∗�(f )1C(a)gs)(x)

= (L(�(f )1C(a)g))(x)

= (fL(1C(a)g))(x)

=
{

g(ax) if ax ∈ X,

0 if ax /∈ X,

for every x ∈ X.
Thus s∗

a�(g)sa = �(
a(g)) and sa�(g)s∗
a = �(�(g)1C(a)) for every a ∈ a and g ∈ DX ,

where 
a(g) is the map given by


a(g)(x) =
{

g(ax) if ax ∈ X,

0 if ax /∈ X,

for x ∈ X. It easily follows from this that

�(1C(u,v)) = svs
∗
usus

∗
v

for every u, v ∈ a∗. Hence the family (su)u∈a∗ is a family of partial isometries and satisfies
(2). To see that DX��,LN is generated by {su | u ∈ a∗}, we first notice that T(DX , �,L)

is generated by DX and s, and that DX , by Lemma 9, is generated by {1C(u,v) | u, v ∈ a∗},
and then that the function �(f ), where f as before is the function x �→ #�−1{x}, x ∈ X,
is invertible and that s =∑a∈a�(f )−1/2ta . Thus it follows that DX��,LN is generated by
{su | u ∈ a∗}.

Assume now that A is a C∗-algebra generated by a family (̃su)u∈a∗ of partial isometries
which satisfies (1) and (2).We let s̃=∑a∈a�(�(f )−1/2)̃sa , where � is the ∗-homomorphism
from DX to A which extends the map

1C(u,v) �→ s̃v s̃
∗
us̃ũs

∗
v , u, v ∈ a∗.

We will show that the following two equalities:

s̃�(g) = �(�(g))̃s, (4)



286 T.M. Carlsen, S. Silvestrov / Expo. Math. 25 (2007) 275–307

s̃∗�(g)̃s = �(L(g)), (5)

hold for all g ∈ DX .
Observe first that if a, b ∈ a and a �= b, then s̃∗

a s̃b = 0, because we have

s̃∗
a s̃b = s̃∗

a s̃a s̃
∗
a s̃b̃s

∗
b s̃b = s̃∗

a�(1C(a)1C(b))̃sb.

Let a ∈ a and u, v ∈ a∗. If v �= �, then the following equalities:

s̃∗
a�(1C(u,v))̃sa = s̃∗

a s̃v s̃
∗
us̃ũs

∗
v s̃a

= s̃∗
a s̃v1 s̃v2v3···v|v|̃s

∗
us̃ũs

∗
v2v3···v|v|̃s

∗
v1

s̃a

=
{

�(1C(v1,�)1C(u,v2v3···v|v|)) if a = v1,

0 if a �= v1

= �(
a(1C(u,v)))

hold, and if v = �, then the following equalities:

s̃∗
a�(1C(u,v))̃sa = s̃∗

a s̃∗
us̃ũsa

= s̃∗
uas̃ua

= �(1C(ua,�))

= �(
a(1C(u,v)))

hold. Since DX is generated by {1C(u,v) | u, v ∈ a∗}, it follows that s̃∗
a�(g)̃sa = �(
a(g))

for each a ∈ a and every g ∈ DX . Therefore, we have

s̃∗�(g)̃s =
∑
a∈a

∑
b∈a

s̃∗
a�(�(f )−1/2g�(f )−1/2)̃sb

=
∑
a∈a

∑
b∈a

s̃∗
a�(�(f )−11C(a)1C(b)g)̃sb

=
∑
a∈a

s̃∗
a�(�(f )−11C(a)g)̃sa

=
∑
a∈a

�(
a(�(f )−11C(a)g))

= �(L(g))

for every g ∈ DX . Thus (5) holds.
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Let u, v ∈ a∗. We then have that the following series of equalities:

�(�(1C(u,v)))̃s =
∑
a∈a

�(1C(u,av))̃s

=
∑
a∈a

�(1C(u,av))
∑
b∈a

�(�(f )−1/2)̃sb

=
∑
a∈a

∑
b∈a

�(�(f )−1/21C(u,av))̃sb̃s
∗
b s̃b

=
∑
a∈a

∑
b∈a

�(�(f )−1/21C(u,av)1C(b))̃sb

=
∑
a∈a

�(�(f )−1/21C(u,av))̃sa

=
∑
a∈a

�(�(f )−1/2)̃savs̃
∗
us̃ũs

∗
avs̃a

=
∑
a∈a

�(�(f )−1/2)̃sa s̃v s̃
∗
us̃ũs

∗
v s̃∗

a s̃a

=
∑
a∈a

�(�(f )−1/2)̃sa�(1C(u,v)1C(a,�))

=
∑
a∈a

�(�(f )−1/2)̃sa�(1C(a,�)1C(u,v))

=
∑
a∈a

�(�(f )−1/2)̃sa s̃
∗
a s̃a�(1C(u,v))

=
∑
a∈a

�(�(f )−1/2)̃sa�(1C(u,v))

= s̃�(1C(u,v))

holds, and since DX is generated by {1C(u,v) | u, v ∈ a∗}, this shows that �(�(g))̃s = s̃�(g)

for every g ∈ DX . Hence (4) holds.
Thus (4) and (5) hold, so it follows from the universal property ofT(DX , �,L), that there

exists a ∗-homomorphism � from T(DX , �,L) to A which maps g to �(g) for g ∈ DX ,
and s to s̃. It suffices to show that � vanishes on the closed two-sided ideal generated by the
set of differences g − k, for all redundancies (g, k) such that g ∈ DX�(DX)DX . For if so,
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then � factors through the quotient and yields a ∗-homomorphism �̃ : DX��,LN → A

such that �̃(�(g)) = �(g) and �̃(�(s)) = s̃, and hence

�̃(sa) = �̃(�(ta))

= �̃(�(1C(a)(�(f )1/2)s))

= �(1C(a)(�(f ))1/2)̃s

= �(1C(a)(�(f ))1/2)
∑
b∈a

�((�(f ))−1/2)̃sb

=
∑
b∈a

�(1C(a)1C(b))̃sb

= �(1C(a))̃sa

= s̃a s̃
∗
a s̃a

= s̃a

for all a ∈ a, and thus �̃(su) = s̃u for every u ∈ a∗.
So assume that g ∈ DX�(DX)DX , that k ∈ DXSS∗DX and that ghS = khS for every

h ∈ DX . We then have

�(g) = �

(
g
∑
a∈a

1C(a)

)
= �(g)

∑
a∈a

s̃a s̃
∗
a

= �(g)
∑
a∈a

�(1C(a)(�(f ))1/2)̃s̃s∗
a

=
∑
a∈a

�(g1C(a)(�(f ))1/2s)̃s∗
a

=
∑
a∈a

�(k1C(a)(�(f ))1/2s)̃s∗
a

= �(k)
∑
a∈a

�(1C(a)(�(f ))1/2)̃s̃s∗
a

= �(k)
∑
a∈a

s̃a s̃
∗
a = �

(
k
∑
a∈a

1C(a)

)

= �(k),

so � vanishes on the closed two-sided ideal generated by the set of differences g − k,
for all redundancies (g, k) such that g ∈ DX�(DX)DX . �
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6. A representation of DX��,LN

In this section, we present a representation of DX��,LN which we will use in the
following sections. This representation is not in general faithful. In Section 9, we will
construct a representation of DX��,LN which is faithful for every shift space X.

Let X be a shift space, and let HX be a Hilbert space with an orthonormal basis {ex}x∈X
indexed by X. For every u ∈ a∗, let Su be the operator on HX defined by

Su(ex) =
{

eux if ux ∈ X,

0 if ux /∈ X.

We leave it to the reader to check that the family (Su)u∈a∗ is a family of partial isome-
tries on HX which satisfies conditions (1) and (2) of Theorem 10. Thus there exists a
∗-homomorphism � from DX��,LN to the C∗-algebra of bounded operators on HX such
that �(su)=Su for every u ∈ a∗. In other words, su �→ Su is a representation of DX��,LN

on the Hilbert space HX .
This representation is in general not faithful. If for example X only consists of one

element, then DX��,LN is isomorphic to C(T), whereas C∗(Su | u ∈ a∗) is isomorphic
to C. In Section 9, we will see that if the shift space X satisfies a certain condition (I ), then
the representation � is injective. In Section 9, we will also construct a representation of
DX��,LN which is faithful for every shift space X.

Remark 11. Although the ∗-homomorphism � : DX��,LN → C∗(Su | u ∈ a∗) is not
in general injective, the restriction of � to DX is, and so it follows from the universal
property of DX��,LN, that the restriction of � : T(DX , �,L) → DX��,LN to DX is
also injective. Thus we will allow ourselves to view DX as a sub-algebra of DX��,LN.
We then have

1C(u,v) = svs
∗
usus

∗
v

for all u, v ∈ a∗.

7. The relationship of DX��,LN with other C∗-algebras associated to
shift spaces

As mentioned in the introduction, other C∗-algebras have been associated to shift spaces.
We will in this section look at the relation between these C∗-algebras and DX��,LN.

As far as the authors know, three different constructions of C∗-algebras associated to
shift spaces have appeared in the literature. These are:

• The C∗-algebra O� defined in [26],
• the C∗-algebra O� defined in [14],
• the C∗-algebra OX defined in [7].
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These are all C∗-algebras generated by partial isometries {sa}a∈a, where a is the alphabet of
the shift space in question. The two first C∗-algebras are defined for every two-sided shift
space �, whereas the last one is defined for every one-sided shift space X.

We will see in this section that for every one-sided shift space X, there exists a
∗-isomorphism between DX��,LN and the C∗-algebra OX defined in [7] which maps
sa to sa for every a ∈ a, and that for every two-sided shift space � there exist a surjective
∗-homomorphism from the C∗-algebra O� defined in [26] to DX���,LN which maps sa to
sa for every a ∈ a, and a surjective ∗-homomorphism from DX���,LN to the C∗-algebra
O� defined in [14] which maps sa to sa for every a ∈ a. The first of these surjective
∗-homomorphisms is injective if � satisfies the condition (∗) defined in [14], and the
second surjective ∗-homomorphism is injective if � satisfies the condition (I ) in Section 9.

Remark 12. In [7], a C∗-algebra OX has been constructed by using C∗-correspondences
and Cuntz–Pimsner algebras for every shift space X. It follows from Theorem 10 and
[7, Remark 7.4] that for every one-sided shift space X, there exists a ∗-isomorphism
between OX and DX��,LN which maps sa to sa for every a ∈ a. Thus it follows from
[7, Remark 7.4] that for every two-sided shift space �, the algebra DX���,LN satisfy all
of the results the algebra O� is claimed to satisfy in [26–28,31–36].

Remark 13. In [14], a C∗-algebra O� has been defined for every two-sided shift space
by defining operators on a Hilbert space with an orthonormal basis indexed by X�. These
operators are identical to the operators Su defined in Section 6 for X equal to the one-
sided shift space X� associated to �. Thus for every two-sided shift space �, we have a
surjective ∗-homomorphism from DX���,LN to O� which maps sa to sa for every a ∈ a.
This ∗-homomorphism is injective if � satisfies condition (I ). We also know that there are
examples of two-sided shift spaces (for instance the shift only consisting of one element)
for which the ∗-homomorphism is not injective.

As mentioned in Remark 12, the C∗-algebra DX���,LN satisfies all of the results that
the algebra O� is claimed to satisfy [26–28,31–36], whereas the C∗-algebra O� originally
defined in [33], does not. The latter C∗-algebra has been properly characterized in [14]
(where it is called O∗

�). We will now use this characterization to show that for every two-
sided shift space �, there exists a surjective ∗-homomorphism from O� to DX���,LN

which maps sa to sa for every a ∈ a.
For every l ∈ N, let A∗

l be the C∗-subalgebra of O� generated by {s∗
usu | u ∈ al}, and

let A∗
� be the C∗-subalgebra of O� generated by {s∗

usu | u ∈ a}. Notice that the following
identity holds:

A∗
� =

⋃
l∈N

A∗
l .

The key to characterizing O� is to describe A∗
l and A∗

�, and that will be done now.
For every l ∈ N and every u ∈ L(�) (L(�) is short for L(X�), cf. Section 4), let Pl (u)

be the set defined by

Pl (u) = {v ∈ al | vu ∈ L(�)}.
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We then define an equivalence relation ∼l on L(�) called l-past equivalence by

u∼lv ⇐⇒ Pl (u) = Pl (v).

We denote the l-past equivalence class containing u by [u]l , and we let L∗
l (�) be the set

defined by

L∗
l (�) = {u ∈ a∗l | the cardinality of [u]l is infinite},

and let �∗
l = L∗

l /∼l . Since a∗l is finite, so is �∗
l . We equip �∗

l with the discrete topology
(so C(�∗

l )�Cm∗(l), where m∗(l) is the number of elements of l-past equivalence classes).

Lemma 14 (cf. Carlsen and Matsumoto [14, Lemma 2.9]). The map

1{[u]l} �→ 1[u]l , u ∈ L∗
l (�)

extends to a ∗-isomorphism between C(�∗
l ) and A∗

l .

We will now make the corresponding characterization of DX��,LN: Let X be a one-
sided shift space. For every l ∈ N, let Al be the C∗-subalgebra of DX generated by
{1C(v,�) | v ∈ a∗l }, and let AX be the C∗-subalgebra of DX generated by {1C(v,�) | v ∈ a∗}.
Notice that we then have

AX =
⋃
l∈N

Al .

Following Matsumoto (cf. [28]), for every l ∈ N and every x ∈ X, define Pl (x) by

Pl (x) = {u ∈ a∗l | ux ∈ X}.
We then define an equivalence relation ∼l on X called l-past equivalence by

x∼ly ⇐⇒ Pl (x) = Pl (y).

We let �l = X/∼l , and denote the l-past equivalence class containing x by [x]l . Since a∗l
is finite, so is �l . We equip �l with the discrete topology (so C(�l )�Cm(l), where m(l) is
the number of elements of l-past equivalence classes). Let x ∈ X and l ∈ N. Since we have

[x]l =
⎛⎝ ⋂

u∈Pl (x)

C(u, �)

⎞⎠ ∩
⎛⎝ ⋂

v∈a∗
l \Pl (x)

X\C(v, �)

⎞⎠ ,

the function 1[x]l belongs to Al , and {1[x]l | x ∈ X} generates Al . Thus the function

1{[x]l} �→ 1[x]l

is a ∗-isomorphism between C(�l ) and Al , which extends to an isomorphism between
C(�X) and AX .
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Consider the condition:
(∗) For each l ∈ N and each infinite sequence of admissible words (ui)i∈N satisfying

Pl (ui)=Pl (uj ) for all i, j ∈ N, there exists an x ∈ X� such that for all i ∈ N, the identity

Pl (x) = Pl (ui)

holds.
It follows from [14, Corollary 3.3] that there is a surjective ∗-homomorphism from

A∗
� to AX� , and that this ∗-homomorphism is injective if and only if � satisfies the

condition (∗).As a consequence of this, for every two-sided shift space �, we get a surjective
∗-homomorphism from O� to DX���,LN which maps sa to sa for every a ∈ a, and this
∗-homomorphism is injective if � satisfies the condition (∗).

In [14], there is an example of a sofic shift space � for which O� and DX���,LN are
not isomorphic.

8. Generalization of the Cuntz–Krieger algebras

We are now able to show that DX��,LN is in fact a generalization of the Cuntz–Krieger
algebras. Actually, we will prove that DX��,LN is a generalization of the universal
Cuntz–Krieger algebra AOA that An Huef and Raeburn have constructed in [1].

Theorem 15. Let A = (A(i, j))i,j∈{1,2,...,n} be a n × n-matrix with entries in {0, 1} and no
zero rows, and let XA be the one-sided shift space

{(xi)i∈N ∈ {1, 2, . . . , n}N | ∀i ∈ N : A(xi, xi+1) = 1}.
Then DXA

��,LN is generated by a family (si)i∈{1,2,...n} of partial isometries that satisfies

n∑
j=1

sj s
∗
j = 1

and

s∗
i si =

n∑
j=1

A(i, j)sj s
∗
j

for every i ∈ {1, 2, . . . , n}.
Suppose X is a unital C∗-algebra such that there exists a family (̃si )i∈{1,2,...,n} of partial

isometries in X that satisfy

n∑
j=1

s̃j s̃
∗
j = 1,

and

s̃∗
i s̃i =

n∑
j=1

A(i, j )̃sj s̃
∗
j



T.M. Carlsen, S. Silvestrov / Expo. Math. 25 (2007) 275–307 293

for every i ∈ {1, 2, . . . , n}. Then there exists a ∗-homomorphism from DXA
��,LN to X

sending si to s̃i for every i ∈ {1, 2, . . . , n}.

Proof. Since XA is the disjoint union of (C(j))j∈{1,2,...,n}, the identity

n∑
j=1

s̃j s̃
∗
j = 1

holds. For every i ∈ {1, 2, . . . , n}, we have that C(i, �) is the disjoint union of those C(j)’s
where A(i, j) = 1. So, it follows that

s̃∗
i s̃i = 1C(i,�) =

n∑
j=1

A(i, j)1C(j) =
n∑

j=1

A(i, j )̃sj s̃
∗
j .

The C∗-algebra DXA
��,LN is generated by {su | u ∈ {1, 2, . . . , n}∗}, but since we have

susv = suv for all u, v ∈ {1, 2, . . . , n}∗, the family (si)i∈{1,2,...,n} generates DXA
��,LN.

Let X be a unital C∗-algebra with a family (̃si )i∈{1,2,...,n} of partial isometries that satisfies

n∑
j=1

s̃j s̃
∗
j = 1X

and

s̃∗
i s̃i =

n∑
j=1

A(i, j )̃sj s̃
∗
j

for every i ∈ {1, 2, . . . , n}. Let s̃�=1X and let s̃u= s̃u1 s̃u2 · · · s̃un for every u=u1u2 · · · un ∈
{1, 2, . . . , n}∗\{�}. We will show that the following two conditions are satisfied:

(1) s̃ũsv = s̃uv for all u, v ∈ {1, 2, . . . , n}∗,
(2) the map

1C(u,v) �→ s̃v s̃
∗
us̃ũs

∗
v , u, v ∈ a∗

extends to a ∗-homomorphism from DX to X.

It will then follow from this and Theorem 10 that there exists a ∗-homomorphism form
DXA

��,LN to X sending su to s̃u for every u ∈ {1, 2, . . . , n}∗, and in particular si to s̃i
for every i ∈ {1, 2, . . . , n}.

It is clear from the way we defined s̃u that condition (1) is satisfied. Let m ∈ N, and
denote by Dm the C∗-subalgebra of DXA

generated by {1C(u) | u ∈ {1, 2, . . . , n}m}.
If u, v ∈ {1, 2, . . . , n}m and u �= v, then we have

s̃ũs
∗
u + s̃v s̃

∗
v �

∑
w∈{1,2,...,n}m

s̃ws̃∗
w = 1x
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and thus

s̃∗
us̃u + s̃∗

us̃v s̃
∗
v s̃u = s̃∗

u(̃sũs
∗
u + s̃v s̃

∗
v )̃su � s̃∗

u1x s̃u = s̃∗
us̃u,

which implies that s̃ũs
∗
us̃v s̃

∗
v = s̃ũs

∗
us̃v s̃

∗
v s̃ũs

∗
u = 0.

Thus (̃sũs
∗
u)u∈{1,2,...,n}m is a family of mutually orthogonal projections. Notice that

(1C(u))u∈{1,2,...,n}m also is a family of mutually orthogonal projections, and that

1C(u) = 0 ⇒ C(u) = ∅
⇒ u /∈ L(XA)

⇒ ∃i ∈ {1, 2, . . . , m − 1} : A(ui, ui+1) = 0

⇒ s̃ui
s̃ui+1 = s̃ui

s̃∗
ui

s̃ui
s̃ui+1 s̃

∗
ui+1

s̃ui+1

= s̃ui

n∑
k=1

A(Ui, k)̃sks̃
∗
k s̃ui+1 s̃

∗
ui+1

s̃ui+1 = 0

⇒ s̃ũs
∗
u = 0

for every u ∈ {1, 2, . . . , n}m. It follows that there is a unital ∗-homomorphism �m from
Dm to X obeying �m

(
1C(u)

)= s̃ũs
∗
u for every u ∈ {1, 2, . . . , n}m.

Since C(u) is the disjoint union of (C(ui))i∈{1,2,...,n}, we have

1C(u) =
n∑

i=1

1C(ui) ∈ Dm+1

for every u ∈ {1, 2, . . . , n}m, so Dm ⊆ Dm+1. Let us denote the inclusion of Dm into Dm+1
by 
m. We then have

�m+1(1C(u)) = �m+1

(
n∑

i=1

1C(ui)

)

=
n∑

i=1

s̃ui s̃
∗
ui

= s̃u

(
n∑

i=1

s̃i s̃
∗
i

)
s̃∗
u

= s̃ũs
∗
u = �m(1C(u)),

from which it follows that �m+1 ◦ 
m = �m. Thus the family {�m}m∈N extends
to a ∗-homomorphism � from

⋃
m∈NDm to X which maps 1C(u) to s̃ũs

∗
u for every

u ∈ {1, 2, . . . , n}m.
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Let u, v ∈ {1, 2, . . . , n}m. It is easy to check that the following equation

1C(u,�) =

⎧⎪⎨⎪⎩
n∑

j=1
A(u|u|, j)1C(j) if u ∈ L(XA)

0 if u /∈ L(XA),

holds. It is also easy to check that if v �= �, then the following equation

1C(u,v) =

⎧⎪⎨⎪⎩
1C(v) if A(u1, u2) = A(u2, u3) = · · · = A(u|u|−1, u|u|)

=A(u|u|, v1) = 1,

0 else

holds. It is equally easy to check that the following equation

s̃∗
us̃u =

⎧⎪⎨⎪⎩
n∑

j=1
A(u|u|, j )̃sj s̃

∗
j if u ∈ L(XA)

0 if u /∈ L(XA),

holds, and that if v �= �, then the following equation

s̃v s̃
∗
us̃ũs

∗
v =

⎧⎪⎨⎪⎩
s̃v s̃

∗
v if A(u1, u2) = A(u2, u3) = · · · = A(u|u|−1, u|u|)

=A(u|u|, v1) = 1,

0 else

holds. Thus, DXA
is contained in

⋃
m∈NDm, and �

(
1C(u,v)

) = s̃v s̃
∗
us̃ũs

∗
v for all u, v ∈

{1, 2, . . . , n}∗.
Consequently, the family (̃su)u∈{1,2,...,n} satisfies condition (2). �

This result is generalized in [6], where it is shown that DX��,LN is isomorphic to a
universal Cuntz–Krieger algebra when X is a sofic shift.

If A(i, j) = 1 for every i, j ∈ {1, 2, . . . , n}, then OA, and hence DXA
��,LN, is the

Cuntz algebra On which was originally defined in [15]. The Cuntz algebras have proved to
be very important examples in the theory of C∗-algebras, for example in classification of
C∗-algebras; see for example [41], and in the study of wavelets, see for example [4].

9. Uniqueness and a faithful representation

As we have just seen, the C∗-algebraDX��,LN is a generalization of the Cuntz–Krieger
algebras. One of the many things that make Cuntz–Krieger algebras interesting is the fact
that a representation of a Cuntz–Krieger algebra, under conditions which are often easy to
verify, is faithful. In this section, we will present similar results for DX��,LN. This will
put us in a position where we can construct a representation of DX��,LN which is faithful
for every one-sided shift space X.
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Let X be a one-sided shift space. It follows from the universal property of DX��,LN

that there exists an action � : T → Aut(DX��,LN) defined by �z(su) = z|u|su for every
z ∈ T. This action is known as the gauge action.

Let FX denote the C∗-subalgebra of DX��,LN generated by {svs∗
usus

∗
w | u, v, w ∈

a∗, |v| = |w|}. It is not difficult to check that{ ∑
v∈J−

xvs
∗
v + x0 + ∑

u∈J+
suxu

∣∣∣∣∣ J− and J+ are finite subsets of a∗

and x0, xv, xu ∈ FX for all v ∈ J−, u ∈ J+

}

is a dense ∗-subalgebra of DX��,LN. It easily follows from this that FX is equal to the
fixed point algebra

{x ∈ DX��,LN | ∀z ∈ T : �g(x) = x}

for the gauge action.
If we let

E(x) =
∫

T
�z(x) dz

for every x ∈ DX��,LN, then E is a projection of norm one (a conditional expectation)
from DX��,LN onto FX which has the following properties:

(i) E(abc) = aE(b)c for all a, c ∈ FX and b ∈ DX��,LN,
(ii) E(su) = 0 for all u ∈ a∗\{�},

(iii) E(x∗x)�0 for all x ∈ DX��,LN,
(iv) E(x∗x) = 0 implies that x = 0 for all x ∈ DX��,LN.

Building on the work done by Matsumoto in [26], the following theorem will be proved
in [9] (AX is the C∗-subalgebra of DX��,LN defined in Section 12):

Theorem 16. Let X be a one-sided shift space, X a C∗-algebra generated by a family
(̃su)u∈a∗ of partial isometries, and � : DX��,LN → X a ∗-homomorphism such that
�(̃su) = s̃u for every u ∈ a∗. Then the following three statements are equivalent:

1. the ∗-homomorphism � : DX��,LN → X is injective,
2. the restriction of � to AX is injective, and there exists an action �̃ : T → Aut(X) such

that �̃z(̃su) = z|u|̃su for every z ∈ T and every u ∈ a∗,
3. the restriction of � to AX is injective, and there exists a projection Ẽ of norm one from

X onto C∗(̃sv s̃∗
us̃ũs

∗
w | u, v, w ∈ a∗, |v| = |w|) satisfying

(i) Ẽ(abc)=aẼ(b)c for all a, c ∈ C∗(svs∗
usus

∗
w | u, v, w ∈ a∗, |v|= |w|) and b ∈ X,

(ii) Ẽ(̃su) = 0 for all u ∈ a∗\{�}.
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As a corollary to this theorem we get the following result.

Corollary 17. LetX be a one-sided shift space and letX be aC∗-algebra which is generated
by a family (̃su)u∈a∗ of partial isometries satisfying:

1. s̃ũsv = s̃uv for all u, v ∈ a∗,
2. the map

1C(u,v) �→ s̃v s̃
∗
us̃ũs

∗
v , u, v ∈ a∗

extends to an injective ∗-homomorphism from DX to X,
3. there exists an action �̃ : T → Aut(X) defined by �̃z(̃su) = z|u|̃su for every z ∈ T.

Then X and DX��,LN are isomorphic by an isomorphism which maps su to s̃u for every
u ∈ a∗.

Remark 18. As a consequence of the previous corollary, we are now able to construct a
representation of DX��,LN which is faithful for every one-sided shift space X:

LetHX be a Hilbert space with an orthonormal basis (e(x,n))(x,n)∈X×Z indexed by X ×Z,
and for every u ∈ a∗, let Su be the operator on HX defined by

Su(e(x,n)) =
{

e(ux,n+|u|) if ux ∈ X,

0 if ux /∈ X.

It is easy to check that SuSv = Suv and that the following equality holds for all u, v ∈ a∗
and (x, n) ∈ X × Z:

SvS
∗
uSuS

∗
v (e(x,n)) =

{
e(x,n) if x ∈ C(u, v),

0 if x /∈ C(u, v).

Thus (Su)u∈a∗ is a family of partial isometries which satisfies (1) and (2) of Corollary 17.
If, for every z ∈ T, we let Uz be the operator on HX defined by

Uz(e(x,n)) = zn(e(x,n)),

then Uz is a unitary operator on HX , and UzSuU
∗
z = z|u|Su for every u ∈ a∗. Thus (Su)u∈a∗

also satisfies (3) of Corollary 17, and therefore su �→ Su defines a faithful representation
of DX��,LN.

We will now briefly discuss a condition on the shift space X which implies that condition
3 of Corollary 17 automatically follows from conditions 1 and 2 of the same corollary.

Definition 19. We say that a one-sided shift space X satisfies condition (I) if for every
x ∈ X and every l ∈ N, there exists a y ∈ X such that Pl (x) = Pl (y) and x �= y.
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One can show that if X satisfies condition (I), and X is a C∗-algebra generated by a family
(̃su)u∈a∗ of partial isometries which satisfies:

1. s̃ũsv = s̃uv for all u, v ∈ a∗,
2. the map

1C(u,v) �→ s̃v s̃
∗
us̃ũs

∗
v , u, v ∈ a∗

extends to an injective ∗-homomorphism from DX to X,
then there exists an action �̃ : T → Aut(X) such that �̃z(̃su) = z|u|̃su for every z ∈ T. This
was first proved by Matsumoto in the case where X is of the form X� for some two-sided
shift space � in [28], where he also discuss several conditions which are equivalent to
condition (I), and this has been generalized to arbitrary one-sided shift spaces X by the first
author in [5].

The following theorem follows from this result and Corollary 17.

Theorem 20. Let X be a one-sided shift space which satisfies condition (I). If X is a
C∗-algebra generated by a family (̃su)u∈a∗ of partial isometries which satisfies:

1. s̃ũsv = s̃uv for all u, v ∈ a∗,
2. the map

1C(u,v) �→ s̃v s̃
∗
us̃ũs

∗
v , u, v ∈ a∗

extends to an injective ∗-homomorphism from DX to X,

then X and DX��,LN are isomorphic by an isomorphism which maps su to s̃u for
every u ∈ a∗.

10. Properties of DX��,LN

In this section, we will briefly describe some of the properties of theC∗-algebraDX��,LN

which in some sense make it a “nice” C∗-algebra. We will see that DX��,LN is always
nuclear and satisfies the Universal Coefficient Theorem (the UCT), and that it is simple and
purely infinite, if X satisfies certain conditions.

Theorem 21. Let X be a one-sided shift space. Then the C∗-algebra DX��,LN is nuclear
and satisfies the UCT.

Proof. As mentioned in Remark 12,DX��,LN is isomorphic to the C∗-algebraOX defined
in [7], and since OX is the C∗-algebra of a separable C∗-correspondence over DX which
is separable and commutative and hence nuclear and satisfies the UCT, the same is the
case for the C∗-algebra JX mentioned in [22, Proposition 8.8], and thus it follows from
[22, Corollary 7.4, Proposition 8.8] that OX and hence DX��,LN is nuclear and satisfies
the UCT. �
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Furthermore, Matsumoto proved the following theorem in [28].

Theorem 22. Let � be a two-sided shift space.

1. If X� is irreducible in past equivalence (i.e., for every l ∈ N, every y ∈ X� and
every sequence (xn)n∈N in X� such that Pn(xn) = Pn(xn+1) for every n ∈ N, there
exist an N ∈ N and a u ∈ L(�) such that Pl (y) = Pl (uxl+N)), then the C∗-algebra
DX���,LN is simple.

2. If X� is aperiodic in past equivalence (i.e., for every l ∈ N, there exists an N ∈ N

such that for any pair x, y ∈ X�, there exists a u ∈ LN(�) such that Pl (y) =Pl (ux)),
then the C∗-algebra DX���,LN is simple and purely infinite.

11. DX��,LN as an invariant

In this section, we will see that DX��,LN is an invariant for one-sided conjugacy in
the sense that if two one-sided shift spaces X and Y are conjugate, then DX��,LN and
DY��,LN are isomorphic.

This was first proved by Matsumoto in [26] for the special case where X = X� and
Y = X	 for two two-sided shift spaces � and 	 satisfying condition (I), and generalized to
the general case in [7]. Because of the way we have constructed DX��,LN in this paper,
we can very easily prove this result and even improve it a little bit.

Remember that in T(DX , �,L), s∗as = L(f ) for every f ∈ DX , so in DX��,LN

�(s)∗f �(s) = L(f ) for every f ∈ DX . We will therefore denote the map

x �→ �(s)∗x�(s)

from DX��,LN to DX��,LN by L. We will by 
X denote the map

x �→
(∑

a∈a
s∗
a

)
x

(∑
b∈a

sb

)

from FX to FX .

Theorem 23. If X and Y are two one-sided shift spaces which are conjugate, then there
exists a ∗-isomorphism � from DX��,LN to DY��,LN such that:

1. �(C(X)) = C(Y),
2. �(DX) = DY,
3. �(FX) = FY,
4. � ◦ �X = �Y,
5. � ◦ �z = �z for every z ∈ T,
6. � ◦ LX = LY,
7. � ◦ 
X = 
Y.
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Proof. Let � be a conjugacy between Y and X, and let � be the map between the bounded
functions on X and the bounded functions on Y defined by

f �→ f ◦ �.

Then �(C(X))=C(Y), �◦�X =�Y◦� and �◦LY=LX ◦�, and hence �(DY)=DX . Thus
it follows from the construction ofDX��,LN andDY��,LN that there is a ∗-isomorphism
fromDX��,LN toDY��,LN which extends �, maps �(s) to �(s) and satisfies �◦�X=�Y.
We will also denote this ∗-isomorphism by �.

Since the gauge action of DX��,LN is characterized by �z(f ) = f for all f ∈ DX
and �z(�(s)) = z�(s), and the gauge action of DY��,LN is characterized in a similar way,
we see that � ◦ �z = �z for every z ∈ T.

Since FX is the fixed point algebra for the gauge action of DX��,LN, and FY is the
fixed point algebra for the gauge action of DY��,LN, we have �(FX) = FY.

Since � maps �(s) to �(s), we have � ◦ LX = LY.
Let us denote the function

x �→ #�−1{x}, x ∈ X

by fX , and the function

x �→ #�−1{x}, x ∈ Y

by fY. We then have that the following


X(x) =
⎛⎝∑

a∈aX
s∗
a

⎞⎠ x

⎛⎝∑
b∈aX

sb

⎞⎠= �(s)∗�(fX)1/2x�(fX)1/2�(s)

holds for all x ∈ X, and similarly that


Y(y) =
(∑

a∈aY
s∗
a

)
y

⎛⎝∑
b∈aY

sb

⎞⎠= �(s)∗�(fY)1/2y�(fY)1/2�(s)

for all y ∈ Y. Since �(fX) = fY, this implies that � ◦ 
X = 
Y. �

If two two-sided shift spaces � and 	 are flow equivalent, then the corresponding one-
sided shift spaces X� and X	 are not necessarily conjugate, so we cannot expect that
DX���,LN and DX	��,LN are isomorphic (and there are examples of pairs � and 	
of two-sided shift spaces, such that � and 	 are conjugate and hence flow equivalent, but
DX���,LN and DX	��,LN are not isomorphic), but it turns out that DX���,LN ⊗ K
and DX	��,LN ⊗ K, (where K is the C∗-algebra of compact operators on a separable
Hilbert space) are ∗-isomorphic in this case. This has been proved by Matsumoto in [32]
for � and 	 satisfying condition (I), and will be proved in full generality in [9].
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12. The K-theory of DX��,LN

Since K0(X) and K1(X) are invariants of a C∗-algebra X, it follows from the previous
section that K0(DX��,LN), K1(DX��,LN) and K0(FX) are invariants of X. In this
section, we will present formulas based on l-past equivalence for these invariants. This was
done in [27,28,35] for the case of one-sided shift spaces of the form X�, where � is a
two-sided shift space and generalized to the general case in [5]. In this paper, we will not
prove the formulas for K0(DX��,LN), K1(DX��,LN) and K0(FX), but only establish
the necessary setup and state the theorems which give the formulas. The interested reader
can find proofs of these theorems in the before mentioned references.

From these formulas, one can directly prove that K0(DX��,LN), K1(DX��,LN) and
K0(FX) are invariants of X without involving C∗-algebras. This is done (for one-sided
shift spaces of the form X�, where � is a two-sided shift space) in Matsumoto’s paper [29],
where also other invariants of shift spaces are presented.

Let X be a one-sided shift space. For each l ∈ N, we let m(l) be the number of l-past
equivalence classes, and we denote the l-past equivalence classes by El

1,E
l
2, . . . ,E

l
m(l). For

0�k� l and i ∈ {1, 2, . . . , m(l)}, the set Pk(x) does not depend on the choice of x as long
as x ∈ El

i . We will denote this set by Pk(E
l
i ). For each l ∈ N, j ∈ {1, 2, . . . , m(l)} and

i ∈ {1, 2, . . . , m(l + 1)}, let

Il(i, j) =
{

1 if El+1
i ⊆ El

j

0 else.

Let F be a finite set and i0 ∈ F . Then we denote by ei0 the element in ZF for which

ei0(i) =
{

1 if i = i0

0 else.

For 0�k� l, let Ml
k be the set

Ml
k = {i ∈ {1, 2, . . . , m(l)} | Pk(E

l
i ) �= ∅}.

Since i ∈ Ml+1
k , if j ∈ Ml

k and Il(i, j) = 1, there exists a positive linear map from ZMl
k to

ZMl+1
k given by

ej �→
∑

i∈Ml+1
k

Il(i, j)ei .

We denotes this map by I l
k .

For a subset E of X and a u ∈ a∗, let uE = {ux ∈ X | x ∈ E}. For each l ∈ N, j ∈
{1, 2, . . . , m(l)}, i ∈ {1, 2, . . . , m(l + 1)} and a ∈ a, let

Al(i, j, a) =
{

1 if ∅ �= aEl+1
i ⊆ El

j

0 else.
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Let 0�k� l. If j ∈ Ml
k and there exists an a ∈ a such that Al(i, j, a)=1, then i ∈ Ml+1

k+1.

Hence there exists a positive linear map from ZMl
k to ZMl+1

k+1 given by

ej �→
∑

i∈Ml+1
k+1

∑
a∈a

Al(i, j, a)ei .

We denote this map by Al
k .

Lemma 24. Let 0�k� l. Then the following diagram commutes:

ZMl
k

I l
k−−−−−−→ ZMl+1

k

A1
k

⏐⏐⏐⏐⏐�
⏐⏐⏐⏐⏐�Al+1

k

ZMl+1
k+1

I l+1
k+1−−−−−−→ ZMl+2

k+1 .

Proof. Let j ∈ Ml
k , h ∈ Ml+2

k+1 and a ∈ a. If ∅ �= aEl+2
h ⊆ El

j , then there exists exactly

one i ∈ Ml+1
k such that El+1

i ⊆ El
j and ∅ �= aEl+2

h ⊆ El+1
i ; and there exists exactly one

i′ ∈ Ml+1
k+1 such that El+2

h ⊆ El+1
i′ and ∅ �= aEl+1

i′ ⊆ El
j . If aEl+2

h = ∅ or aEl+2
h �El

j , then

there does not exists an i ∈ Ml+1
k such that El+1

i ⊆ El
j and ∅ �= aEl+2

h ⊆ El+1
i ; and there

does not exists an i′ ∈ Ml+1
k+1 such that El+2

h ⊆ El+1
i′ and ∅ �= aEl+1

i′ ⊆ El
j . Hence we have∑

i∈Ml+1
k

Al+1(h, i, a)Il(i, j) =
∑

i∈Ml+1
k+1

Il+1(h, i)Al(i, j, a).

It follows from this that

Al+1
k (I l

k(ej )) = Al+1
k

⎛⎜⎝ ∑
i∈Ml+1

k

Il(i, j)ei

⎞⎟⎠
=

∑
h∈Ml+2

k+1

∑
a∈a

Al+1(h, i, a)
∑

i∈Ml+1
k

Il(i, j)eh

=
∑

h∈Ml+2
k+1

∑
i∈Ml+1

k+1

∑
a∈a

Il+1(h, i)Al(i, j, a)eh

= I l+1
k+1

⎛⎜⎝ ∑
i∈Ml+1

k+1

∑
a∈a

Al(i, j, a)ei

⎞⎟⎠
= I l+1

k+1(A
l
k(ej ))

for every j ∈ Ml
k . Thus the diagram commutes. �
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For k ∈ N, the inductive limit lim−→ (ZMl
k , (Z+)M

l
k , I l

k) will be denoted by (ZXk
, Z+

Xk
).

It follows from Lemma 24 that the family {Al
k}l �k induces a positive, linear map Ak from

ZXk
to ZXk+1 .

Let 0�k < l. Denote by �l
k the linear map from ZMl

k to ZMl
k+1 given by

ej �→
{

ej if j ∈ Ml
k+1,

0 if j /∈ Ml
k+1,

for j ∈ Ml
k . It is easy to check that the following diagram

ZMl
k

�l
k−−−−−−→ ZMl

k+1

I l
k

⏐⏐⏐⏐⏐⏐�
⏐⏐⏐⏐⏐⏐� I l

k+1

ZMl+1
k

�l+1
k−−−−−−→ ZMl+1

k+1

commutes.
Thus the family {�l

k}l �k induces a positive, linear map from ZXk
to ZXk+1 which we

denote by �k . Since the diagram

ZMl
k

�l
k−−−−−−→ ZMl

k+1

Al
k

⏐⏐⏐⏐⏐⏐�
⏐⏐⏐⏐⏐⏐�Al

k+1

ZMl+1
k+1

�l+1
k+1−−−−−−→ ZMl+1

k+2

commutes for every 0�k < l, the diagram

ZXk

�k−−−−−−→ ZXk+1

Ak

⏐⏐⏐⏐⏐⏐�
⏐⏐⏐⏐⏐⏐�Ak+1

ZXk+1

�k+1−−−−−−→ ZXk+2

commutes.
We denote the inductive limit lim−→ (ZXk

, Z+
Xk

, Ak) by (�X , �+
X). Since the previous dia-

gram commutes, the family {�k}k∈N induces a positive, linear map from �X to �X which
we denote by �X .
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Theorem 25. For every one-sided shift space X,

(K0(FX), K+
0 (FX), (
X)∗)�(�X , �+

X , �X).

More precisely, the map [su1El
i
s∗
v ]0 �→ ei ∈ ZMl

k extends to an isomorphism from (K0(FX),

K+
0 (FX), (
X)∗) to (�X , �+

X , �X).

For every l ∈ N denote by Bl the linear map from ZMl
1 to Zm(l+1) given by

ej �→
m(l+1)∑

i=1

(
Il(i, j) −

∑
a∈a

Al(i, j, a)

)
ei .

One can easily check that the following diagram commutes for every l ∈ N:

ZMl
1

Bl−−−−−−→ Zm(l+1)

I l
1

⏐⏐⏐⏐⏐⏐�
⏐⏐⏐⏐⏐⏐� I l+1

0

ZMl+1
1

Bl+1−−−−−−→ Zm(l+2).

Hence the family {Bl}l∈N induces a linear map B from ZX1 to ZX0 .

Theorem 26. Let X be a one-sided shift space. Then

K0(DX��,LN)�ZX0/BZX1 ,

and

K1(DX��,LN)� ker(B).

More precisely, the map

[1El
i
]0 �→ ei ∈ Zm(l)

induces an isomorphism from K0(DX��,LN) to ZX0/BZX1 .

13. The ideal structure of DX��,LN

In this section, we will briefly describe the structure of the gauge invariant ideals of
DX��,LN. By an ideal, we will always mean a closed two-sided ideal, and by a gauge
invariant ideal, we mean an ideal I such that �z(I ) ⊆ I for every z ∈ T.
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The lattice of the gauge invariant ideals of DX��,LN has been described by Matsumoto
in [28] in the case where X is of the form X� for some two-sided shift space � and this
has been generalized to arbitrary one-sided shift spaces X by the first author in [5]. We will
slightly reformulate the description here.

Theorem 27. Let X be a one-sided shift space. Then there exist order-preserving bijections
between each pair of the following lattices:

1. the lattice of gauge invariant ideals of DX��,LN,
2. the lattice of ideals J of FX , such that suxs∗

u, s
∗
uxsu ∈ J for every u ∈ a∗ and every

x ∈ J ,
3. the lattice of ideals I of AX , such that s∗

uxsu ∈ I for every u ∈ a∗ and every x ∈ I ,
4. the lattice of order ideals of �X invariant under �X ,
5. the lattice of subsets A of X, such that �(A) ⊆ A and ∀x ∈ A ∃l ∈ N : Pl (x) ⊆ A.

14. Examples

What we have described in this paper is the general structure of DX��,LN. It is of
course also interesting to look at DX��,LN for particular examples of X. We will now
briefly mention some papers where this has been done. The focus of these papers is mainly to
compute the K-groups K0(DX��,LN), K1(DX��,LN) and K0(FX) and other invariants
of DX��,LN of K-theoretical nature for classes of non-sofic shift spaces (if X is sofic,
then these invariants are easily computed by using the results of [6]). This has shed some
light on the class of non-sofic shift spaces, a class of dynamical system which is far less
understood than the class of sofic shift spaces.

In [37], Matsumoto has taken a closer look at DX��,LN in the case where X is the
Motzkin shift, and in [30] he examines DX��,LN for the context-free shift. In [24],
DX��,LN is examined for the Dyck shift, and in [20] (see also [2]) DX��,LN is
examined for a class of shift spaces called �-shifts.

If � is a two-sided shift space, then, as explained before, we can associate to it the
C∗-algebra DX���,LN. But we can of course also look at the C∗-crossed product
C(�)��Z, defined in Section 2, where � : C(�) → C(�) is the map

f �→ f ◦ �.

Consider the condition:

(∗) For each u ∈ L(�), there exists an x ∈ X� such that P|u|(x) = {u}.
It is proved in [8] that if � satisfies the condition (∗), then C(�)��Z is a quotient of
DX���,LN. This is used in [12,13] to relate the K-theory of DX���,LN to the K-theory
of C(�)��Z for these shift spaces, and in [11] to present K0(DX���,LN), for the two-
sided shift space � of an aperiodic primitive substitution, as a stationary inductive limit
of a system associated to an integer matrix defined from combinatorial data which can be
computed in an algorithmic way (cf. [10]).
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