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#### Abstract

This note gives a simple method to compute the entries of holomorphic functions of a $2 \times 2$ block or operator matrix which can be written as a product. To illustrate this method, the entries are given for the exponential, fractional powers, and inverse of such operator matrices.


If $H$ and $K$ are Hilbert spaces, we denote the space of bounded linear operators from $H$ to $K$ by $\mathscr{L}(H, K)$. Our main result is the following:

Theorem 1. Let $B_{1}, C_{1} \in \mathscr{L}\left(H, K_{1}\right)$ and $B_{2}, C_{2} \in \mathscr{L}\left(H, K_{2}\right)$. Suppose $f$ is a function which is holomorphic in an open set $D$ containing the spectrum $\sigma\left(C_{1}^{*} B_{1}+C_{2}^{*} B_{2}\right)$ and 0 . Then

$$
f\left(\left[\begin{array}{cc}
B_{1} C_{1}^{*} & B_{1} C_{2}^{*} \\
B_{2} C_{1}^{*} & B_{2} C_{2}^{*}
\end{array}\right]\right)=\left[\begin{array}{cc}
f(0) I+B_{1} R C_{1}^{*} & B_{1} R C_{2}^{*} \\
B_{2} R C_{1}^{*} & f(0) I+B_{2} R C_{2}^{*}
\end{array}\right]
$$

where $R=g\left(C_{1}^{*} B_{1}+C_{2}^{*} B_{2}\right)$ and $g$ is the holomorphic extension to $D$ of $g(z)=[f(z)-f(0)] / z$.

Note that when $H=\mathbb{C}$ the operators $B_{1}, B_{2}, C_{1}$, and $C_{2}$ may be identified with vectors in $K_{1}$ or $K_{2}$. The proof of Theorem 1 follows immediately from the lemma below with

$$
B=\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right], \quad C=\left[\begin{array}{l}
C_{1} \\
C_{2}
\end{array}\right], \quad \text { and } \quad K=K_{1} \times K_{2} .
$$

Lemma 2. Let $B, C \in \mathscr{L}(H, K)$. Suppose $f$ is a function which is holomorphic in a open set $D$ containing $\sigma\left(C^{*} B\right)$ and 0 . Then

$$
f\left(B C^{*}\right)=f(0) I+B g\left(C^{*} B\right) C^{*}
$$

In particular, the above lemma contains the well-known formula (e.g. [6, p. 264])

$$
\begin{equation*}
\left(\lambda I-B C^{*}\right)^{-1}=\frac{1}{\lambda}\left[I+B\left(\lambda I-C^{*} B\right)^{-1} C^{*}\right] \tag{1}
\end{equation*}
$$

which holds when $\lambda \notin \sigma\left(C^{*} B\right)$ and $\lambda \neq 0$.
Proof. Let $S=\sigma\left(C^{*} B\right) \cup\{0\}$. Then $\sigma\left(B C^{*}\right) \subseteq S$ by (1). Clearly $f(z)$ $=f(0)+z g(z)$ for $z \in D$, so $f\left(B C^{*}\right)=f(0) I+B C^{*} g\left(B C^{*}\right)$ by the holomorphic functional calculus [4, §5.2]. It suffices to show that $C^{*} g\left(B C^{*}\right)=$ $g\left(C^{*} B\right) C^{*}$. Since $\left(\lambda I-C^{*} B\right) C^{*}=C^{*}\left(\lambda I-B C^{*}\right)$, it follows that $C^{*}(\lambda I$ $\left.-B C^{*}\right)^{-1}=\left(\lambda I-C^{*} B\right)^{-1} C^{*}$ for all $\lambda \notin S$. Let $\Gamma$ be an oriented envelope of $S$ with respect to $g(z)$. Then by Theorems 3.3.2 and 5.2.4 of [4],

$$
\begin{aligned}
C^{*} g\left(B C^{*}\right) & =\frac{1}{2 \pi i} \int_{\Gamma} g(\lambda) C^{*}\left(\lambda I-B C^{*}\right)^{-1} d \lambda \\
& =\frac{1}{2 \pi i} \int_{\Gamma} g(\lambda)\left(\lambda I-C^{*} B\right)^{-1} C^{*} d \lambda \\
& =g\left(C^{*} B\right) C^{*}
\end{aligned}
$$

as required.
Corollary 3.

$$
\exp \left(\left[\begin{array}{ll}
B_{1} C_{1}^{*} & B_{1} C_{2}^{*} \\
B_{2} C_{1}^{*} & B_{2} C_{2}^{*}
\end{array}\right]\right)=\left[\begin{array}{cc}
I+B_{1} R C_{1}^{*} & B_{1} R C_{2}^{*} \\
B_{2} R C_{1}^{*} & I+B_{2} R C_{2}^{*}
\end{array}\right]
$$

where

$$
R=\sum_{n=0}^{\infty} \frac{\left(C_{1}^{*} B_{1}+C_{2}^{*} B_{2}\right)^{n}}{(n+1)!}
$$

Let $S$ be a compact set in $\mathbb{C}$ containing 1 , and suppose that 0 is in the unbounded component of the complement of $S$. It is not difficult to show that there is a simply connected domain $D$ containing $S$ and an $n$th root function $z \rightarrow z^{1 / n}$ which is holomorphic on $D$ with $1^{1 / n}=1$. By the functional calculus, any such function defines an $n$th root for any bounded linear operator $A$ on $H$ satisfying $\sigma(A) \subseteq S$. In particular, when $A$ is a positive operator, we may define $A^{1 / n}$ to be the unique positive $n$th root of A. (Existence and uniqueness can be proved by a simple modification of the argument for the square root given in [2, Proposition 4.33], or as in [1, 5].)

Corollary 4. Suppose that $m$ and $n$ are positive integers and that 1 is in the unbounded component of the complement of $\sigma\left(C_{1}^{*} B_{1}+C_{2}^{*} B_{2}\right)$. Then

$$
\left[\begin{array}{cc}
I-B_{1} C_{1}^{*} & -B_{1} C_{2}^{*} \\
-B_{2} C_{1}^{*} & I-B_{2} C_{2}^{*}
\end{array}\right]^{m / n}=\left[\begin{array}{cc}
I-B_{1} R C_{1}^{*} & -B_{1} R C_{2}^{*} \\
-B_{2} R C_{1}^{*} & I-B_{2} R C_{2}^{*}
\end{array}\right]
$$

where $R=\phi\left(I-C_{1}^{*} B_{1}-C_{2}^{*} B_{2}\right)$ and

$$
\phi(z)=\frac{1+z+\cdots+z^{m-1}}{1+z^{m / n}+\cdots+z^{(n-1) m / n}}
$$

In particular, when the exponent is $\frac{1}{2}, R=\left[I+\left(I-C_{1}^{*} B_{1}-C_{2}^{*} B_{2}\right)^{1 / 2}\right]^{-1}$.
Corollary 5. Under the conditions of Corollary 4,

$$
\left[\begin{array}{cc}
I-B_{1} C_{1}^{*} & -B_{1} C_{2}^{*} \\
-B_{2} C_{1}^{*} & I-B_{2} C_{2}^{*}
\end{array}\right]^{-m / n}=\left[\begin{array}{cc}
I+B_{1} R C_{1}^{*} & B_{1} R C_{2}^{*} \\
B_{2} R C_{1}^{*} & I+B_{2} R C_{2}^{*}
\end{array}\right]
$$

where $R=\left(I-C_{1}^{*} B_{1}-C_{2}^{*} B_{2}\right)^{-m / n} \phi\left(I-C_{1}^{*} B_{1}-C_{2}^{*} B_{2}\right)$. In particular, when the exponent is $-\frac{1}{2}$,

$$
R=\left(I-C_{1}^{*} B_{1}-C_{2}^{*} B_{2}\right)^{-1 / 2}\left[I+\left(I-C_{1}^{*} B_{1}-C_{2}^{*} B_{2}\right)^{1 / 2}\right]^{-1}
$$

The following formula is useful for computing inverses. In particular, it allows one to deduce Corollary 5 from Corollary 4 (by incorporating $R$ into $B_{1}$ and $B_{2}$ ). Compare [3, Proposition 2].

Corollary 6. Suppose $\lambda$ is a nonzero complex number outside of $\sigma\left(C_{1}^{*} B_{1}+C_{2}^{*} B_{2}\right)$. Then

$$
\left[\begin{array}{cc}
\lambda I-B_{1} C_{1}^{*} & -B_{1} C_{2}^{*} \\
-B_{2} C_{1}^{*} & \lambda I-B_{2} C_{2}^{*}
\end{array}\right]^{-1}=\left[\begin{array}{cc}
\lambda^{-1} I+B_{1} R C_{1}^{*} & B_{1} R C_{2}^{*} \\
B_{2} R C_{1}^{*} & \lambda^{-1} I+B_{2} R C_{2}^{*}
\end{array}\right]
$$

where $R=\lambda^{-1}\left(\lambda I-C_{1}^{*} B_{1}-C_{2}^{*} B_{2}\right)^{-1}$.

Proofs of Corollaries. Corollary 3 follows immediately from Theorem 1 with $f(z)=\exp (z)$. To deduce Corollary 4, put $S=\sigma\left(I-C^{*} B\right) \cup\{1\}$, and let $z \rightarrow z^{1 / n}$ be an $n$th root function as described in the comments preceding Corollary 4. Take $f(z)=(1-z)^{m / n}$, and note that $R$ is as asserted because $g(z)=-\phi(1-z)$. The proof of Corollary 5 is similar, but with $f(z)=(1-z)^{-m / n}$ and $g(z)=(1-z)^{-m / n} \phi(1-z)$. Corollary 6 follows immediately from Theorem 1 with $f(z)=(\lambda-z)^{-1}$. It also follows immediately from (1).
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