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Abstract

Some fractional and anomalous diffusions are driven by equations involving fractional derivatives in
both time and space. Such diffusions are processes with randomly varying times. In representing the
solutions to those equations, the explicit laws of certain stable processes turn out to be fundamental. This
paper directs one’s efforts towards the explicit representation of solutions to fractional and anomalous
diffusions related to Sturm–Liouville problems of fractional order associated to fractional power function
spaces. Furthermore, we study a new version of Bochner’s subordination rule and we establish some
connections between subordination and space-fractional operators.
c⃝ 2012 Elsevier B.V. All rights reserved.
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1. Introduction and main results

In recent years, many researchers have shown their interest in fractional and anomalous
diffusions. The term fractional is achieved by replacing standard derivatives w.r.t. time t
with fractional derivatives, for instance, those of Riemann–Liouville or Dzehrbashyan–Caputo.
Anomalous diffusion occurs, according to most of the significant literature, when the mean
square displacement (or time-dependent variance) is stretched by some index, say α ≠ 1 or,
in other words proportional to a power α of time, for instance tα . Such anomalous feature can be
found in transport phenomena in complex systems, e.g. in random fractal structures (see [22]).

Fractional diffusions have been studied by several authors. Wyss [60], Schneider and
Wyss [56] and later Hilfer [26] studied the solutions to the heat-type fractional diffusion equation
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and presented such solutions in terms of Fox functions. For the same equation, up to some scaling
constant, Beghin and Orsingher [5], Orsingher and Beghin [49] represented the solutions by
means of stable densities and found the explicit representations only in some cases. Different
boundary value problems have also been studied in [6,45]. In the papers by Mainardi et al.
[36,39,40] the authors presented the solutions to space–time fractional equations by means of
Wright functions or Mellin–Barnes integral representations, that is Fox functions. See also [37]
for a review on the Mainardi–Wright function.

For a general operator A acting on space, several results can also be listed. Nigmatullin [48]
gave a physical interpretation when A is the generator of a Markov process whereas
Kochubei [30,31] first introduced a mathematical approach. Zaslavsky [61] introduced the
fractional kinetic equation for Hamiltonian chaos. Baeumer and Meerschaert [1] studied the
problem when A is an infinitely divisible generator on a finite dimensional space. For a short
survey of these results see [47].

In general, the stochastic solutions to fractional diffusion equations can be realized through
subordination. Indeed, for a guiding process X (t) with generator A we have that X (V (t)) is
governed by ∂βt u = A u where the process V (t), t > 0 is an inverse or hitting time process to a
β-stable subordinator (see [1]). The time-fractional derivative comes from the fact that X (V (t))
can be viewed as a scaling limit of continuous time random walk where the iid jumps are
separated by iid power law waiting times (see [43,46,53]). Results on the subordination principle
for fractional evolution equations can also be found in [4,11].

Anomalous diffusions can also be carried out by considering a fractional operator acting on
the space. The problem of finding a suitable representation for a fractional power of a given
operator A defined in a Banach space X has a long history. The first definitions of fractional
power of the Laplace operator were introduced in [11,20]. For a closed linear operator A, the
fractional operator (−A)α has been investigated by many researchers, see e.g. [3,27,32,33,59].
Although the methods presented differ, each of those papers was primarily based on the integral
representation

−(−A)α f =
sinπα
π


∞

0
λα−1(λI − A)−1 A f dλ

for a well defined f and 0 < ℜ{α} < 1 under

(i) λ ∈ ρ(A) (the resolvent set of A) for all λ > 0;

(ii) ∥λ(λI − A)−1
∥ < M < ∞ for all λ > 0.

(1.1)

Different definitions can be also given by means of hyper singular integrals, see e.g. [54].
In both cases, time and space fractional equations, the explicit representations of the law of

stable processes and, those of the corresponding inverse processes, are fundamental in finding
explicit solutions to fractional problems.

In this paper we study time and space fractional problems involving the operator G∗ (see
formula (3.1)) which is the adjoint of an infinitesimal generator of non-negative diffusions G. In
particular, for w(x) = xγµ−1, the second order differential operator

G =
1

γ 2 w(x)

∂

∂x
xγµ−γ+1 ∂

∂x
, γ = ±1, µ > 0

is the operator governing two related diffusions, the squared Bessel process Gµ(t), t > 0 (for
γ = +1) and its inverse process Eµ(t), t > 0 (also known as reciprocal process of Gµ, for
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γ = −1). Due to the fact that P{Eµ(t) < x} = P{Gµ(x) > t} we refer to Eµ as the
inverse of Gµ.

For such processes we study the governing equations where the time derivative is replaced
by its fractional counterpart and find solutions in bounded and unbounded domains. For
the time-fractional equations on bounded domains we study Sturm–Liouville problems of
fractional order associated with fractional power function spaces. A complete orthogonal set
of eigenfunctions (w.r.t. the weight function w(x)) arises naturally as solutions of the second-
order differential equations involving G under appropriate boundary conditions and therefore,
we obtain Sturm–Liouville boundary-value problems associated to the killed semigroups of Gµ

and Eµ.
The fractional power of G∗ (for γ = +1, that is the governing operator of the squared Bessel

process Gµ) is also examined. We find the explicit representation of −(−G∗)ν for ν ∈ (0, 1)
in terms of Riemann–Liouville derivatives and we discuss the properties of the corresponding
subordinated process. Thus, we obtain a representation of the power ν of the composition of non
commuting operators (formula (3.1) below).

All fractional problems investigated in this work have stochastic solutions with randomly
varying times which are subordinators. Such subordinators are denoted by Hνt and Lνt . From the
fact that P{Lνt < x} = P{Hνx > t} we say that Lνt is the inverse of Hνt which is a positively
skewed stable process with non-negative increments and therefore non-decreasing paths. This
means that Lνt = inf{x ≥ 0 : Hνx ∉ (0, t)} can be regarded as hitting time. We find that, for
ν = 1/n, n ∈ N,

Hνt
law
= Eµ1(Eµ2(. . . Eµn ((νt)1/ν) . . .)), t > 0 (1.2)

and

Lνt
law
=


Gµ1(Gµ2(. . .Gµn (t

ν/ν) . . .))
ν
, t > 0 (1.3)

for suitable choices of µ = (µ1, . . . , µn). Furthermore, we show that the compositions (1.2) and
(1.3) hold for all µ ∈ Pn

n+1(n!) where

Pn
κ (ϱ) =


℘̄ ∈ Rn

+ : ℘̄ =
ῡ

κ
, ῡ = (υ1, . . . , υn) ∈ Nn,

n
j=1

υ j = ϱ



with m, κ, ϱ ∈ N. This result permit us to explicitly write the laws of H
1/n
t and L

1/n
t and therefore

the laws of the processes subordinated by them. In particular, we obtain useful representations
of solutions to fractional equations involving general operators but representing anomalous
diffusions realized through subordination.

The main results of this work are collected in Section 3. We present auxiliary results and
proofs in the remaining sections of the paper.

2. Introductory remarks and notations

We first introduce the following notation:

• sν is the law of the symmetric stable process Sνt ,
• hν is the law of the stable subordinator Hνt ,
• lν is the law of Lνt which is the inverse to Hνt ,
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• gµ = g1
µ is the law of the squared Bessel process starting from zero Gµ(t),

• eµ = g−1
µ is the law of Eµ(t) which is the (reciprocal of) inverse to Gµ(t),

• Hm,n
p,q is the Fox function,

• Wα
+ and Wα

− are the left and right Weyl derivatives,
•

∂α

∂xα and ∂α

∂(−x)α are the left and right Riemann–Liouville derivatives,
•

c Dα
t is the Dzehrbashyan–Caputo fractional derivative.

We now introduce fractional derivatives and recall their connection with stable densities. The
α-stable process Sα,θt , t > 0, with law sθν = sθν (x, t), x ∈ R, t > 0 has characteristic function

E exp


i β Sα,θt


= exp


−t |ξ |α


1 − iθ

ξ

|ξ |
tan

απ
2


, ξ ∈ R (2.1)

with α ∈ (0, 1) ∪ (1, 2] and θ ∈ [−1, 1] (see [63]). If θ = 0, then we have a symmetric process
with E exp


iβSαt


= exp (−t |β|

α) , α ∈ (0, 2]. For the sake of simplicity we will write Sαt
instead of Sα,0t . Moreover, we will refer to Hνt = Sν,1t , t > 0 as the totally (positively) skewed
process which is also named the stable subordinator. For n − 1 < α < n, n ∈ N, according
to [29,55], we define

(Wα
− f )(x) =

(−1)n

Γ (n − α)

dn

dxn


∞

x
(s − x)n−α−1 f (s) ds, x ∈ R (2.2)

and

(Wα
+ f )(x) =

1
Γ (n − α)

dn

dxn

 x

−∞

(x − s)n−α−1 f (s) ds, x ∈ R (2.3)

which are the right and left Weyl derivatives by means of which we write the governing equation
of Sα,θt , t > 0, given by

∂sα
∂t
(x, t) = θ Dα

|x |
sα(x, t), x ∈ R, t > 0, (2.4)

where

θ Dα
|x |

=
1

2 cosαπ/2


κ Wα

− + (1 − κ)Wα
+


(2.5)

and 0 ≤ κ = κ(θ) ≤ 1 (see e.g. [7,13,36,50]). For θ = 0 (that is κ = κ(0) = 1/2) we obtain the
Riesz derivative

0 Dα
|x |

=
∂α

∂|x |α
(2.6)

which is the governing operator of the symmetric process Sαt , t > 0. The Riemann–Liouville
derivatives

dα f

d(−x)α
(x) = (Wα

− f )(x), x ∈ R+ (2.7)

and

dα f

dxα
=

1
Γ (n − α)

dn

dxn

 x

0
(x − s)n−α−1 f (s) ds, x ∈ R+ (2.8)
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are defined by restricting Weyl derivatives (2.2) and (2.3) to (0,+∞). For α ∈ N, the fractional
derivatives above become ordinary derivatives and

dα

dxα
= (−1)α

dα

d(−x)α
. (2.9)

We also introduce the Dzehrbashyan–Caputo fractional derivative

c Dα
t f (t) =

1
Γ (n − α)

 t

0
(t − s)n−α−1 dn f

dsn (s) ds (2.10)

defined for n − 1 < α < n, n ∈ N, which is related to (2.8) as follows (see [24,29])

c Dα
t f (t) =

dα f

dtα
(t)−

n−1
k=0

dk f

dtk (t)


t=0+

tk−α

Γ (k − α + 1)
. (2.11)

From the relation

Pr{Lνt < x} = Pr{Hνx > t}, (2.12)

according to [1,16,44,42], we define the inverse process Lνt , t > 0 with law lν = lν(x, t),
x, t > 0. As already mentioned before, Hνt , t > 0 is the ν-stable subordinator, ν ∈ (0, 1) with
law, say, hν = hν(x, t), x, t > 0. The process Hνt , t > 0 is a process with non-negative,
independent and homogeneous increments (see [8]) whereas, the inverse process Lνt , t > 0 has
non-negative, non-stationary and non-independent increments (see [43]). Stable subordinators
and their inverse processes are characterized by the following Laplace transforms:

E exp

−λHνt


= exp


−tλν


, E exp


−λLνt


= Eν(−λtν) (2.13)

and

L[hν(x, ·)](λ) = xν−1 Eν,ν(−λxν), L[lν(x, ·)](λ) = λν−1 exp

−xλν


, (2.14)

where the entire function

Eα,β(z) =


k≥0

zk

Γ (αk + β)
, z ∈ C, ℜ{α} > 0, β ∈ C (2.15)

is the generalized Mittag-Leffler function for which
∞

0
e−λzzβ−1 Eα,β(−czα) dz =

λα−β

λα + c
, ℜ{λ} > |c|1/α, ℜ{c} > 0

and Eα(z) = Eα,1(z) is the Mittag-Leffler function. From (2.13) we immediately verify that the
law hν satisfies the fractional equation −

∂
∂t hν(x, t) =

∂ν

∂xν hν(x, t) whereas, for the law of Lνt ,
from (2.14) we have that ∂ν

∂tν lν(x, t) = −
∂
∂x lν(x, t). Such density laws cannot be represented in

closed form. In this paper we write

hν(x, t) =
1

νt1/ν H0,1
1,1

 x

t1/ν




1 −
1
ν
,

1
ν


(0, 1)

 ,
lν(x, t) =

1
tν

H1,0
1,1


x

tν

(1 − ν, ν)

(0, 1)

 (2.16)
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for x, t > 0, ν ∈ (0, 1) in terms of H-functions as can be obtained by considering (A.12) and the
Mellin transforms (see [16,36,38])

M[hν(·, t)](η) = Γ


1−η
ν


t
η−1
ν

ν Γ (1−η)
, M[lν(·, t)](η) =

Γ (η) tν(η−1)

Γ (ην−ν+1) . (2.17)

Further representations of hν and lν are given in terms of the Wright function

Wα,β(z) =


k≥0

zk

k!Γ (αk + β)
, z ∈ C, ℜ{α} > −1, β ∈ C

by considering that

lν(x, t) =
1
tν

W−ν,1−ν


−

x

tν


and (see [17]) xhν(x, t) = νtlν(t, x).

3. Fractional and anomalous diffusions

Standard diffusion has the mean squared displacement (or time-dependent variance) which is
linear in time. Anomalous diffusion is usually met in disordered or fractal media (see e.g. [22])
and represents a phenomenon for which the mean squared displacement is no longer linear
but proportional to a power α of time with α ≠ 1. Thus we have superdiffusion (α > 1)
or subdiffusion (α < 1) in which diffusion occurs faster or slower than normal diffusion (see
e.g. [58]).

3.1. Fractional evolution equations

We begin our analysis by studying anomalous diffusions on Ωa = (0, a), a > 0, whose
governing equations involve the operator

G∗
=

1

γ 2

∂

∂x
xγµ−γ+1 ∂

∂x

1
w(x)

(3.1)

(w(x) = xγµ−1 will play the role of weight function further on) for γ = ±1 and µ > 0.
The solutions to the ordinary problem

∂u

∂t
= G∗ u

subject to the initial data u0 = f can be written as u(x, t) = T1(t) f (x)where T1(t) = exp −t G∗.
For the subordination principle (see for example [4,11]) we can write the solutions to the
fractional problem

∂νu

∂tν
= G∗ u, ν ∈ (0, 1]

∂νu
∂tν is defined in (2.8)


subject to the initial condition u0 = f by considering the convolution

operator

Tν(t) =
1
tν


∞

0
ds H1,0

1,1


s

tν

(1 − ν, ν)

(0, 1)


e−sG∗

,
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where the Fox function H1,0
1,1 is the law of the inverse process Lνt introduced in the previous

section. In order to explicitly write the convolution Tν(t) f (x), for γ ≠ 0, µ > 0, we introduce
the functions

gγµ(x, t) = sign(γ )
1
t

Qγ
µ

 x

t


and g̃γµ(x, t) = gγµ(x, t1/γ ), (3.2)

where

Qγ
µ(z) = γ

zγµ−1

Γ (µ)
e−zγ , z > 0, γ > 0, µ > 0

is the well known generalized gamma density or Weibull distribution if γ ∈ N.

Theorem 1. For γ ≠ 0, µ > 0, ν ∈ (0, 1], the solution to the fractional p.d.e.∂
ν ũγ,µν
∂tν

= G∗ ũγ,µν , x ∈ Ω∞, t > 0

ũγ,µν (x, 0) = δ(x)
(3.3)

is given by

ũγ,µν (x, t) =


∞

0
g̃γµ(x, s) lν(s, t) ds, (3.4)

where g̃γµ and lν are defined in (3.2) and (2.16) respectively.

From the fact that

lim
ν→1

Lνt
a.s
= t,

where t is the elementary subordinator (see [8]) we can write

lim
ν→1

lν(s, t) = δ(s − t)

and thus ũγ,µ1 = g̃γµ are the solutions to (3.3) for ν = 1 and γ ≠ 0, µ > 0. In this case the
time-fractional derivative becomes the ordinary derivative ∂/∂t . For γ = ±1 and µ > 0, we
obtain that

g̃1
µ(x, t) = E xδ(Gµ(t)),

g̃−1
µ (x, t) = E xδ(Eµ(t)),

ũ1,µ
ν (x, t) = E xδ(Gµ(L

ν
t )),

ũ−1,µ
ν (x, t) = E xδ(Eµ(L

ν
t )),

where E xδ(X t ) = δ∗ fX t (x). The process Gµ is a non-negative diffusion satisfying the stochastic
differential equation

dGµ(t) = µ dt + 2


Gµ(t) d B1(t), (3.5)

where B1(t), t > 0 is a Brownian motion with variance t/2. The reciprocal gamma law
eµ = g−1

µ , µ > 0, represents the 1-dimensional marginal law of the process satisfying the
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stochastic equation

d Eµ(t) = −


Eµ(t)−

1
µ− 1


dt +


2 |Eµ(t)|2

µ− 1
d B2(t), (3.6)

where B2(t), t > 0 is a standard Brownian motion (see e.g. [9,51]). Due to the global Lipschitz
condition on both coefficients, the stochastic equation (3.6) has a unique solution which is a
strong Markov process. The process Eµ also appears by considering the integral of a geometric
Brownian motion with drift µ, that is

1
2

Eµ
law
=


∞

0
exp (2B(s)− 2µs) ds (3.7)

(see [19,52]). For γ = 2, the operator G∗ becomes the governing operator of a 2µ-dimensional
Bessel process R2µ = G1/2

2µ .
For the processes Gµ and Eµ introduced above there exist a couple of interesting properties.

In particular, we have that

Pr{Gµ(x) > t} = Pr{Eµ(t) < x}

and therefore we refer to Eµ as the inverse to Gµ, whereas from the fact that

Eµ(t)
law
= 1/Gµ(t)

the process Eµ will be also termed as the reciprocal process of Gµ.

Remark 1. We observe that Hνt has non-negative increments and therefore, from (2.12), the
inverse process Lνt can be regarded as an Hitting time. This does not hold for Eµ being Gµ

a diffusion driven by (3.5).

The operator G∗ is the adjoint of the infinitesimal generator

G =
1

γ 2 w(x)

∂

∂x
xγµ−γ+1 ∂

∂x
, γ = ±1, µ > 0 (3.8)

which is a second order differential operator driving the squared Bessel process Gµ if γ = +1
and the inverse process Eµ if γ = −1. The Sturm–Liouville eigenvalue problem (see [10,14])
associated with (3.8) leads to the differential equation (see Lemma 2 below)

G ψ̄κi = −(κi/2)2 ψ̄κi . (3.9)

The eigenfunctions

ψ̄κi (x) = x
γ
2 (1−µ) Jµ−1


κi xγ /2


(3.10)

corresponding to different eigenvalues are orthogonal with respect to the weight function w(x) =

xγµ−1 in the sense that
Ωa

ψ̄κi

 x

a


ψ̄κ j

 x

a


w(x)dx = 0, if i ≠ j (3.11)
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on the domain Ωa = (0, a), a > 0. The eigenvalues are written in terms of {κi }i∈N which are the
zeros of the Bessel function of the first kind (see [35, p. 102])

Jα(z) =


k≥0

(−1)k (z/2)α+2k

k!Γ (α + k + 1)
, |z| < ∞, |argz| < π. (3.12)

The set of eigenfunctions {ψ̄κi }i∈N is complete and therefore a piecewise smooth function can
be represented by a generalized Fourier series expansion of (3.10). In particular, on the finite
domain Ω1 = (0, 1), we study the solution to

c Dν
t mγ,µ

ν = G∗ mγ,µ
ν , x ∈ Ω1, t > 0,

mγ,µ
ν (x, 0) = m0(x), m0 ∈ C(Ω1)

mγ,µ
ν (x, t) = 0, x ∈ ∂Ω1, t > 0,

(3.13)

with ν ∈ (0, 1], γ ≠ 0, µ > 0 and arrive at the next result.

Theorem 2. The solution to the problem (3.13) can be written as follows

mγ,µ
ν (x, t) = w(x)

∞
n=1

cn Eν

−(κn/2)2 tν

 ψ̄κn (x)

∥ψ̄κn ∥
2
w

, (3.14)

where w(x) = xγµ−1 is the weight function,

cn =


Ω1

m0(x)ψ̄κn (x) dx, n = 1, 2, . . . (3.15)

and Eν(z) = Eν,1(z) is the Mittag-Leffler function (2.15).

This result can be easily extended to the case in which the bounded domain is Ωa = (0, a) for
a > 0 and we can write

m1,µ
ν (x, t) = E x m0(Gµ(L

ν
t )) 1(Lνt <TΩa (Gµ)) (3.16)

and

m−1,µ
ν (x, t) = E x m0(Eµ(L

ν
t )) 1(Lνt <TΩa (Eµ)), (3.17)

where TD(X) = inf{t ≥ 0 : X t ∉ D} is an exit time and E xφ(X t ) = φ ∗ fX t (x). We observe
that 1(Lνt <TΩa (X)) = 1(t<TΩa (X (L

ν ))). For a → ∞ we obtain the solutions to the problem (3.3).
Indeed, we have that 1(Lνt <TΩ∞ (Gµ)) ≡ 1 and 1(Lνt <TΩ∞ (Eµ)) ≡ 1. Furthermore, formula (3.11)
can be rewritten for a → ∞ as

∞

0
ψ̄κi (x)ψ̄κ j (x)w(x)dx = δ(κi − κ j )/κ j

which leads to the Hankel transforms

(H f )(ρ) =


∞

0
x Jν(ρx) f (x)dx and f (x) =


∞

0
ρ Jν(ρx)(H f )(ρ)dρ

of a well-defined function f .
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3.2. Fractional powers of operators

From the Cauchy integral

1
2π i


Γ

f (z) dz

(z − z0)

we can define an algebraic isomorphism such that a function of a linear bounded operator A is
defined as

f (A) =
1

2π i


Γ

f (z) R(z, A) dz,

where R(z, A) = (z I − A)−1 is the resolvent operator (under conditions (1.1)). In general, for
a closed linear operator A in a Banach space X , the definition of Aα for a complex α could be
given by means of the Dunford integral

Aα =
1

2π i


Γ
ζα (ζ − A)−1 dζ = −

sinπα
π


∞

0
λα (λ+ A)−1 dλ,

where Γ encircles the spectrum σ(A) counterclockwise avoiding the negative real axis and ζα

takes the principal branch (see e.g. [3,27,32,33,59] and the references therein). For such operators
the expected property AαAβ = Aα+β holds true. A well-known example is the fractional Laplace
operator which can be also defined (in the space of Fourier transforms) as

△
α/2 u(x) = −

1
2π


Rn

e−iξ ·x
∥ξ∥

α F [u](ξ) dξ , x ∈ Rn . (3.18)

The stochastic solution to the Cauchy problem involving the fractional Laplace operator (3.18)
is given by the process B(Hαt ) (B is a Brownian motion driven by the self-adjoint Laplace
operator △ and Hαt is a stable subordinator) and has been first investigated in [11,20]. In
the one-dimensional case, the operator (3.18) becomes the Riesz operator (2.6) for which the
representation (2.5) given by means of the right and left Weyl derivatives holds as well.

In this section we study a fractional power of (3.1) which is the power of the composition of
non commuting operators and obtain the explicit representation

A f = −(−G∗)ν f = −
∂ν

∂xν


xµ−1+ν ∂ν

∂(−x)ν


x1−µ f


(3.19)

defined on the positive real line Ω∞ = (0,+∞) for ν ∈ (0, 1). This representation involves the
Riemann–Liouville fractional derivatives (2.7) and (2.8) which replace Weyl derivatives (2.2) and
(2.3) for functions defined on the positive real line. As we can check, from (2.9), the fractional
operator (3.19) for ν = 1 becomes the operator (3.1). We show that, for ν ∈ (0, 1), the process
Gµ(H

ν
t ) is the stochastic solution to the Cauchy problem involving the operator (3.19) where Gµ

is driven by G∗. First we state the following result.

Theorem 3. Let us consider the process Gµ(t), t > 0, satisfying the stochastic equation (3.5).
For µ > 0,∀ ν ∈ (0, 1], the 1-dimensional density law g1

µ of the process Gµ solves the fractional
p.d.e. on Ω∞ = (0,+∞)

∂νg1
µ

∂tν
(x, t) =

∂ν

∂(−x)ν


xµ−1+ν ∂ν

∂(−x)ν


x1−µ g1

µ(x, t)


(3.20)

subject to the initial condition g1
µ(x, 0) = δ(x).
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The stochastic solution to (3.20) is the process Gµ which does not depend on the fractional
index ν ∈ (0, 1]. Furthermore, we notice that the space operator appearing in (3.20) is different
from A.

We proceed our analysis by considering the process Fν,βt = Hν
L
β
t
, t > 0 with law

fν,β(x, t) =


∞

0
hν(x, s) lβ(s, t) ds, x ≥ 0, t > 0, ν, β ∈ (0, 1) (3.21)

which has been thoroughly studied by several authors, see e.g. [16,18,28,36,40]. If ν = β, then
the law (3.21) takes the form fν,ν(x, t) = t−1 fν(t−1x) where

fν(x) =
1
π

xν−1 sinπν

1 + 2xν cosπν + x2ν , x ≥ 0, t > 0, ν ∈ (0, 1) (3.22)

and Fν,νt
law
= t × 1H

ν
t / 2H

ν
t , t > 0, (which means that Fν,νt ∈ P1) where jH

ν
t , j = 1, 2 are

independent stable subordinators and the ratio 1H
ν
t / 2H

ν
t is independent of t (see [12,16,34,62]).

The density law fν arises in many important contexts, we refer to the paper by James [28] and
the references therein for details.

Lemma 1. The governing equation of the process Fα,βt , t > 0, with density law (3.21), is
written as

∂β

∂tβ
+
∂ν

∂xν


fν,β(x, t) = δ(x)

t−β

Γ (1 − β)
, x ≥ 0, t > 0 (3.23)

with fν,β(∂Ω∞, t) = 0 and fν,β(x, 0) = δ(x) or, by considering (2.11),
c Dβ

t +
∂ν

∂xν


fν,β(x, t) = 0, x ≥ 0, t > 0 (3.24)

with fν,β(x, 0) = δ(x).

Proof. From the Laplace transforms (2.13) and (2.14) we have that

Ψ(ξ, λ) =


∞

0
e−λt


E e−ξFα,βt


dt = λβ−1(λβ + ξ ν)−1.

Let us consider Eq. (3.24). From the fact that

L


c Dβ
t f


(λ) = λβL[ f ](λ)− λβ−1 f (0+), β ∈ (0, 1)

(which comes from (2.11)) we obtain

λβΨ(ξ, λ)− λβ−1
+ ξ νΨ(ξ, λ) = 0

which concludes the proof. �

We state the main result of this section concerning the operator (3.19).

Theorem 4. For x ∈ Ω∞ = (0,+∞), t > 0, µ > 0 and β, ν ∈ (0, 1] we have that

(i) the density law gνµ(x, t) =


∞

0 g1
µ(x, s) hν(s, t) ds solves the fractional p.d.e.

∂gνµ

∂t
(x, t) = A gνµ(x, t), (3.25)
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(ii) the density law gν,βµ (x, t) =


∞

0 g1
µ(x, s) fν,β(s, t) ds solves the fractional p.d.e.

∂βgν,βµ
∂tβ

(x, t) = A gν,βµ (x, t). (3.26)

Furthermore,

gν,βµ (x, t) =
1

tβ/ν
Gν,β
µ

 x

tβ/ν


, (3.27)

where

Gν,β
µ (x) =

1
x

H2,1
3,3

x




1,
1
ν


;


1,
β

ν


; (µ, 0)

(µ, 1);


1,
1
ν


; (1, 1)

 , x > 0

is a Fox function defined in (A.13).

From Theorem 4 we have that

gνµ(x, t) = E xδ(Gµ(H
ν
t )),

gν,βµ (x, t) = E xδ(Gµ(F
ν,β
t ))

and thus Gµ(F
ν,β
t ), t > 0 is the stochastic solution to (3.26) whereas Gµ(F

ν,1
t ) = Gµ(H

α
t ),

t > 0 represents the stochastic solution to (3.25). This is because of the fact that Hν
L1

t

a.s.
= Hνt ,

t > 0, being L1
t

a.s.
= t the elementary subordinator and lν(s, t) → δ(t−s) for ν → 1. Furthermore,

from the formulas (A.12) and (A.11), by taking into account (4.30), we immediately have that

Gν,ν
µ (x) =

1
x

H1,1
2,2

x




1,
1
ν


; (µ, 0)

(µ, 1);


1,
1
ν


 , x > 0, ν ∈ (0, 1),

Gν,1
µ (x) =

1
x

H1,1
2,2

x




1,
1
ν


; (µ, 0)

(µ, 1); (1, 1)

 , x > 0, ν ∈ (0, 1)

and

G1,1
µ (x) =

1
x

H1,0
1,1


x

(µ, 0)
(µ, 1)


, x > 0.

For β = ν, Eq. (3.26) takes the form

∂νgν,νµ
∂tν

(x, t) = −
∂ν

∂xν


xµ−1+ν ∂ν

∂(−x)ν


x1−µ gν,νµ (x, t)


(3.28)

which differs from (3.20) and represents the governing equation of the process

Gµ


t × 1H

ν
1/ 2H

ν
1

, t > 0

where jH
ν
t , t > 0, j = 1, 2 are independent stable subordinators. Here, the stochastic solution

to (3.28) depends on ν only by means of the ratio 1H
ν
1/ 2H

ν
1 which possesses distribution (3.22).
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For β = 1, Eq. (3.26) becomes (3.25) and writes

∂gν,1µ
∂t

(x, t) = −
∂ν

∂xν


xµ−1+ν ∂ν

∂(−x)ν


x1−µ gν,1µ (x, t)


(3.29)

(gνµ = gν,1µ ) with stochastic solution given by Gµ(H
ν
t ), t > 0. Finally, for ν = 1 in (3.26), we

reobtain the governing equation of the process Gµ(Lνt ), t > 0 already investigated in Theorem 1.

Remark 2. We observe that, for µ ∈ N,

Gµ(H
ν
t ) = ∥B(Hνt )∥

2
=

µ
j=1


j B(Hνt )

2
,

where B(t) = (1 B(t), . . . ,n B(t)), t > 0 and j B(t), j = 1, . . . , n are independent Brownian

motions. From Bochner’s subordination rule we get j B(Hνt )
law
= j S2ν

t which are symmetric
stable processes with E exp iξ j S2ν

t = exp −t |ξ |2ν for all j = 1, . . . , n. Thus, by considering
n independent stable processes j S2ν

t and S2ν
t = (1S2ν

t , . . . ,n S2ν
t ), t > 0, we obtain that

Gµ(H
ν
t )

law
= ∥S2ν

t ∥
2.

Remark 3. For B(t) ∈ R3, the three dimensional Bessel process represents a radial diffusion
on a homogeneous ball. The subordinated squared Bessel process can be therefore regarded
as a radial diffusion on a non-homogeneous ball, with fractal structure for instance. This
interpretation is due to the fact that the random time Hνt has non-negative increments and
therefore, non-decreasing paths. Furthermore, the subordinated process Gµ(H

ν
t ) speeds up as

Hνt increases. For ν → 1,Hνt → t a.s. and Gµ(H
ν
t ) becomes standard diffusion because of the

linear growth of time.

Remark 4. From (4.31) we obtain that

E

Gµ(F

ν,β
t )

r
∝ t

β
ν

r , r > 0, ν, β ∈ (0, 1].

Moreover, Fν,βt → L
β
t for ν → 1 and therefore we have that Gµ(L

β
t ) is a subdiffusion whereas,

from the fact that Fν,βt → Hνt for β → 1 we get the superdiffusion Gµ(H
ν
t ).

3.3. Explicit representations of solutions via Mellin convolutions

The laws of the processes Hνt and Lνt can be written in terms of H-functions as pointed out
in Section 2. Alternative expressions can be given in terms of the Wright function but only
for ν = 1/2, 1/3 we obtain a closed form of the density laws and therefore of the solutions
investigated in the previous section.

We give an explicit representation of the solutions presented so far by exploiting the Mellin
convolutions of generalized gamma functions. The simplest convolutions we deal with are written
below: for x, t > 0 and γ ≠ 0, µ1, µ2 > 0,

gγµ1
⋆ g−γ

µ2
(x, t) =

|γ |

B(µ1, µ2)

xγµ1−1tγµ2

(tγ + xγ )µ1+µ2
, (3.30)
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where B(·, ·) is the Beta function (see e.g. [25, formula 8.384]) and,

gγµ1
⋆ gγµ2

(x, t) =
2|γ | (xγ /tγ )

µ1+µ2
2

x Γ (µ1)Γ (µ2)
Kµ2−µ1


2

(xγ /tγ )


, (3.31)

where Kα is the modified Bessel function of the second kind. In particular

Kα(z) =
π

2
I−α(z)− Iα(z)

sinαπ
, α not integer (3.32)

(see [25, formula 8.485]) where

Iα(z) =


k≥0

(z/2)α+2k

k!Γ (α + k + 1)
, |z| < ∞, |argz| < π (3.33)

is the modified Bessel function of the first kind (see [25, formula 8.445]).

Definition 1. For −∞ < a < b < ∞, we define the space

Mb
a =


f : R+ → C

 xη−1 f (x) ∈ L1(R+),∀η ∈ Hb
a


,

where Hb
a = {ζ : ζ ∈ C, a < ℜ{ζ } < b}.

Definition 2. Let us consider the function PY : C → R. We define the class of one-dimensional
processes

Pα =


Y (t), t > 0 : ∃S ⊂ Hb

as.t.E
Y (tα)/t

η−1
= PY (η),∀ η ∈ S


, α ∈ R.

Remark 5. We notice that Sνt ∈ Pν ⇔ Sνt
law
= t1/ν Sν1 .

Definition 3. We define the class of functions

Fα =


f
 Y ∼ f, Y ∈ Pα


,

where Y ∼ f means that the process Y possesses the density law f .

Remark 6. We remark that Fα ⊂ Mb
a .

We point out that for a composition involving the processes Yσ j =

Xσ j

α where Xσ j are
independent processes such that Xσ j ∈ Pα for all j = 1, 2, . . . , n, we have that Yσ j ∈ P1,∀ j
which implies that

Yσ1(Yσ2(. . . Yσn (t) . . .))
law
= Yσ1(t

1/n)Yσ2(t
1/n) · · · Yσn (t

1/n) (3.34)

for all possible permutations of {σ j }, j = 1, 2, . . . , n. This can be easily carried out by observing
that PYσ j

(η) = P Xσ j
(ηα − α + 1). Indeed,

E[Xσ j (t)]
η−1

= P Xσ j
(η) t

η−1
α ⇒ E[Yσ j (t)]

η−1
= E[Xσ j ]

(ηα−α+1)−1

and therefore, for i ≠ j ,

E[Yσ j (Yσi (t))]
η−1

= P Xσ j
(ηα − α + 1)E[Yσi (t)]

η−1
= E[Yσ j (t

1/2) Yσi (t
1/2)]η−1.
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From the fact that P1 ∋ Gµ ∼ g1
µ ∈ F1 and

Pγ ∋ [Gµ(t)]
1/γ

∼ g̃γµ ⇔ g̃γµ ∈ Fγ
P1 ∋ [Gµ(t

γ )]1/γ
∼ gγµ ⇔ gγµ ∈ F1

we can define the following Mellin convolution of gγµ ∈ M∞

1−γµ.

Definition 4. For γ ≠ 0, µ = (µ1, . . . , µn) ∈ Rn
+ we define the Mellin convolution

gγ,⋆nµ (x, t) = gγµ1
⋆ · · · ⋆ gγµn

(x, t) (3.35)

with Mellin transform (see (A.1))

M[gγ,⋆nµ (·, t)](η) =

n
j=1

M[gγµ j (·, t1/n)](η) = tη−1
n

j=1

Γ ((η−1)/γ+µ j )

Γ (µ j )
, (3.36)

where η ∈ H1
a and a = 1 − min j {γµ j }.

We notice that fXα ⋆ fY β = fY β ⋆ fXα is the law of Xα · Y β if X ∈ Pα and Y ∈ Pβ whereas
the well-known Fourier convolution fX ∗ fY is the law of X + Y . Also, we introduce the sets

S n
κ (ς) =


℘̄ ∈ Rn

+ : ℘̄ =
ῡ

κ
, ῡ = (υ1, . . . , υn) ∈ Nn,

n
j=1

υ j = ς


(3.37)

and

Pn
κ (ϱ) =


℘̄ ∈ Rn

+ : ℘̄ =
ῡ

κ
, ῡ = (υ1, . . . , υn) ∈ Nn,

n
j=1

υ j = ϱ


(3.38)

with m, κ, ϱ ∈ N. For γ = 1, 2 and a fixed µ = (µ1, . . . , µn) ∈ S n
κ (ς), we have that

gγµ1
∗ · · · ∗ gγµn

(x, t) = gγθσ1
∗ · · · ∗ gγθσn

(x, t)

for all θ = (θσ1 , . . . , θσn ) ∈ S n
κ (ς) and all permutations of {σ j }, j = 1, 2, . . . , n. This fact

follows easily from the semigroup property (∗-commutativity) of the law gγµ which will be shown
in (ii), Lemma 5 below. We observe that ℵ = |Pm

κ | < |N| is the cardinality of Pm
κ , thus Pm

κ is
a finite set. Furthermore, ∀ϱ ∈ N and a fixed µ ∈ Pm

κ (ϱ), we have that

M[gγ,⋆nµ (·, t)](η) = M[gγ,⋆nθ (·, t)](η), ∀ θ ∈ Pm
κ (ϱ) (3.39)

whereas, for µ ∈ S m
κ (ς) and γ = 1, 2, we have that

F [gγ,∗n
µ (·, t)](ξ) = F [gγ,∗n

θ (·, t)](ξ), ∀ θ ∈ S m
κ (ς), (3.40)

where we used, the familiar notation, f ∗n
µ = fµ1 ∗ · · · ∗ fµn . The symbols M and F stand for

the Mellin and Fourier transforms.

Theorem 5. Let us consider ν = 1/(n + 1), n ∈ N and µ = (µ1, . . . , µn).

(i) For the stable subordinator Hνt , t > 0, the following equivalence in law holds true

Hνt
law
= Eµ1(Eµ2(. . . Eµn ((νt)1/ν) . . .)), t > 0, µ ∈ Pn

n+1(n!), (3.41)

where the process Eµ(t), t > 0, satisfies the SDE (3.6).
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(ii) For the inverse process Lνt , t > 0, the following equivalence in law holds true

Lνt
law
=


Gµ1(Gµ2(. . .Gµn (t

ν/ν) . . .))
ν
, t > 0, µ ∈ Pn

n+1(n!), (3.42)

where the process Gµ(t), t > 0, satisfies the SDE (3.5).

From Theorem 5 and formulas (3.30), (3.31) we can explicitly write gν,βµ . Furthermore, this
representation holds in the general set Pn

n+1(n!). Indeed, for ν = 1/(n+1), n ∈ N, the stochastic
solution to (3.25) is given by

Gµ(Eµ1(Eµ2(. . . Eµn ((νt)1/ν) . . .))), t > 0, (µ1, . . . , µn) ∈ Pn
n+1(n!).

Moreover, the representation (3.42) turns out to be useful in representing the solution to
the problems (3.3) and (3.13). A natural extension follows for the problem (3.26). From

Eµ(ct)
law
=

1
c Eµ, t > 0, c > 0 and formula (3.41) we obtain that

Hνt
law
= ν−1/νEµ1(Eµ2(. . . Eµn (t

1/ν) . . .)), t > 0

and thus, for α1 = 1/(n1 + 1), α2 = 1/(n2 + 1) and

µ1 = (µ1,1, . . . , µ1,n1) ∈ Pn1
n1+1(n1!), µ2 = (µ2,1, . . . , µ2,n2) ∈ Pn2

n2+1(n2!)

we have that

Fα1,α2
t

law
= ν−1/νEµ1,1(Eµ1,2(. . . Eµ1,n1

(Gµ1,2(Gµ2,2(. . .Gµ2,n2
(tν/ν) . . .))) . . .)). (3.43)

The fact that Eµ ∈ P1 and Gµ ∈ P1 means that

Eµ1(Gµ2(t))
law
= Gµ2(Eµ1(t))

or equivalently

g−1
µ1
⋆ g1

µ2
= g1

µ2
⋆ g−1

µ1
.

From this we can write the law (3.21) in terms of the convolutions (3.30) and (3.31).

Corollary 1. For ν = 1/(n + 1), n ∈ N, the stochastic solution to (3.26) is given by

Gµ(F
ν,β
t ), t > 0,

where Gµ has law g1
µ and Fν,β has density which can be represented by means of the Mellin

convolutions (3.30) and (3.31) as formula (3.43) entails.

Remark 7. For γ ≠ 0, µ > 0 and ν = 1/5, the stochastic solution to (3.3) can be written as
follows

Gµ(Gµ1(Gµ2(Gµ3(Gµ4(t
1/5/5)))))

1/γ
, t > 0

(Gµ,Gµ1 , . . . ,Gµ4 are independent squared Bessel processes) where

µ = (µ1, µ2, µ3, µ4) ∈ P4
5 (4!).

For µ = (3, 2, 2, 2)/5, we have that

ũγ,µ1/5 (x, t) = C
xγµ−1

t2/5


∞

0


∞

0

e−xγ /z

s2/5 K 1
5


2

z5/2

s


K0


2

53/2

s

t1/2


ds dz,
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where

C =

2 Γ


1
5


Γ


4
5


53/2


πΓ


2
5

2
Γ


3
2

 .
For further configurations of µ, see Remark 9.

Remark 8. The relation between stable densities and higher order equations has been
investigated by many authors (see for example [2,15,17,18]). In [17] we have shown that the

law l 1
n

of L
1
n
t solves the higher-order equation

(−1)n
∂nu

∂xn =
∂u

∂t
.

4. Auxiliary results and proofs

4.1. The operators G and G∗

The operators we deal with are given by

G∗ f2 =
1

γ 2


∂

∂x
x2−γ ∂

∂x
− (γµ− 1)

∂

∂x
x1−γ


f2

=
1

γ 2

∂

∂x


xγµ−γ+1 ∂

∂x


1

w(x)
f2


, f2 ∈ D(G∗) (4.1)

and

G f1 =
x1−γ

γ 2


x
∂2

∂x2 + (γµ− γ + 1)
∂

∂x


f1

=
1

γ 2 w(x)

∂

∂x


xγµ−γ+1 ∂

∂x
f1


, f1 ∈ D(G), (4.2)

where w(x) = xγµ−1. We shall refer to G∗ as the adjoint of G. Indeed, as a straightforward check
shows, we have that G∗ w f1 = w G f1 and the Lagrange identity

f2 G f1 − f1 G∗ f2 = 0 (4.3)

immediately follows. Thus, by observing that

D(G∗) = { f ∈ M̃1 : f = w f1, f1 ∈ D(G)},

(see Definition 1) we obtain that

⟨G f1, f2⟩ = ⟨ f1, G∗ f2⟩, ∀ f1 ∈ D(G) and ∀ f2 ∈ D(G∗).

Lemma 2. The following hold true:

(i) For the operator appearing in (4.2) we have that

G ψκ = (κ/2)2 ψκ , (4.4)
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where

ψκ(x) = x
γ
2 (1−µ)Kµ−1


κ xγ /2


, κ > 0, x > 0, γ ≠ 0 (4.5)

and Kα is the Macdonald function (3.32).
(ii) For the operator appearing in (4.2) we have that

G ψ̄κ = −(κ/2)2 ψ̄κ , (4.6)

where

ψ̄κ(x) = x
γ
2 (1−µ) Jµ−1


κ xγ /2


, κ > 0, x > 0, γ ≠ 0 (4.7)

and Jα is the Bessel function of the first kind (3.12).

Proof. We first recall some properties of the Macdonald function (3.32): we will use the fact that
K−α = Kα and

d

dz
Kα(z) = −Kα−1(z)−

α

z
Kα(z). (4.8)

(see [35, p. 110]); the functions Kα and Iα are two linearly independent solutions of the Bessel
equation

x2 d2 Zα(x)

dx2 + x
d Zα(x)

dx
− x2 Zα(x) = 0 (4.9)

whereas, the functions Jα and Yα (see [35] for definition) are linearly independent solutions to

x2 d2 Zα(x)

dx2 + x
d Zα(x)

dx
+ x2 Zα(x) = 0 (4.10)

(see [35, pp. 105–110]).
By performing the first and the second derivative with respect to x of the functionψκ = ψκ(x)

we obtain

ψ ′
κ =

γ

2
(1 − µ)

1
x
ψκ + x

γ
2 (1−µ) γ κ

2x
xγ /2


−K−µ −

1 − µ

κxγ /2
K1−µ


=
γ

2
(1 − µ)

1
x
ψκ −

γ κ

2x
x
γ
2 (2−µ)K−µ −

γ

2
(1 − µ)

1
x
ψκ = −

γ κ

2x
x
γ
2 (2−µ)K−µ

and

ψ ′′
κ =

γ
2
(2 − µ)− 1

 1
x
ψ ′
κ +

γ κ

2
x
γ
2 (2−µ)−1 γ κ

2x
xγ /2


−Kµ−1 −

µ

κxγ /2
Kµ


=

γ
2
(2 − µ)− 1

 1
x
ψ ′
κ −

γ κ
2

2 x
γ
2 (1−µ)+γ

x2 Kµ−1 −
γµ

2x
ψ ′
κ .

By keeping in mind the operator G, from the fact that

xψ ′′
κ + (γµ− γ + 1)ψ ′

κ = xγ−1 γ 2κ2

22 ψκ (4.11)

the relation (4.4) is obtained. Eq. (4.11) can be rewritten as

x2 ψ ′′
κ + (γµ− γ + 1) x ψ ′

κ − γ 2 (κ/2)2 xγ ψκ = 0 (4.12)
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which is related to the formula (4.9) whereas, a slightly modified version of (4.12), which is

x2 ψ̄ ′′
κ + (γµ− γ + 1) x ψ̄ ′

κ + γ 2 (κ/2)2 xγ ψ̄κ = 0, (4.13)

is related to the formula (4.10). Eq. (4.6) can be written as formula (4.13) and therefore, after
some algebra, from (4.10), we have at once that

ψ̄κ(x) = x
γ
2 (1−µ) Jµ−1


κ xγ /2


as announced in the statement of the Lemma. �

Formula (4.13) can be put into the Sturm–Liouville form as follows
xγµ−γ+1ψ̄ ′

κ

′

+ γ 2 (κ/2)2 w(x) ψ̄κ = 0. (4.14)

According to the Sturm–Liouville theory [14] and formula (4.14), we obtain an orthogonal
system {ψ̄κi }i∈N such that

G ψ̄κi = −(κi/2)2 ψ̄κi , (4.15)

where κi are the zeros of Jα and G is a Hermitian linear operator whose eigenfunctions are
orthogonal w.r.t. the weight function w(x) = xγµ−1. Indeed, from the fact that 1

0
x Jν(κi x) Jν(κ j x) dx = 0, if i ≠ j

(see [35]) we get that 1

0
ψ̄κi (x)ψ̄κ j (x)w(x)dx = 0, if i ≠ j. (4.16)

4.2. Proof of Theorem 1: time-fractional diffusions in one-dimensional half-space

For ν = 1 the density law (3.4) becomes the law of Gµ, ũγ,µ1 = g̃γµ whose Mellin transform
is written as

Ψt (η) = M[g̃γµ(·, t)](η) = Γ

η − 1
γ

+ µ


t
η−1
γ

Γ (µ)
, η ∈ H∞

1−γµ. (4.17)

We perform the time derivative of (4.17) and obtain

∂

∂t
Ψt (η) =

η − 1
γ

Γ

η − 1
γ

+ µ


t
η−γ−1
γ

=
η − 1
γ


η − γ − 1 + γµ

γ


Γ


η − γ − 1

γ
+ µ


t
η−γ−1
γ

=
1

γ 2 (η − 1)(η − γ − 1 + γµ)Ψt (η − γ )

=
1

γ 2 (η − 1)(η − γ )Ψt (η − γ )+
1

γ 2 (η − 1)(γµ− 1)Ψt (η − γ )

=
1

γ 2 M

∂

∂x
x2−γ ∂

∂x
g̃γµ


(η)−

(γµ− 1)

γ 2 M

∂

∂x
x1−γ g̃γµ


(η).
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From the fact that g̃γµ ∈ M̃1 and according to the properties (A.8), (A.2) and (A.3), the inverse
Mellin transform yields the claimed result. We give an alternative proof by exploiting the Laplace
transform technique. The Laplace transform of g̃γµ(x, t), x, t > 0, can be evaluated by recalling
that (see [25, formula 3.478])

∞

0
xν−1 exp


−βx p

− γ x−p dx =
2
p


γ

β

 ν
2p

K ν
p


2

γβ


, (4.18)

where p, γ, β, ν > 0 and Kν is the modified Bessel function. Thus, we obtain

L[g̃γµ(x, ·)](λ) = 2
x
γ
2 (µ+1)−1

Γ (µ)λ
1−µ

2

K1−µ


2λ1/2xγ /2


= 2

w(x)

Γ (µ)
f (λ)ψ(x; 2λ1/2),

where f (λ) = λ(µ−1)/2 and ψκ(x) = ψ(x; κ) is that in Lemma 2. By considering that
g̃γµ(x, t) = w(x)k̃γµ(x, t) and G∗ w(x)k̃γµ = w(x)G k̃γµ we get that

L[G∗ g̃γµ(x, ·)](λ) = 2
w(x)

Γ (µ)
f (λ)G ψ(x; 2λ1/2) = λL[g̃γµ(x, ·)](λ),

where in the last formula we used the result (4.4). From the fact that

L

∂

∂t
g̃γµ(x, ·)


(λ) = λL[g̃γµ(x, ·)](λ), x > 0

we obtain the claimed result for ν = 1.
Now, we consider ν ∈ (0, 1). From the Laplace transform

L[lν(x, ·)](λ) = λν−1 exp(−xλν)

(see formula (2.14)) we obtain that

L[ũγ,µν (x, ·)](λ) =


∞

0
g̃γµ(x, s)L[lν(s, ·)](λ) ds

= 2
w(x)

Γ (µ)
λν−1

λ
ν
2 (1−µ)

x
γ
2 (1−µ)K1−µ


2xγ /2λν/2


= 2

w(x)

Γ (µ)
f (λ)ψκ(x),

where ψκ(x) = ψ(x; κ) is that in (4.7) with κ = 2λν/2 and f (λ) = λν(µ+1)/2−1. Thus, in the
right-hand side of (3.3) we obtain

L[G∗ ũγ,µν (x, ·)](λ) =
2

Γ (µ)
f (λ)G∗ w(x) ψ(x; 2λν/2)

= 2
w(x)

Γ (µ)
f (λ)G ψ(x; 2λν/2),

where we have used the fact that G∗ w f = w G f . Finally, from (4.4), we obtain

L[G∗ ũγ,µν (x, ·)](λ) = λν L[ũγ,µν (x, ·)](λ). (4.19)
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We note that |ũγ,µν (·, t)| ≤ Be−q0t for some B, q0 > 0 as a function of t and thus,

L

∂ν ũγ,µν
∂tν

(x, ·)


(λ) = λνL[ũγ,µν (x, ·)](λ), (4.20)

see [29, Lemma 2.14]. By comparing (4.19) with (4.20) the result follows.

4.3. Proof of Theorem 2: regular Sturm–Liouville problems

From the fact that G∗ mγ,µ
ν (x, t) = w(x)G m̄γ,µ

ν (x, t), the problem (3.13) reduces to

∂ν

∂tν
m̄γ,µ
ν = G m̄γ,µ

ν , mγ,µ
ν (∂Ω1, t) = 0, m̄γ,µ

ν (x, 0) = m0(x)/w(x), (4.21)

where mγ,µ
ν (x, t) = w(x) m̄γ,µ

ν (x, t) and w(x) = xγµ−1. Furthermore, from Lemma 2, we have
that G ψ̄κi = −(κi/2)2ψ̄κi where

ψ̄κi (x) = x
γ
2 (1−µ) Jµ−1


κi xγ /2


(4.22)

and κi , i ∈ N are the zeros of Jα . Formula (4.16) leads to the orthonormal system
ψ̄κi (x)/∥ψ̄κi ∥

2
w; i ∈ N


where ∥ f ∥

2
w = ⟨ f, f ⟩w is the norm associated to the inner product

(4.16) with respect to the weight function w(x). Thus,

L2(R) =

∞
n=1

Hn,

where Hn is the space of eigenfunctions associated with the eigenvalue λn = (κn/2)2 and we
obtain that

m̄γ,µ(x, t) =

∞
n=1

cn(t, λn)
ψ̄κn (x)

∥ψ̄κn ∥
2
w

, (4.23)

where ∥ψ̄κn ∥w = J ′

µ−1(κn)/
√
γ (see, e.g. [35, p. 130]). From (4.21) we have that

∞
n=1

∂ν

∂tν
cn(t, λn)

ψ̄κn (x)

∥ψ̄κn ∥
2
w

=

∞
n=1

cn(t, λn)G
ψ̄κn (x)

∥ψ̄κn ∥
2
w

(4.24)

which holds term by term. From the fact that

G ψ̄κn (x) = −λn ψ̄κn (x),

where λn = (κn/2)2 (see (4.6)), formula (4.24) lead to the fractional equation

c Dν
t cn(t, λn) = −λn cn(t, λn)

and thus, we obtain

cn(t, λn) = cn · Eν(−λn tν) (4.25)

(the Mittag-Leffler is an eigenfunction of the Dzehrbashyan–Caputo fractional derivative) where
cn must be determined by taking into account the initial data. In particular,

cn = ⟨m0/w, ψ̄κn ⟩w =


Ω1

m0(x)ψ̄κn (x) dx .
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Formula (4.23) solves (4.21) and we obtain

m̄γ,µ
ν (x, t) = ⟨m̄γ,µ(x, ·), lν(·, t)⟩ =


n

cn Eν

−(κn/2)2 tν

 ψ̄n(x)

∥ψ̄κn ∥
2
w

. (4.26)

We have to observe that mγ,µ
ν (x, t) = w(x)m̄γ,µ

ν (x, t) for the proof to be completed.

4.4. Proof of Theorem 3

For µ > 0, α ∈ (0, 1)

∃ S ⊂ H∞

0 s.t. (T I 1−α
0−

k1
µ)(η) = 0, η ∈ S (4.27)

(see the Appendix) where gγµ(x, t) = w(x) kγµ(x, t) and kγµ(x, t) = |γ |/Γ (µ) exp(−(x/t)γ )/
tγµ. Indeed, being

(I 1−α
0−

f )(x) =
1

Γ (α)


∞

x
(s − x)α−1 f (s) ds, x > 0

we obtain

(I 1−α
0−

k1
µ(·, t))(x) = tα−1 k1

µ(x, t)

and (4.27) immediately follows. We restrict ourselves to the case ν ∈ (0, 1). From the formula
(A.9), we obtain

∞

0
xη−1 ∂ν

∂(−x)ν


xµ−1+ν ∂ν

∂(−x)ν


x1−µ g1

µ(x, t)


dx

=
Γ (η)

Γ (η − ν)


∞

0
xη−ν−1


xµ−1+ν ∂ν

∂(−x)ν


x1−µ g1

µ(x, t)


dx

=
Γ (η)

Γ (η − ν)


∞

0
x (η+µ−1)−1 ∂ν

∂(−x)ν


x1−µ g1

µ(x, t)


dx

=
Γ (η)

Γ (η − ν)

Γ (η + µ− 1)
Γ (η + µ− 1 − ν)


∞

0
x (η+µ−1−ν)−1


x1−µ g1

µ(x, t)


dx

=
Γ (η)

Γ (η − ν)

Γ (η + µ− 1)
Γ (η + µ− 1 − ν)


∞

0
x (η−ν)−1g1

µ(x, t) dx

=
Γ (η)

Γ (η − ν)

Γ (η + µ− 1)
Γ (η + µ− 1 − ν)

M[g1
µ(·, t)](η − ν).

The x-Mellin transform of both members of (3.20) writes

∂ν

∂tν
M[g1

µ(·, t)](η) =
Γ (η)

Γ (η − ν)

Γ (η + µ− 1)
Γ (η + µ− 1 − ν)

M[g1
µ(·, t)](η − ν),

where M[g1
µ(·, t)](η) = tη−1Γ (η + µ− 1)/Γ (µ), η ∈ H∞

1−µ. Thus, we have that

∂ν

∂tν
M[g1

µ(·, t)](η) =
Γ (η)

Γ (η − ν)

Γ (η + µ− 1)
Γ (µ)

tη−1−ν

because of the fact that ∂β

∂tβ
tβ−1

= Γ (β)/Γ (β − α)tβ−α−1 (see e.g. [55, Property 2.5]) which
concludes the proof.
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4.5. Proof of Theorem 4

We proceed as follows: first of all we find out the Mellin transform of the fractional operator
acting on space

A f (x, t) = −
∂ν

∂xν


xµ−1+ν ∂ν

∂(−x)ν


x1−µ f (x, t)


, ν ∈ (0, 1) (4.28)

for a well-defined function f ∈ M∞
a , a ∈ R (and for which (4.27) holds, that is (T I 1−α

0±
f )

(η) = 0) and second of all we prove (ii) by exploiting the Mellin technique and then (i) as a
particular case of (ii). We also consider f ∈ D(G∗). Let us write

Φν(η) =
Γ (1 − η + ν)

Γ (1 − η)
and Ψν(η) =

Γ (η + µ− 1)
Γ (η + µ− 1 − ν)

.

From (A.10) we have that
∞

0
xη−1 A f (x, t)dx = −Φν(η)


∞

0
xη−ν−1xµ−1+ν ∂ν

∂(−x)ν


x1−µ f (x, t)


dx

= −Φν(η)


∞

0
xη+µ−1 ∂ν

∂(−x)ν


x1−µ f (x, t)


dx .

From (A.9) we obtain
∞

0
xη−1 A f (x, t)dx = −Φν(η)Ψν(η)


∞

0
xη+µ−ν−1x1−µ f (x, t)dx

= −Φν(η)Ψν(η)M[ f (·, t)](η − ν).

Thus, by collecting all pieces together we have that

M[A f (·, t)](η) = −
Γ (1 − η + ν)

Γ (1 − η)

Γ (η + µ− 1)
Γ (η + µ− 1 − ν)

M[ f (·, t)](η − ν). (4.29)

Now, we consider the x-Mellin transform

M[gν,βµ (·, t)](η) = M[g1
µ(·, 1)](η)× M[fν,β(·, t)](η)

=
Γ (η + µ− 1)

Γ (µ)
M[fν,β(·, t)](η),

where the fact that hν ∈ Fν and lβ ∈ F1/β leads to

M[fν,β(·, t)](η) = M[hν(·, 1)](η)× M[lβ(·, t)]


η − 1
ν

+ 1

.

and, from the formulas (2.17) we obtain

M[gν,βµ (·, t)](η) =
Γ (η + µ− 1)

Γ (µ)

Γ


1−η
ν


ν Γ (1 − η)

Γ

η−1
ν

+ 1


Γ

η−1
ν
β + 1

 t
η−1
ν
β , η ∈ H1

a, (4.30)

where a = max{0, 1 − µ}, µ > 0. Now, we show that

∂β

∂tβ
M[gν,βµ (·, t)](η) = M[A gν,βµ (·, t)](η) (4.31)
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by taking into account the formula (4.29). The right-hand side of the formula (4.31) can be
written as

M[A gν,βµ (·, t)](η) = −
Γ (1 − η + ν)

Γ (1 − η)

Γ (η + µ− 1)
Γ (η + µ− ν − 1)

M[gν,βµ (·, t)](η − ν)

= −
Γ (η + µ− 1)

Γ (µ)


1−η
ν


Γ


1−η
ν


ν Γ (1 − η)

Γ

η−1
ν


Γ


η−1
ν
β − β + 1

 t
η−1
ν
β−β

=
Γ (η + µ− 1)

Γ (µ)

Γ


1−η
ν


ν Γ (1 − η)

Γ

η−1
ν

+ 1


Γ

η−1
ν
β − β + 1

 t
η−1
ν
β−β

= M[gν,βµ (·, 1)](η)
Γ


η−1
ν
β + 1


Γ


η−1
ν
β − β + 1

 t
η−1
ν
β−β .

From the fact that

∂β

∂tβ
t
η−1
ν
β

=

Γ

η−1
ν
β + 1


Γ


η−1
ν
β − β + 1

 t
η−1
ν
β−β

(see [55, Property 2.5]) formula (4.31) immediately follows and this prove (ii).
For β = 1, the formula (4.30) takes the form

M[gνµ(·, t)](η) =
Γ (η + µ− 1)
ν Γ (µ)Γ (1 − η)

Γ


1 − η

ν


t
η−1
ν , η ∈ H1

a,

where a = max{0, 1 − µ}. This is (for β = 1) because of the fact that Hν
L1

t

a.s.
= Hνt , t > 0, being

L1
t

a.s.
= t the elementary subordinator, see e.g. [8]. Thus, form (4.29), the Mellin transform of both

members of (3.25) becomes

−
∂

∂t
M[gνµ(·, t)](η) =

Γ (1 − η + ν)

Γ (1 − η)

Γ (η + µ− 1)
Γ (η + µ− 1 − ν)

M[gνµ(·, t)](η − ν),

where

M[gνµ(·, t)](η − ν) =
Γ (η + µ− 1 − ν)

πν Γ (µ)Γ (1 − η + ν)
Γ


1 − η + ν

ν


t
η−ν−1
ν

= −


η − 1
ν


Γ (η + µ− 1 − ν)

πν Γ (µ)Γ (1 − η + ν)
Γ


1 − η

ν


t
η−1
ν

−1

= −
Γ (η + µ− 1 − ν)

πν Γ (µ)Γ (1 − η + ν)
Γ


1 − η

ν


∂

∂t
t
η−1
ν .

By collecting all pieces together we obtain the result claimed in (i).
From (4.30) and by direct inspection of (A.12) we arrive at

M[Gν,β
µ (·)](η) = M2,1

3,3

η



1 −
1
ν
,

1
ν


;


1 −

β

ν
,
β

ν


; (µ, 0)

(µ− 1, 1);


1 −
1
ν
,

1
ν


; (0, 1)

 ,
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where Gν,β
µ (x) = gν,βµ (x, 1). Thus,

Gν,β
µ (x) = H2,1

3,3

x




1 −
1
ν
,

1
ν


;


1 −

β

ν
,
β

ν


; (µ, 0)

(µ− 1, 1);


1 −
1
ν
,

1
ν


; (0, 1)



=
1
x

H2,1
3,3

x




1,
1
ν


;


1,
β

ν


; (µ, 0)

(µ, 1);


1,
1
ν


; (1, 1)

 ,
where we used, for c = 1, the property of the H functions

Hm,n
p,q


x

(ai , αi )i=1,...,p
(b j , β j ) j=1,...,q


=

1
xc Hm,n

p,q


x

(ai + cαi , αi )i=1,...,p
(b j + cβ j , β j ) j=1,...,q


(4.32)

for all c ∈ R (see [41]). From (A.2), by observing that

M


1
tβ/ν

Gν,β
µ


·

tβ/ν


(η) = M[Gν,β

µ (·)](η)t
η−1
ν
β

we obtain the claimed result.

4.6. Proof of Theorem 5

Hereafter, we extend the result given in [16] (Lemmas 3 and 4) and show how the Mellin
convolution turns out to be useful in order to explicitly write the distributions of both stable
subordinators and their inverse processes. Let us consider the time-stretching functions ψm(s) =

m s1/m, s ∈ (0,∞),m ∈ N and ϕm such that ψm = ϕ−1
m (the inverse function of ϕm).

Lemma 3 ([16, Lemma 2]). The Mellin convolution e⋆nµ (x, ϕn+1(t)) where µ j = j ν, for

j = 1, 2, . . . , n is the density law of a ν-stable subordinator {H (ν)
t , t > 0} with ν = 1/(n + 1),

n ∈ N. Thus, we have

hν(x, t) = e⋆nµ (x, ϕn+1(t)), x, t > 0.

We recall that eµ = g−1
µ is the 1-dimensional law of Eµ.

Lemma 4 ([16, Lemma 3]). The Mellin convolution g(n+1),⋆n
µ (x, ψn+1(t)) where µ j = j ν,

j = 1, 2, . . . , n and ν = 1/(n+1), n ∈ N, is the density law of a ν-inverse process {L(ν)t , t > 0}.
Thus, we have

lν(x, t) = g(n+1),⋆n
µ (x, ψn+1(t)), x, t > 0.

We observe that gn+1
µ is the 1-dimensional law of G

1
n+1
µ (tn+1) = Gν

µ(t
1/ν).

The following facts will be useful later on.

Lemma 5. For gγµ = gγµ(x, t), x ∈ R+, t > 0, µ > 0 the following hold:

(i) ⋆-commutativity: gγ1
µ1 ⋆ gγ2

µ2 = gγ2
µ2 ⋆ gγ1

µ1 for all γ1, γ2 ≠ 0.
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(ii) ∗-commutativity: gγ1
µ1 ∗ gγ2

µ2 = gγ2
µ2 ∗ gγ1

µ1 for all γ1, γ2 ≠ 0. Furthermore, for γ = 1, 2,

gγµ1
∗ gγµ2

= gγµ1+µ2
.

(iii) (⋆, ∗)-distributivity: when ⋆- and ∗- commutativity hold, we have

gγµ1
⋆ (gγµ2

∗ gγµ3
) = (gγµ1

⋆ gγµ2
) ∗ (gγµ1

⋆ gγµ3
).

(iv) For µ1, µ2, c ∈ N

g1
µ1·µ2

= >µ1
j1=1 g1

µ2
= >µ2

j2=1 g1
µ1

and >µ1±c
j1=1 g1

µ2
= g1

µ1·µ2·c±1 , (4.33)

where >n
j=1 f = f1 ∗ f2∗, . . . , ∗ fn .

Proof. The point (i) comes directly from the formula (3.34) and the fact that g
γ j
µ j ∈ F1,∀γ j ≠ 0,

and µ j > 0, j = 1, 2. We show that (ii) holds. For γ = 1,∀ t > 0, gγµ is the gamma density
with Laplace transform L[g1

µ(·, t)](λ) = 1/(1 + λt)µ and the statement follows easily. This is
a well-known result. The case γ = 2 is considered in [57] being g2

µ the semigroup for a Bessel

process R2µ = G1/2
2µ where Gµ satisfies the stochastic equation (3.5). The result in (iii) can

be obtained by considering, ∀ t > 0, the independent r.v.’s G
γ j
µ j (t), j = 1, 2, 3 with densities

g
γ j
µ j = g

γ j
µ j (x, t), j = 1, 2, 3, x ∈ R+. From the fact that g

γ j
µ j ∈ F1, j = 1, 2, 3 we have that

Gγ1
µ1(G

γ2
µ2(t))

law
= Gγ2

µ2(G
γ1
µ1(t)), that is, ∀ j, g

γ j
µ j are commutative under ⋆. For this reason and the

∗-commutativity, ∀ t > 0, we can write

G1
µ1
(G1

µ2
(t)+ G1

µ3
(t)) = G1

µ1
(G1

µ2+µ3
(t)) = G1

µ2+µ3
(G1

µ1
(t))

= G1
µ2
(G1

µ1
(t))+ G1

µ3
(G1

µ1
(t)).

In the last calculation we have used the fact that

E

exp


−λ[Gµ1(s)+ Gµ2(s)]

 s = X t


= E


exp


−λGµ1+µ2(s)

 s = X t


.

The same result can be achieved for γ = 2. In order to prove (iv) we proceed as follows: first of
all we observe that (ii) implies g1

µ1·µ2
= >µ1

j1=1 g1
µ2

= >µ2
j2=1 g1

µ1
. Second of all we consider that

>µ1+c
j1=1 g1

µ2
= >c

jc=1 >µ1
j1=1 g1

µ2
= g1

µ1·µ2·c

whereas

>c
jc=1 >µ1−c

j1=1 g1
µ2

= >c
jc=1 g1

µ1·µ2
c

= g1
µ1·µ2

and this concludes the proof. �

Proposition 1. The following holds true

gγ,⋆nµ (x, t) = g̃γµ j
◦ g1,⋆(n−1)

µ\{µ j }
(x, tγ ), ∀µ j ∈ µ, j = 1, 2, . . . , n, (4.34)

where

f1 ◦ f2(x, t) =


∞

0
f1(x, s) f2(s, t) ds

for f j : [0,+∞) → [0,+∞), j = 1, 2.
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Proof. Fix n = 3. ∀ t > 0, it is enough to consider the r.v.’s Gγ
µ, G̃γ

µ and their density laws

gγµ, g̃γµ where g̃γµ(x, t) = gγµ(x, t1/γ ) or equivalently Gγ
µ(t)

law
= G̃γ

µ(tγ ). In this setting, we have

that X (t) = Gγ
µ1(G

γ
µ2(G

γ
µ3(t))) can be written as X (t)

law
= G̃γ

µ1(G
1
µ2
(G1

µ3
(tγ ))) thanks to the

fact that

Gγ
µ

γ law
= G1

µ. Thus, we can write

gγ,⋆3µ (x, t) = g̃γµ1
◦ g1,⋆2

(µ2,µ3)
(x, tγ ) = g̃γµ1

◦ (g1
µ2
⋆ g1

µ3
)(x, tγ ).

Thanks to the ⋆-commutativity we have that g1
µ2
⋆ g1

µ3
= g1

µ3
⋆ g1

µ2
and also that

gγ,⋆3µ (x, t) = g̃γµ2
◦ g1,⋆2

(µ1,µ3)
(x, tγ ) = g̃γµ2

◦ (g1
µ1
⋆ g1

µ3
)(x, tγ ).

By considering n processes, the formula (4.34) immediately appears. �

Remark 9. For ν = 1/5, we have that

l1/5(x, t) = g5,⋆4
µ1

(x, 5t1/5), µ1 = (1/5, 2/5, 3/5, 4/5) (4.35)

and, from the Proposition 1 and the Lemma 5,

g5,⋆4
(1/5,2/5,3/5,4/5) = g̃5

1/5 ◦ g1,⋆3
(4/5,3/5,2/5)

= g̃5
1/5 ◦


(g1

1/5 ∗ g1
1/5 ∗ g1

1/5 ∗ g1
1/5)

⋆(g1
1/5 ∗ g1

1/5 ∗ g1
1/5) ⋆ g1

2/5


= g̃5

1/5 ◦


(g1

1/5 ∗ g1
1/5 ∗ g1

1/5 ∗ g1
1/5)

⋆(g1,⋆2
(2/5,1/5) ∗ g1,⋆2

(2/5,1/5) ∗ g1,⋆2
(2/5,1/5))


= g̃5

1/5 ◦


>12

k=1


g1,⋆3
(2/5,1/5,1/5)


k


= g̃5

1/5 ◦ g1,⋆3
24/5,1/5,1/5(x, 55t) = g5,⋆4

(24/5,1/5,1/5,1/5),

where

µ2 = (24/5, 1/5, 1/5, 1/5)

and µ1,µ2 ∈ P4
5 (24). Finally, we obtain

g5,⋆4
(24/5,1/5,1/5,1/5)(x, t) = g5,⋆2

(24/5,1/5) ⋆ g5,⋆2
(1/5,1/5)(x, t).

From (3.31) the corresponding integral representation emerges.

Theorem 6. Fix µ ∈ Pn
κ (ϱ). Then g1,⋆n

µ = g1,⋆n
ϑ for all ϑ ∈ Pn

κ (ϱ).

Proof. Fix κ, ϱ ∈ N. We have g1,⋆n
µ = g1

µ1
⋆ · · · ⋆ g1

µn
,µ = (µ1, . . . µn) ∈ Pn

κ (ϱ). From (3.38)

we can write µ =
1
κ
(µ̃1, . . . , µ̃n). Let us first consider n = 2. We recall that g1,⋆2

(µ1,µ2)
= g1,⋆2

(µ2,µ1)

from the ⋆-commutativity. Thus, form the properties (i) and (ii) of the Lemma 5, we have that

g1,⋆2
( 1
κ
µ̃1,

1
κ
µ̃2)

= >µ̃1
j1=1 g1,⋆2

( 1
κ
, 1
κ
µ̃2)

= >µ̃1
j1=1 g1,⋆2

( 1
κ
µ̃2,

1
κ
)

= >µ̃1
j1=1 >µ̃2

j2=1 g1,⋆2
( 1
κ
, 1
κ
)
= >µ̃1

j1=1 >µ̃2
j2=1 g1,⋆2

1
κ
(1,1)

.
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For n ∈ N,ϑ0 =
1
κ
(1, . . . , 1) ∈ Rn

+, we can write

g1,⋆n
µ = g1,⋆n

1
κ
(µ̃1,...,µ̃n)

= >µ̃1
j1=1 . . .>

µ̃n
jn=1 g1,⋆n

ϑ0
.

We shall refer to ϑ0 as the 0-configuration. We first observe that

g1,⋆n
µ = >µ̃1

j1=1 . . .>
µ̃n
jn=1 g1,⋆n

ϑ0
= g1,⋆n

1
κ
(ϱ,1,...,1)

, ϱ =

n
j=1

µ̃ j ,

or equivalently

g1,⋆n
µ = >µ̃1

j1=1 . . .>
µ̃n
jn=1 g1,⋆n

ϑ0
= >µ̃i

ji =1 g1,⋆n
1
κ
(ϱ/µ̃i ,1,...,1)

= g1,⋆n
1
κ
(ϱi ,µ̃i ,1,...,1)

ϱi = ϱ/µ̃i , for all i = 1, 2, . . . , n. The last identity comes from the ⋆-commutativity. By
exploiting the ∗-commutativity and the ⋆-commutativity we have that g1,⋆n

µ = g1,⋆n
θ for all θ

such that

Rn
+ ∋ θ =

1
κ
(ϱi, µ̃i, 1), ϱi = ϱ

 |i|
s j =1

µ̃s j ,

where dim(1) = n − |i| − 1, µ̃i = (µ̃s1 , . . . , µ̃s|i|) ∈ N|i|
+ , s j ∈ i, j = 1, 2, . . . |i| and |i| < n is

the cardinality of i. A further configuration is given by θ̄ = (ϱi, µ̃i)/κ where |i| = n − 1. In this
case, θ̄ ∈ Pn

κ (ϱ) is obtainable by n! permutation of the elements of µ. In a more general setting,
for ᾱ = (α1 · β, α2, . . . , αn) ∈ Nn, β ∈ N, c ∈ N the following rules hold

g1,⋆n
ᾱ = >β

j=1 g1,⋆n
(α1,α2,...,αn)

(4.36)

(see (iv), Lemma 5) and, for c ≥ 1,

>β±c
j=1 g1,⋆n

(α1,α2,...,αn)
= >β±c

j=1 g1,⋆n
(ασ1 ,ασ2 ,...,ασn )

= g1,⋆n
(ασ1 ·β·c±1,ασ2 ,...,ασn )

(4.37)

for all permutations of {σ j }, j = 1, 2, . . . , n. We recall that

>β+c
j=1 gα = >c

j1=1 >β

j2=1 gα = gαβc,

for α, β, c ∈ N. By making use of the properties (i), (ii) and (iii) of the Lemma 5 we can
obtain all possible configurations of ϑ ∈ Rn

+ starting from the 0-configuration ϑ0. All different
configurations of ϑ are included in Pn

κ (ϱ). From (4.37), for all ϑ = (ϑ1, . . . , ϑn) ∈ Pn
κ (ϱ) we

have that
n

j=1 ϑ j = ϱ. This concludes the proof. �

By collecting all pieces together we obtain the claimed result.

Appendix. Fox functions and Mellin transform

The Mellin transform of f ∈ Mb
a (see Definition 1) is defined as

M[ f (·)](η) =


∞

0
xη−1 f (x)dx, η ∈ Hb

a . (A.1)
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Let us point out some useful operational rules that will be useful throughout the paper: for some
−∞ < a < b < ∞ and b > 0, f, f1, f2 ∈ Mb

a :
∞

0
xη−1 f (bx)dx = b−ηM [ f (·)] (η), (A.2)

M

xb f (·)


(η) = M [ f (·)] (η + b), (A.3)

M


∞

0
f1


·

s


f2 (s)

ds

s


(η) = M [ f1(·)] (η)× M [ f2(·)] (η), (A.4)

M[I (·)](η) = η−1 M[ f (·)](η + 1), (A.5)

where

I (x) =


∞

x
f (s)ds, x > 0, (A.6)

see e.g. [23]. The formula (A.4) is the well-known Mellin convolution formula which turns out
to be useful in the study of the product of random variables.

We say that f ∈ Mn if f ∈ Mb
a and is a rapidly decreasing function such that

∃a ∈ R s.t. lim
x→+∞

xa−k−1 dk f

dxk (x) = 0, k = 0, 1, . . . , n, n ∈ N, x ∈ R+

and

∃b ∈ R s.t. lim
x→0+

xb−k−1 dk f

dxk (x) = 0, k = 0, 1, . . . , n, n ∈ N, x ∈ R+.

For f ∈ Mn−1 and n ∈ N we have that

M


dn f

dxn (·)


(η) = (−1)n

Γ (η)
Γ (η − n)

M [ f (·)] (η − n) (A.7)

=
Γ (1 + n − η)

Γ (1 − η)
M [ f (·)] (η − n). (A.8)

As a generalized version of the integer derivatives (A.7) and (A.8) we introduce the Mellin
transform of fractional derivatives (2.7) and (2.8) (see [29,55] for details). For a given f ∈ Mb

a
and 0 < α < 1, if ℜ{η} > 0,

M


dα f

d(−x)α
(·)


(η) =

Γ (η)
Γ (η − α)

M[ f (·)](η − α)+ (T I 1−α
0−

f )(η) (A.9)

whereas, if ℜ{η} < α + 1,

M

∂α f

∂xα
(·)


(η) =

Γ (1 + α − η)

Γ (1 − η)
M [ f (·)] (η − α)+ (T I 1−α

0+
f )(η), (A.10)

where

(T I 1−α
0±

f )(η) =
Γ (α − η)

Γ (1 − η)


xη−1(I 1−α

0±
f )(x)

x=∞

x=0
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and

(I 1−α
0−

f )(x) =
1

Γ (α)


∞

x
(s − x)α−1 f (s) ds, x > 0,

(I 1−α
0+

f )(x) =
1

Γ (α)

 x

0
(x − s)α−1 f (s) ds, x > 0

are the right and left fractional integrals.
The Fox functions, also referred to as the Fox H-functions, H-functions, generalized

Mellin–Barnes functions, or generalized Meijer’s G-functions, were introduced by Fox [21] in
1996. Here, the Fox H-functions will be recalled as the class of functions uniquely identified by
their Mellin transforms. A function f ∈ Mb

a can be written in terms of H-functions by observing
that 

∞

0
xηHm,n

p,q


x

(ai , αi )i=1,...,p
(b j , β j ) j=1,...,q


dx

x
= Mm,n

p,q


η

(ai , αi )i=1,...,p
(b j , β j ) j=1,...,q


(A.11)

with η ∈ Hb
a where

Mm,n
p,q


η

(ai , αi )i=1,...,p
(b j , β j ) j=1,...,q


=

m
j=1

Γ (b j + ηβ j )
n

i=1
Γ (1 − ai − ηαi )

q
j=m+1

Γ (1 − b j − ηβ j )
p

i=n+1
Γ (ai + ηαi )

. (A.12)

Thus, according to a standard notation, the Fox H-function can be defined as follows

Hm,n
p,q


x

(ai , αi )i=1,...,p
(b j , β j ) j=1,...,q


=

1
2π i


P(Hb

a)

Mm,n
p,q (η)x

−ηdη, (A.13)

where P(Hb
a) is a suitable path in the complex plane C depending on the fundamental strip

(Hb
a) such that the integral (A.11) converges. For an extensive discussion on this functions

see [21,29,41].
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