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#### Abstract

The theory of traces, originated by A. Mazurkiewicz in 1977, is an attempt to provide a mathematical description of the behavior of concurrent systems. Its aim is to reconcile the sequential nature of observations of the system behavior on the one hand and the nonsequential nature of causality between the actions of the system on the other hand. One can see the theory of traces to be rooted in formal string language theory with the notion of partial commutativity playing the central role. Alternatively one can see the theory of traces to be rooted in the theory of labeled acyclic directed graphs (or even in the theory of labeled partial orders). This paper attempts to present a major portion of the theory of traces in a unified way. However, it is not a survey in the sense that a number of new notions are introduced and a number of new results are proved. Although traditionally most of the development in the theory of traces follows the string-language-theoretic line, we try to demonstrate to the reader that the graph-theoretic point of view may be more appropriate. The paper essentially consists of two parts. The first one (Sections 1 through 4) is concerned with the basic theory of traces. The second one (Section 5) presents applications of the theory of traces to the theory of the behavior of concurrent systems, where the basic system model we have chosen is the condition/event system in:troduced by C.A. Petri.
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## Introduction

The theory of traces was originated by Mazurkiewicz (in [31]) as an attempi to provide a mathematical description of the behavior of concurrent systems. The basic aim $\mathrm{O}_{1}^{-}$this attempt is to provide tools for converting the sequential descriptions of a system into nonsequential descriptions. More specifically, the idea can be explained as follows. A natural way to describe the behavior of a (concurrent) system is through sequential observers. Here, a record of the behavior of a system is given as a linear sequence (string) of actions as observed by a sequential observer. The set of all such records constitutes the (sequential) description of the system behavior. The disadvantage of this approach is that such a record does not necessarily give faithful information about the system: two actions $a$ and $b$ may appear adjacent within a sequential record, while they are really performed concurrently within the system. Thus, in order to extract faithful information about the system behavior from the set of records by sequential observers, we have to have additional information about the system itself. Trace theory solves this problem in an elegant way: the information about the system is given as a binary relation (over the set of all actions)-called the independence relation of the system. A pair ( $a, b$ ) belongs to ths relation if there is no direct causal relationship between the actions $a$ and $b$ within the system. Now, given a sequential record $x$ of the form $x_{1} a b x_{2}$, where the pair ( $a, b$ ) belongs to the ind $\epsilon_{\text {, }}$ sndence relation associated with the system, one may commute the siven occurrences of $a$ and $b$ obtaining in this way another valid (equivalent) sequential record (namely $x_{1} b a x_{2}$ ) of the system behavior. All this reflects the fact that the sequencing of $a b$ within $x$ results from the sequential nature of the observations rather than from the system properties. Thus within this approach one deals with equivalence classes of observations rather than with single observations only.

The independence reiation as considered in the theory of traces is assumed to be symmetric and irreflexive-both assumptions express specific axioms concerning the phenomenon of concurrency (irreflexivity represents the assumption that no action in a system can occur concurrently with itself and symmetry represents the assumption that concurrency of actions is always mutual).

It is evident that, following the above philosophy, the behavior of a system $S$ can be formalized now as a pair ( $L, I$ ), where $L$ is a set of strings representing all sequential records of $S$ and $I$ is the independence relation providing commutation
rules for symbols of the alphabet of $\boldsymbol{L}$. In this way one enters the area of partially commutative string languages and hence the area of partially commutative monoids (this was first observed in [4]). It is interesting to know that the theory of partially commutative monoids was initiated much earlier than the theory of traces. The firct work in this area is by Foata (in [12])-the main motivation here comes from combinatorial problems arising from the rearrangements of strings. These purely combinatorial considerations led to a by now quite rich theory (see, e.g., [27] and [30, Chapter 10]). As always it is exciting to observe how considerations arising from fundamental problems in computer science and purely maihematical considerations merge in a common framework.

There were other developments in computer science which led to the same framework.

First of all, already in 1971 Keller has investigated (in [26]) the notion of partial commutation within the theory of program schemes.

Secondly, in a number of papers (see, e.g., [14, 15, 16]) Flé and Roucairol considered a formalism for reasoning about transactions in database systems. These considerations led, again, to the framework of partially commutative monoids.

This paper attempts to present a major portion of the theory of traces in a unified way. Although it surveys quite a large part of the literature, it is not a survey in the usual sense because
(i) it is somewhat selective in the choice of the material, and
(ii) a number of new notions are introduced and a number of new results are proved.

It will be clear to the reader that this work strongly reflects our belief that graph-theoretic considerations are natural and fruitfui in the theory of traces. As a matter of fact we try to emphasize the duality of the string- and the graph-oriented points of view: while for some considerations viewing a trace as a set of strings is useful, for other considerations looking at a trace via its so-called dependence graph is more appropriate.

The paper is addressed to both formal language theorists and to researchers in the theory of concurrency, especially to those interested in the theory of Petri nets. We feel that both communities can benefit from learning about the theory of traces: for language theorists it is a source of new, interesting and challenging problems, while for a researcher in Petri nets it provides natural formal tools to describe their behavior.

Basic knowledge of formal language theory is needed in reading this paper; in reading Section 5 (which provides applications of trace theory to Petri nets), basic knowledge about Petri nets is needed. However, since the knowledge of the basic theory of Petri nets is less common than that of formal languages, Subsection 5.1 gives a brief introduction to those aspects of the theory of Petri nets that are needed in Section 5.

The 'mixed' character of this paper (surveying known as well as providing new rotions and results) is reflected in the style of writing. Known results are given
without proofs (except when we provide a new proof). At the end of each section we provide bibliographical comments. Notions and results not pointed out in tre bibliographical comments are new. The only exception is Section 2 concerning the basic results; many of the basic observations here were either stated at the same time in a number of papers or they were a part of the folklore-for this reason they are not explicitly pointed out in the bibliographical comments.

Independently of the list of references which is used throughout the paper, we provide an annotated bibliography of the theory oi traces, which makes it easier for the interested reader to get a more complete picture of the theory.

## 0. Prelininaries

We assume the reader to be familiar with basic formal string language theory, in particular with the Chomsky hierarchy of string languages (see, e.g., [24, 44]), and with basic notions of graph theory (e.g., as presented in [22]).

The empty set will be denoted by $\emptyset$ and the set of all nonnegative integers will be denoted by $\mathbf{N}$. For a set $\boldsymbol{A}$,
(i) \# $A$ denotes the cardinality of $A$,
(ii) id $(A)$ denotes the set $\{(a, a): a \in A\}$,
(iii) $\mathscr{P}(A)$ denotes the set of all subsets of $A$, and
(iv) for a subset $B$ of $\mathscr{P}(A), \bigcup B$ denotes the set $\bigcup_{b \in B} b$.

Furthermore, for sets $A$ and $B$,
(i) $A-B$ denotes the difference of $A$ and $B$,
(ii) $A \subseteq B$ denotes the inclusion of $A$ in $B$, and
(iii) $A \subset B$ denotes the strict inclusion of $A$ in $B$.

For a relation $R$ over a set $A$,
(i) $\operatorname{dom}(R)$ denotes the domain of $R$,
(ii) $\operatorname{ran}(R)$ denotes the range of $R$,
(iii) $R^{+}$denotes the transitive closure of $R$, and
(iv) $R^{*}$ denotes the reflexive and transitive closure of $R$.

When we deal with an irreflexive relation $R$ over a set $A$, we will use the terms 'transitive' and 'complete' in the foliowing sense:
(i) $R$ is transitive if its reflexive closure is transitive, and
(ii) $R$ is complete if its reflexive closure is complete.

When we specify a symmetric relation $R$ over a set $A$, we often give it as a set of unordered pairs rather than as a set of ordered pairs (i.e., we write $\{a, b\} \in R$ rather than $(a, b) \in R$ and $(b, a) \in R)$. Finally, for a symmetric relation $R$ over a set $A$, a clique of $R$ is a subset $B$ of $A$ such that $R$ is complete on $B$.

Uniess stated otherwise, we consider only finite, nonempty alphabets. The empty string will be denoted by $\lambda$. For a string $x$,
(i) $|x|$ denotes the length of $x$,
(ii) $\#_{a}(x)$ denotes the number of occurrences of symbol $a$ in $x$,
(iii) alph(x) denotes the set of symbols occurring in $x$,
(iv) for $1 \leqslant k \leqslant|x|, x(k)$ denotes the symbol occurring on the $k$ th position in $x$ and, for $k>|x|, x(k)$ denotes the empty siring, and
(v) for an alphabet $A, \phi_{A}(x)$ denotes the projection of $x$ on $A$ (i.e., the string resulting from $x$ by erasing from it all the symbols that are not in $A$ ).
For two strings $x$ and $y, x \| y$ denotes the set of shuffles of $x$ and $y$, while, for two string languages $K$ and $L, K \| L$ denotes the union of all sets of shuffles of $x$ and $y$ with $x \in K$ and $y \in L$. The Parikh image of a string $x$ (a string language $L$ ) is denoted by $\psi(x)(\psi(L)$ respectively). The string concatenation of two string languages $K$ and $L$ is denoted by $K \cdot L$; mostly we simply write $K L$. For an alphabet $A$, a linear ordering $<$ on $A$ (which is extended to the linear ordering on $A^{*}$ in the usual way), and a string language $L$ over $A, \min (L)$ denotes the unique string $x$ in $L$ such that $y<x$ does not hold for any $y$ in $L$. Finally, REG, CF, and CS denote the classes of regular string languages, context-free string languages, and contextsensitive string languages (over the alphabet considered), respectively.

A (directed) node-labeled graph will be specified in the form ( $V, E, \Sigma, l$, where $V$ is its set of nodes, $E \subseteq V \times V$ its set of edges, $\Sigma$ its label alphabet and $l: V \rightarrow \Sigma$ its node-labeling function (occasionally we will specify $E$ in the form of an incidence matrix). Analogously, a (directed) graph will be specified in the form ( $V, E$ ), where $V$ and $E$ are as described above. To avoid set-theoreticai difficuities, we will assume that we are given a 'universal' sountable set of elements, from which the nodes of all the (directed) (node-labeled) graphs we consider are taken. We consider (directed) (node-labeled) graphs without loops i.e., without edges of the form $(v, v)$ where $v$ is a node, only. The empty graph (i.e., the graph with the empty set of nodes) is denoted by $\Lambda$. The set of all directed node-labeled graphs with label alphabet $\Sigma$ is denoted by $\Gamma(\Sigma)$. Two (directed) node-labeled graphs $\alpha$ and $\beta$ are isomorphic, denoted by $\alpha \cong \beta$, if there exists a node-label-preserving and acijacency-preserving isomorphism between the corresponding sets of nodes. Two (directed) graphs $\alpha$ and $\beta$ are isomorpixic, denoted by $\alpha \cong \beta$, if there exists an adjacency-preserving isomorphism between the corresponding sets of nodes. As customary, in order to facilitate our notation, we will notationally not distinguish very carefully between a 'concrete' (directed) (node-labeled) graph and an 'abstract' (directed) (nodelabeled) graph; an 'abstract' (directed) (node-labeled) graph is the class of all graphs isomorphic to a 'concrete' (directed) (node-labeled) graph. For a direcied nodelabeled acyclic graph $\alpha=(V, E, \Sigma, l)$ with $n=\# V$, the (lincar extension) language of $o$, denoted by $L(\alpha)$, is the string language $\left\{x \in \Sigma^{n}: v_{1}, \ldots, v_{n}\right.$ is a sequence without repetitions of all elements of $V$ such that, for all $1 \leqslant i \leqslant n, l\left(v_{i}\right)=x(i)$, and, for all $1 \leqslant i, j \leqslant n,\left(v_{i}, v_{j}\right) \in E$ implies that $\left.i<j\right\}$. For a directed (node-labeled) acyclic graph $\alpha$ with $V$ as its jet of nodes and $E$ as its set of edges
(i) a node cut of $\alpha$ is a subset $S$ of $V$, such that, for all $v, w \in S,(v, w) \notin E^{+}$, and, for all $v \in V-S$, there exists a $w \in S$ with either $(v, w) \in E^{+}$or $(w, v) \in E^{+}$,
(ii) an edge cut of $\alpha$ is a subset $S$ of $E$ such that, for all $(v, w),(y, z) \in S$, neither $(w, y) \in E^{+}$nor $(z, v) \in E^{+}$, and such that the directed (node-labeled) acyclic graph
resulting from $\alpha$ by removing all edges in $S$ consists of more connected components than $\alpha$ does,
(iii) $\min (\alpha)(\max (\alpha))$ denotes the set of those nodes of $\alpha$ which do not have incoming (outgoing respectively) edges,
(iv) a transitive edge of $\alpha$ is an edge ( $v, w$ ) of $\alpha$ such that there exists a path of length at least 2 from $v$ to $w$,
(v) $\operatorname{red}(\alpha)(\operatorname{trans}(\alpha))$ denotes the directed (node-labeled) acyclic graph resulting from $\alpha$ by removing (adding respectively) all transitive edges, and
(vi) for a subset $S$ of $V$, the (reduced, transitive) $S$-contracted version of $\alpha$ is the directed (node-labeled) acyclic graph $\beta(\operatorname{red}(\beta), \operatorname{trans}(\beta)$, respectively), where $\beta$ results from $\alpha$ by removing all nodes in $S$ together with all edges adjacent with a node in $S$ and by adding an edge from a node $v$ (not in $S$ ) to a node $w$ (not in $S$ ) whenever there exists a node $z$ in $S$ such that $(v, z) \in E$ and $(z, w) \in E$.

Unless stated explicitly otherwise, all functions considered will be total. For a set $V$, a subset $S$ of $V$, and a function $f$ on $V,\left.f\right|_{S}$ denotes the function $f$ restricted to $S$. The notation $\mathrm{O}(\tilde{f}(n))$, with $f: \mathbf{N} \rightarrow \mathrm{N}$, has the reserved meaning for indicating the complexity of algorithms.

Finally, for the basics of the theory of (free partially commutative) monoids (this is needed in Subsections 1.2 and 3.2 only), we refer the reader to [27]; for the basics of the theory of semilinear sets (this is needed in Subsections 3.2 and 3.3 only), we refer the reader to [19]; and for the basics of the theory of NP-completeness (this is need $\varepsilon d$ in Subsection 3.3 only), we refer the reader to [18].

## 1. Basic notions

### 1.1. Traces and dependence graphs-basics

The most fundamental notion of trace theory is that of independent and dependent actions. In order to formalize the (in)dependence of actions, we need the following definition.
1.1. Definition. (1) Let $\Sigma$ be an alphabet. An independenct relation (over $\Sigma$ ) is a symmetric and irreflexive binary relation over $\Sigma$. A dependence relation (over $\Sigma$ ) is a symmetric ard reflexive binary relation over $\Sigma$.
(2) A reliance alphabet is a triple ( $\Sigma, I, D$ ), where $\Sigma$ is an alphabet, $I$ is an independence relation over $\Sigma$ and $D$ is a dependence relation over $\Sigma$ such that $I \cup D=\Sigma \times \Sigma$ and $I \cap D=\emptyset$.
(3) Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $a, b \in \Sigma$. Whenever $\{a, b\} \in I$, we say that $a$ and $b$ are independent (in $C$ ) and whenever $\{a, b\} \in D$, we say that $a$ and $b$ are dependent (in $C$ ).

For a given reliance alphabet $C$, we will denote its alphabet by alph( $C$, its independence relation by $\operatorname{ind}(C)$ and its dependence relation by $\operatorname{dep}(C)$.
1.2. Remark. It is easily seen that, for a given reliance alphabet $C, \operatorname{ind}(C)$ and $\operatorname{dep}(C)$ are each others complement in alph $(C) \times \operatorname{alph}(C)$. Hence, given an alphabet and an independence (dependence) relation over that alphabet, the corresponding dependence (independence respectively) relation is uniquely determined. Consequently, it would suffice to specify one of them only. However, while in some considerations in the theory of traces the independence relation plays the central role, in other considerations one concentrates on the dependence relation; thus it seems to be convenient to include both an independence and a dependence relation in the specification of a reliance alphabet.

Since symmetric binary relations can be represented by undirected graphs, we can give a reliance alphabet $\boldsymbol{C}$ by either giving an undirected graph which represents $\operatorname{ind}(C)$ or giving an undirected graph which represents $\operatorname{dep}(C)$. This leads us to the following definition.
1.3. Definition. Let $C=(\Sigma, I, D)$ be a reliance alphabet.
(1) The independence graph of $C$, denoted by $I(C)$, is the undirected graph $(\Sigma, I)$.
(2) The dependence graph cj $C$ denoted by $D(C)$, is the undirected graph ( $\Sigma, D-\mathrm{id}(\Sigma)$ ).

Thus, in the terminology as above, both the independence graph of $C$ and the dependence graph of $C$ are constructed by considering every symbol in $\Sigma$ as a node-in the independence graph an edge between two nodes is established if and only if they are independent in $C$ (and hence different) and in the dependence graph an edge between two nodes is established if and only if they are dependent in $C$ and different (hence, the reflexive part of $\operatorname{dep}(C)$ is not represented in $D(C)$ ).
1.4. Example. Let $\Sigma=\{a, b, c, d, e\}$, let

$$
I=\{\{a, b\},\{b, c\},\{b, d\},\{d, e\}\}
$$

and let

$$
D=\{\{a, c\},\{a, d\},\{a, e\},\{b, e\},\{c, d\},\{c, e\}\} \cup \operatorname{id}(\Sigma) .
$$

Then,
(i) $C=(\Sigma, I, D)$ is a reliance alphabet,
(ii) $I(C)$ is as depicted in Fig. 1(a), and
(iii) $D(C)$ is as depicted ir. Fig. 1(b).

Considering adjacent independent symbols in a string to be commuting, one can relate different strings as follows.
1.5. Definition. Let $C=(\Sigma, I, D)$ be a reliance alphabet.
(1) The relation $\doteq_{c} \subseteq \Sigma^{*} \times \Sigma^{*}$ is defined as follows: for $x, y \in \Sigma^{*}, x \doteq_{c} y$ if and only if there exist $x_{1}, x_{2} \in \Sigma^{*}$ and $\{a, b\} \in I$ such that $x=x_{1} a b x_{2}$ and $y=x_{1} b a x_{2}$.


Fig. 1
(2) The $C$-equivalence relation $\equiv_{c} \subseteq \Sigma^{*} \times \Sigma^{*}$ is defined as the least equivalence relation over $\Sigma^{*}$ containing $\doteq_{c}$. For $x, y \in \Sigma^{*}, x$ and $y$ are called $C$-equivalent if and only if $x \equiv{ }_{c} y$.

Thus, for a given reliance alphabet $C$, two strings over alph $(C)$ are $C$-equivalent if and only if they can be obtained from each other by commuting (a finite number of times) adjacent independent symbols. In other words, $\equiv_{\mathrm{c}}$ identifies 'commutatively similar' strings-each such group of strings (an equivalence class of $\equiv_{c}$ ) is called a trace.
1.6. Definition. Let $C=(\Sigma, I, D)$ be a reliance alphabet.
(1) For an $x \in \Sigma^{*}$, the trace of $x$ (over $C$ ), denoted by $[x]_{C}$, is the equivalence class of $\equiv_{c}$ containing $x$.
(2) A trace (over $C$ ) is a set $t$ of strings over $\Sigma$ such that $t=[x]_{C}$ for some $x \in \Sigma^{*}$. A set of traces (over $C$ ) is called a trace language (over $C$ ).
(3) For an $x \in \Sigma^{*}$ and a trace $t$ over $C, x$ is called a representative of $t$ if and only if $t=[x]_{C}$.

For a reliance alphabet $C$, the trace $[\lambda]_{C}$ over $C$ will be denoted by 1 and the set of all traces over $C$ will be denoted by $\Theta(C)$.
1.7. Example. Let $C$ be the reliance alphabet given in Example 1.4. Then,
(i) bade $\doteq_{c} a b d e, a b d e \doteq_{c} a d b e$ and hence, bade $\equiv_{c} a b d e, a b d e \equiv_{c} a d b e$ and bade $\equiv_{c}$ adbe, and
(ii) $[a b d e]_{C}=\{b a d e, a b d e, a d b e$, baed, abed $\}$ is the trace of abde (over $C$ ).

While adjacent independent symbols in a string are commuting, dependent symbols in a string are ordered-in this way each trace yields a directed node-labeled acyclic graph as follows.
1.8. Definition. Let $C=(\Sigma, I, D)$ be a reliance alphabet.
(1) Let $x=\sigma_{1} \ldots \sigma_{n} \in \Sigma^{*}$ for some $n \geqslant 0$ and $\sigma_{1}, \ldots, \sigma_{n} \in \Sigma$. The canonical dependence graph of $\boldsymbol{x}$ (over $C$ ), denoted by $\langle\boldsymbol{x}\rangle_{c}$, is the directed node-labeled acyclic
graph ( $V, E, \Sigma, l$ ), where:
(i) $V=\{1, \ldots, n\}$,
(ii) for all $1 \leqslant i \leqslant n, l(i)=\sigma_{i}$, and
(iii) $E \subseteq V \times V$ is such that, for all $1 \leqslant i, j \leqslant n,(i, j) \in E$ if and only if $[i<j$ and $\left.\left\{\sigma_{i}, \sigma_{j}\right\} \in D\right]$.
(2) For an $x \in \Sigma^{*}$, a dependence graph of $x$ (over $C$ ) is a directed node-labeled acyclic graph $d$ over $\Sigma$ such that $d \cong\langle x\rangle_{c}$.
(3) A dependence graph (over $C$ ) is a directed node-labeled acyclic graph $d$ over $\boldsymbol{\Sigma}$ such that $\boldsymbol{d} \cong\langle x\rangle_{c}$ for some $x \in \Sigma^{*}$. A set of dependence graphs (over $C$ ) is called a aependence graph language (over $C$ ).
(4) For $x, y \in \Sigma^{*}, x$ and $y$ are called $C$-isomorphic if and only if $\langle x\rangle_{c} \cong\langle y\rangle_{C}$.

Thus, for a given reliance alphabet $C$ and a string $x$ over alph( $C$ ), the canonical dependence graph of $x$ over $C$ is obtained by drawing arrows 'from left to right' between every two nodes that correspond to dependent (occurrences of) symbols in $\boldsymbol{x}$.

For a given reliance alphabet $C$, the set of all dependence graphs over $C$ will be denoted by $\Delta(C)$. Furthermore, although we will elaborate more on the notations used in this paper at the end of this section, we now already want to note that the term 'dependence graph (over $C$ )' will often be abbreviated as 'dep-graph (over $C$ )'.
1.9. Example. Let $\boldsymbol{C}$ be the reliance alphabet given in Example 1.4. The graph depicted in Fig. 2 is a dependence graph of dbcee (over C).


Fig. 2

### 1.2. Traces-more basics

In this subsection we will provide more basic notions and notations concerning traces and trace languages.
The following easy to prove properties are essential for defining some basic notions later on.
1.10. Lemma. Let $C=(\Sigma, I, D)$ be a reliance alphabet.
(1) For $x, y \in \Sigma^{*}, x \neq{ }_{c} y$ implies $|x|=|y|$.
(2) For $x_{1}, x_{2}, y_{1}, y_{2} \in \Sigma^{*}, x_{1} \equiv_{c} x_{2}$ and $y_{1} \equiv_{c} y_{2}$ imply that $x_{1} y_{1} \equiv{ }_{c} x_{2} y_{2}$.

Hence, for a given reliance alphabet $C$,
(i) two $C$-equivalent strings over alph $(C)$ have the same length, and
(ii) the $C$-equivalence relation is a congruence with respect to the operation of string concatenation.

Now we move to basic operations on traces and trace languages.
1.11. Definition. Let $C=(\Sigma, I, D)$ be a reliance alphabet.
(1) For a $t \in \Theta(C)$, the length of $t$, denoted by $|t|$, is defined by $|t|=|x|$, where $x \in \Sigma^{*}$ is a representative of $t$.
(2) For $t_{1}, t_{2} \in \Theta(C)$, the trace composition of $t_{1}$ and $t_{2}$, denoted by $t_{1} \circ t_{2}$, is defined by $t_{1} \circ t_{2}=\left[x_{1} x_{2}\right]_{C}$, where $x_{1}, x_{2} \in \Sigma^{*}$ are representatives of $t_{1}$ and $t_{2}$ respectively.
(3) For $T_{1}, T_{2} \subseteq \Theta(C)$, the trace composition of $T_{1}$ and $T_{2}$, denoted by $T_{1} \circ T_{2}$, is defined by $T_{1} \circ T_{2}=\left\{t_{1} \circ t_{2}: t_{1} \in T_{1}\right.$ and $\left.t_{2} \in T_{2}\right\}$.
(4) For a $T \subseteq \Theta(C)$ and $n \geqslant 0$, the $n$-th trace power of $T$, denoted by $T^{n}$, is defined inductively as follows: $T^{0}=\{1\}$ and $T^{n+1}=T \circ T^{n}$.
(5) For a $T \subseteq \Theta(\mathcal{C})$, the trace iterution of $T$, denoted by $T^{*}$, is defined by $T^{*}=\bigcup_{n=0}^{\infty} T^{n}$.
1.12. Remark. (1) It is easily seen that Lemma 1.10 implies that both the length of a trace and the trace composition operation are well-defined notions.
(2) The reader should not confuse the trace composition of traces with the string concatenation of traces. While it is true that one gets the trace composition of two traces by taking the trace of an arbitrary element of the string concatenation of these traces, the trace composition and the string concatenation may yield different sets. So, for a given reliance alphabet $C$ and $t_{1}, t_{2} \in \Theta(C)$, the trace composition of $t_{1}$ and $t_{2}$ is the trace $t_{1} \circ t_{2}=\left[x_{1} x_{2}\right]_{C}$, where $x_{1}, x_{2} \in(\operatorname{alph}(C))^{*}$ are arbitrary representatives of $t_{1}$ and $t_{2}$ respectively, while the string concatenation of $t_{1}$ and $t_{2}$ is the set of strings $t_{1} t_{2}=\left\{x_{1} x_{2}: x_{1} \in t_{1}\right.$ and $\left.x_{2} \in t_{2}\right\}$.
(3) It is easily seen that the trace composition operation is associative, i.e., for a given reliance alphabet $C$ and for $t_{1}, t_{2}, t_{3} \in \Theta(C), t_{1} \circ\left(t_{2} \circ t_{3}\right)=\left(t_{1} \circ t_{2}\right) \circ t_{3}$. Hence, for a given reliance alphabet $C,(\Theta(C), \circ, 1)$ is the quotient monoid of $\left((\operatorname{alph}(C))^{*}, \cdot, \lambda\right)$ with respect to $\equiv c$. This monoid is usually termed the free partially commutative monoid generated by $C$.
1.13. Example. Let $C$ be the reliance alphabet given in Example 1.4. Then,
(i) $\left|[a b d e]_{C}\right|=4$;
(ii) for the traces $t_{1}=[a d]_{C}=\{a d\}$ and $t_{2}=[b e]_{C}=\{b e\}$ over $C$ the string concatenation $t_{1} t_{2}$ equals $\{a d b e\}$ while the trace composition $t_{1} \circ t_{2}$ equals $t=[a b d e]_{C}=$ \{bade, abde, adbe, baed, abed\}; and
(iii) for the trace language $T=\left\{[a b]_{C}\right\}$ over $C, T^{0}=\{1\}, \quad T^{1}=T, T^{2}=$ $\left\{[a b]_{C}{ }^{\circ}[a b]_{C}\right\}=\left\{[a b a b]_{C}\right\}=\{\{a a b b, a t, b b, a b b a, b a a b, b a b a, b b a a\}\}, T^{n}=\left\{\left[a^{n} b^{n}\right]_{C}\right\}$ for $n \geqslant 0$, and $T^{*}=\left\{\left[a^{k} b^{k}\right]_{C}: k \geqslant 0\right\}$.

Trace languages may be specified using string languages. As a matter of fact, there are several methods of using string languages to specify trace languages.
1.14. Definition. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $K \subseteq \Sigma^{*}$.
(1) The existential trace language of $K$ (over $C$ ), denoted by $[K]_{C}^{\exists}$, is the set $\{t \in \Theta(C): t \cap K \neq \varnothing\}$.
(2) The universal trace language of $K$ (over $C$ ), denoted by $[K]_{C}^{\forall}$, is the set $\{t \in \Theta(C): t \subseteq K\}$.
(3) The consistent trace language of $K$ (over $C$ ), denoted by $[K]_{C}$, equals $[K]_{C}^{\exists}$ if $[K]_{C}^{\exists}=[K]_{C}^{\forall}$ and is undefined otherwise.
1.15. Remark. Note that, in the notation as above,

$$
\begin{aligned}
& {[K]_{C}^{\exists}=\{t \in \Theta(C): \text { there exists } x \in t \text { such that } x \in K\} \text { and }} \\
& {[K]_{C}^{\forall}=\{t \in \Theta(C): \text { for all } x \in t, x \in K\}}
\end{aligned}
$$

this explains the names 'existential' and 'universal' respectively.
The above defined notions can be illustrated as follows.
Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $K \subseteq \Sigma^{*}$. Then the $C$-equivalence relation $\equiv_{c}$ implies the partition $\Pi_{C}$ of $\Sigma^{*}$ into an infinite number of equivalence classes (see Fig. 3(a)), while $K$ implies the partition $\Pi_{K}$ of $\Sigma^{*}$ into two subsets of $\Sigma^{*}$, namely $K$ and $\Sigma^{*}-K$ (see Fig. 3(b)).

Superimposing (showing at the same time) the two above partitions, we get the picture which is shown in Fig. 3(c). Now all elements of $\Pi_{C}$ that have a nonempty intersection with $K$ form the existential trace language of $K$ (see Fig. 3(d)); thus $[K]_{c}^{\exists}$ consists of all traces which contain at least one string from $K$. Furthermore, all elements of $\Pi_{C}$ that are included in $K$ form the universal trace language of $K$ (see Fig. 3(e)); thus [K] ${ }_{C}^{\forall}$ consists of all traces which contain only strings from $K$. If $\Pi_{C} \subseteq \Pi_{K}$ (i.e., superimposing $\Pi_{C}$ and $\Pi_{K}$ yields the situation as depicted in Fig. 3(f)), then the set of all elements of $\Pi_{C}$ having a nonempty intersection with $K$ equals the set of all elements of $\Pi_{C}$ that are included in $K$, and thus all these elements form the consistent trace language of $K$ (see Fig. $3(\mathrm{~g})$ ).
1.16. Remark. Note that, for a given reliance alphabet $C=(\Sigma, I, D)$,

$$
[\Sigma]_{C}^{\exists}=[\Sigma]_{C}^{\forall}=[\Sigma]_{C}, \quad\left[\Sigma^{*}\right]_{C}^{\exists}=\left[\Sigma^{*}\right]_{C}^{\forall}=\left[\Sigma^{*}\right]_{C}
$$

and moreover, $\left([\Sigma]_{C}\right)^{*}=\left[\Sigma^{*}\right]_{C}=\Theta(C)$.
1.17. Example. Let $C=(\Sigma, I, D)$ be the reliance alphabet such that $\Sigma=\{a, b\}$ and $I=\{\{a, b\}\}$ (hence, $D=\{(a, a),(b, b)\})$.
(1) $\Theta(C)=\left\{t \subseteq \Sigma^{*}:\right.$ there exist $m, n \geqslant 0$ such that $t=\left\{x \in \Sigma^{*}: \#_{a}(x)=m\right.$ and $\left.\left.\#_{b}(x)=n\right\}\right\}$.
(2) Let $K=\{a b\}^{*}\{b a\}^{*}$. Then,
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(i) $[K]_{C}^{\exists}=\left\{t \subseteq \Sigma^{*}:\right.$ there exists an $m \geqslant 0$ such that $t=\left\{x \in \Sigma^{*}: \#_{a}(x)=\right.$ $\left.\left.\#_{b}(x)=m\right\}\right\} ;$
(ii) $[K]_{C}^{\forall}=\{1,[a b]\}$; and
(iii) $[K]_{C}$ is undefined, because $[K]_{C}^{\exists} \neq[K]_{C}^{\forall}$.
(3) Let $K=\{a\}^{*}\{b\}\{a\}^{*}\{b\}\{a\}^{*}$. Then,
(i) $[K]_{C}^{\exists}=\left\{t \subseteq \Sigma^{*}:\right.$ there exists an $m \geqslant 0$ such that $t=\left\{x \in \Sigma^{*}: \#_{a}(x)=m\right.$ and $\left.\left.\#_{b}(x)=2\right\}\right\} ;$
(ii) $[K]_{C}^{\forall}=[K]_{C}^{3}$; and, consequently,
(iii) $[K]_{C}$ is defined and $[K]_{C}=[K]_{C}^{\exists}=[K]_{C}^{\forall}$.

Since we use string languages to specify trace languages, we may use classes of string languages to define classes of trace languages. Thus, e.g., the classical Chomsky hierarchy yields the following classification of trace languages.
1.18. Definition. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $T \subseteq \Theta(C)$.
(1) $T$ is existentially regular (context-free, context-sensitive) if $T=[K]_{C}^{\exists}$ for a regular (context-free, context-sensitive, respectively) string language $K \subseteq \Sigma^{*}$.
(2) $T$ is universally regular (context-free, context-sensitive) if $T=[K]_{C}^{\forall}$ for a regular (context-free, context-sensitive, respectively) string language $K \subseteq \Sigma^{*}$.
(3) $T$ is consistently regular (context-free, context-sensitive) if $T=[K]_{C}$ for a regular (context-free, contexi-sensitive, respectively) string language $K \subseteq \Sigma^{*}$.

Given a reliance alphabet $C$, we will use the following notations to denote the classes of trace languages defined above. $T_{C}^{\exists}$ (REG), $T_{C}^{\forall}$ (REG) and $T_{C}$ (REG) denote the classes of existentially, universally and consistently regular trace languages (over $C)$, respectively; analogously we have the notations $T_{C}^{\exists}(\mathrm{CF}), T_{C}^{\forall}(\mathrm{CF}), T_{C}(\mathrm{CF})$, $T_{C}^{\exists}(C S), T_{C}^{\forall}(C S)$, and $T_{C}(C S)$.

### 1.3. Dependence graphs-more basics

In this subsection we will introduce more basic notions and notations concerning dependence graphs and dependence graph languages.

First we introduce some slightly different types of dependence graphs.
1.19. Definition. Let $C=(\Sigma, I, D)$ be a reliance alphabet.
(1) Let $x \in \Sigma^{*}$. The canonical reduced (transitive) dependence graph of $x$ (over $C$ ), denoted by $\langle x\rangle_{C}^{\Gamma}\left(\langle x\rangle_{C}^{t}\right.$ respectively), is the directed node-labeled acyclic graph $\operatorname{red}\left(\langle x\rangle_{C}\right)\left(\operatorname{trans}\left(\langle x\rangle_{C}\right)\right.$ respectively).
(2) Let $x \in \Sigma^{*}$. A reduced (transitive) dependence graph of $x$ (over $C$ ) is a directed node-labeled acyclic graph $d$ over $\Sigma$ such that $d \cong\langle x\rangle_{C}^{\mathrm{r}}\left(d \cong\langle x\rangle_{C}^{\mathrm{t}}\right.$ respectively).
(3) A reduced (transitive) dependence graph (over $C$ ) is a directed node-labeled acyclic graph $d$ over $\Sigma$ such that $d \cong\langle x\rangle_{C}^{\Gamma}\left(d \cong\langle x\rangle_{C}^{t}\right.$ respectively) for some $x \in \Sigma^{*}$. A set of reduced (transitive) dependence graphs (over $C$ ) is called a reduced (transitive respectively) dependence graph language (over $C$ ).

Hence, in the notation as above, $\langle x\rangle_{C}^{r}$ is obtained from $\langle x\rangle_{C}$ by omitting from it all 'transitive' edges and $\langle x\rangle_{C}^{t}$ is obtained from $\langle x\rangle_{C}$ by adding to it all possible 'transitive' edges.

For a given reliance alphabet $C$, the set of all reduced (transitive) dependence graphs over $C$ will be denoted by $\Delta^{r}(C)\left(\Delta^{t}(C)\right.$ respectively).
1.20. Remark. Note that, for a given reliance alphabet $C$ and an $x \in(\operatorname{alph}(C))^{*}$, $\langle x\rangle_{C}^{\mathrm{r}}$ and $\langle x\rangle_{C}^{\mathbf{t}_{C}}$ are unique because $\langle x\rangle_{C}$ is unique. Furthermore, note that, for a given reliance alphabet $C$ and an $x \in(\operatorname{alph}(C))^{*}$, all of $\langle x\rangle_{C},\langle x\rangle_{C}^{\mathrm{r}}$ and $\langle x\rangle_{C}^{\mathrm{t}}$ represent the same partial order on the occurrences of symbols of $x$ : $\langle x\rangle_{C}^{r}$ is the covering graph of the partial order in question, while $\langle x\rangle_{C}^{t}$ fully represents it. It is clear that, while working with these (different types of) dependence graphs which are convenient mathematical objects, we actually work with, and take the point of view of, labeled partial orders.
1.21. Example. Let $C$ be the reliance alphabet given in Example 1.4. The graph depicted in Fig. 4(a) is a reduced dependence graph of dbcee (over $C$ ) and the graph depicted in Fig. 4(b) is a transitive dependence graph of dbcee (over C).
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The different types of dependence graph languages may be specified using (different sorts of) string languages. This leads us to the following notions.
1.22. Definition. Let $C=(\Sigma, I, D)$ be a reliance alphabet.
(1) Let $K \subseteq \Sigma^{*}$. The (reaiuced, transitive) dependence graph language of $K$ (over $C)$, denoted by $\langle K\rangle_{C}\left(\langle K\rangle,\langle K\rangle_{C}^{t}\right.$, respectively), is the set $\{d \in \Delta(C)$ : there exists an $x \in K$ such that $\left.d \cong\langle x\rangle_{\rangle}\right\}\left(\left\{d \in \Delta^{\mathrm{r}}(C)\right.\right.$ : there exists an $x \in K$ such that $\left.d \cong\langle x\rangle_{C}^{\mathrm{r}}\right\}$, $\left\{d \in \Delta^{\prime}(C)\right.$ : there exists an $x \in K$ such that $\left.d \cong\langle x\rangle_{C}^{t}\right\}$, respectively).
(2) Let $W \subseteq \Gamma(\Sigma)$. $W$ called regular (context-free) if $W=\langle K\rangle_{C}$ for a regular (context-free respectively) siring language $K \subseteq \Sigma^{*}$.

Given a reliance alphabet $C, D_{C}($ REG $)$ and $D_{C}(C F)$ will denote the classes of regular and context-free dependence graph languages (over $C$ ) respectively.

We now move to consider graph composition operations on graphs. Later on, they will turn out to be useful in dealing with different types of dependence graphs.
1.23. Definition. Let $C=(\Sigma, I, D)$ be a reliance alphabet.
(1) Let $g_{1}=\left(V_{1}, E_{1}, \Sigma, l_{1}\right)$ and $g_{2}=\left(V_{2}, E_{2}, \Sigma, l_{2}\right)$ be two directed node-labeled graphs, such that $V_{1} \cap V_{2}=\emptyset$. The (reduced, transitive) graph composition of $g_{1}$ and $g_{2}$ (over $C$ ), denoted by $g_{1} \square g_{2}\left(g_{1} \square g_{2}, g_{1} \square g_{2}\right.$, respectively), is the directed node-labeled graph $g=(V, E, \Sigma, l)(g=\operatorname{red}(V, E, \Sigma, l), g=\operatorname{trans}(V, E, \Sigma, l)$, respectively), where:
(i) $V=V_{1} \cup V_{2}$;
(ii) $E=E_{1} \cup E_{2} \cup\left\{\left(v_{1}, v_{2}\right) \in V_{1} \times V_{2}:\left\{l_{1}\left(v_{1}\right), l_{2}\left(v_{2}\right)\right\} \in D\right\}$; and
(iii) for all $v \in V, l(v)=l_{1}(v)$ if $v \in V_{1}$ and $l(v)=l_{2}(v)$ if $v \in V_{2}$.
(2) Let $g_{1}$ and $g_{2}$ be two directed node-labeled graphs over $\Sigma$. A directed nodelabeled graph $g$ over $\Sigma$ is called a (reduced, transitive) graph composition of $g_{1}$ and $g_{2}($ over $C)$ if there exist $g_{1}^{\prime}=\left(V_{1}, E_{1}, \Sigma, l_{1}\right)$ and $g_{2}^{\prime}=\left(V_{2}, E_{2}, \Sigma, l_{2}\right)$, such that $g_{1}^{\prime} \cong g_{1}$, $g_{2}^{\prime} \cong g_{2}, V_{1} \cap V_{2}=\emptyset$, and $g \cong g_{1}^{\prime} \square g_{2}^{\prime}\left(g \cong g_{1}^{\prime} \sqsubset g_{2}^{\prime}, g \cong g_{1}^{\prime} \square g_{2}^{\prime}\right.$, respectively).
1.24. Remark. In order to facilitate our notation, we have not included the subscript $\mathcal{C}$ in the graph composition symbols ( $\square, \stackrel{\Gamma}{\square}$, and $\dot{t}$ ). Still it should be clear that the different types of graph compositions of directed node-labeled graphs are dependent on the reliance alphabet involved.
1.25. Example. Let $C$ be the reliance alphabet given in Example 1.4, let $d_{1}$ be the dependence graph over $C$ as depicted in Fig. 5(a), and let $d_{2}$ be the dependence graph over $C$ as depicted in Fig. 5(b). Then a graph composition of $d_{1}$ and $d_{2}$, a reduced graph composition of $d_{1}$ and $d_{2}$ and a transitive graph composition of $d_{1}$ and $d_{2}$ are shown in Figs. 2, 4(a) and 4(b) respectively.
de
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In order to simplify our notation, in the sequel of thir vaper we will skip subscripts referring to a reliance alphabet $C$, whenever it is understood from the context. Thus, e.g., we may write for a given reliance alphabet $C=(\Sigma, I, D), x, y \in \Sigma^{*}$ and $K \subseteq \Sigma^{*}$, $x \doteq y$ rather than $x \doteq_{c} y,[x]$ rather tham $[x]_{c},\langle K\rangle$ rather tham $\langle K\rangle c$, etc. Furthermore, we often will abbreviate 'dependence graph' by 'dep-graph'.

## Bibliographical comments

The notions of an independence relation, a reliance alphabet, a trace, and a trace language were introduced by Mazurkiewicz in [31]-this paper has initiated the theory of traces. The correspondence between the theory of traces and the theory of partially commutative moncids was established in [4]. Given this correspondence one may consider an alternative origin of the theory of traces (see Introduction).

The existential way of defining trace languages via string languages was indicated in [31]; however, the first extensive research on existentially regular, existentially context-free, and existentially context-sensitive trace languages is presented in [46]. Consistently regular trace languages were introduced in [4].

Finally, because of the correspondence between traces and dependerice graphs (discussed in the next section) dependence graphs are considered eith $: \mathbf{r}$ explicitly or implicitly in quite a number of papers (see, e.g., [31, 33, 46]).

## 2. Basic properties

In this section a number of basic properties of traces and trace languages (Subsection 2.1) as well as of dep-graphs and dep-graph languages (Subsection 2.2) are considered.

We begin by giving a result relating traces with dep-graphs.
2.1. Theorem. Let $C:=(\Sigma, I, D)$ be a reliance alphabet and let $x, y \in \Sigma^{*}$. Then $[x]=$ [y] if and only if $\langle x\rangle \cong\langle y\rangle$.

The above result underlies much of the philosophy (and techniques) of trace theory as presented in this paper. It says that, for a given reliance alphabet $C$, identifying strings having the same trace (which is done on basis of ind( $C$ )) yields the same result as identifying strings having the same dep-graph (which is done on basis of $\operatorname{dep}(C)$ ); thus strings are $C$-equivalent if and only if they are $C$-isomorphic.

### 2.1. Traces and trace languages

In this subsection we provide basic properties concerning traces and trace languages and introduce a number of new notions and notations related to these properties.

Since, according to Theorem 2.1, a dep-graph is 'invariant' for all strings belonging to a given trace, we can associate a dep-graph with a whole trace. Consequently, we get a clear correspondence between traces and dep-graphs, which can be partly expressed through the following definition (the other part of this correspondence is expressed through Definition 2.25.
2.2. Definition. Let $C=(\Sigma, I, D)$ be a reliance alphabet. For a $d \in \Delta(C)\left(d \in \Delta^{\mathrm{r}}(C)\right.$, $d \in \Delta^{\mathrm{t}}(C)$ ), the trace of $d$ (over $C$ ), denoted by $\llbracket d \rrbracket_{C}$, is the trace $[x]_{C}$, where $x \in \Sigma^{*}$ is such that $d \cong\langle x\rangle_{C}\left(d \cong\langle x\rangle_{C}, d \cong\langle x\rangle_{C}^{\dagger}\right.$, respectively $)$.
2.3. Remark. Viewing a dep-graph $d$ over a reliance alphabet $C$ as a representation of a labeled partial order $\pi, \llbracket d \rrbracket_{C}$ is nothing else as the set of strings corresponding to linear extensions of $\pi$.

Again, in the notation as above, we write $\llbracket d \rrbracket$ rather than $\llbracket d \rrbracket_{c}$, whenever $C$ is understood from the context.

In understanding basic properties of traces, the following easy to prove results are quite usefu!.
2.4. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet. Let $a_{1}, a_{2} \in \Sigma, u_{1}, u_{2} \in \Sigma^{*}$ and $t_{1}, t_{2}, t_{3}, t_{4} \in \Theta(C)$.
(1) $\left[u_{1}\right]=1$ if and only if $u_{1}=\lambda$.
(2.1) $t_{1} \circ\left[a_{1}\right]=t_{2} \circ\left[a_{2}\right]$ and $a_{1} \neq a_{2}$ imply:
(i) $\left\{a_{1}, a_{2}\right\} \in I$, and
(ii) there exists $s \in \Theta(C)$ such that $t_{1}=s \circ\left[a_{2}\right]$ and $t_{2}=s \circ\left[a_{1}\right]$.
(2.2) $\left[a_{1}\right] \circ t_{1}=\left[a_{2}\right] \circ t_{2}$ and $a_{1} \neq a_{2}$ imply:
(i) $\left\{a_{1}, a_{2}\right\} \in I$, and
(ii) there exists $s \in \Theta(C)$ such that $t_{1}=\left[a_{2}\right] \circ s$ and $t_{2}=\left[a_{1}\right] \circ s$.
(3) $t_{1} \circ t_{2} \circ t_{3}=t_{1} \circ t_{4} \circ t_{3}$ if and only if $t_{2}=t_{4}$.
(4) If $\left\{b_{1}, b_{2}\right\} \in I$ for all $b_{1} \in \operatorname{alph}\left(u_{1}\right)$ and $b_{2} \in \operatorname{alph}\left(u_{2}\right)$ such that $b_{1} \neq b_{2}$, then $\left[u_{1}\right] \cdot\left[u_{2}\right]=\left[u_{1}\right] \|\left[u_{2}\right]$.
2.5. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet.
(1) If $I=\emptyset$, then, for every $t \in \Theta(C), \# t=1$.
(2) If $\# \Sigma=1$, then, for every $t \in \Theta(C), \# t=1$.
(3) If $D=\operatorname{id}(\Sigma)$, then, for every $x, y \in \Sigma^{*},[x]=[y]$ if and only if, for every $a \in \Sigma$, $\#_{a}(x)=\#_{a}(y)($ i.e., if and only if $\psi(x)=\psi(y))$.

Furthermore, one has the following more involved results concerning traces.
The first one provides a characterization of the $C$-equivalence relation. It is easy to see that, for a given reliance alphabet $C$ and for $x, y \in(\operatorname{alph}(C))^{*}$, if $x \equiv y$, then, for each $a \in \operatorname{alph}(C), \#_{a}(x)=\#_{a}(y)$. However, in general, two strings $x$ and $y$ over $\operatorname{alph}(C)$ having the same number of occurrences of each letter in alph $(C)$ do not have to be $C$-equivalent. Thus, in order to characterize the $C$-equivalence relation, one has to add an additional condition.
2.6. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet. For every $x, y \in \Sigma^{*}, x \equiv y$ if and only if $\left[\right.$ for every $a \in \Sigma, \#_{a}(x)=\#_{a}(y)$, and, for every $\{a, b\} \in D, \phi_{\{a, b\}}(x)=$ $\left.\phi_{\{a, b\}}(y)\right]$.
The next result is useful in 'trace calculus' and can be seen as a generalization of the celebrated Levi Lemma for strings (see [29]).
2.7. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet. For every $x, y, z, w \in \Sigma^{*}$, $[x y]=[z w]$ if and only if there exist $u, v, r, s \in \Sigma^{*}$ such that $[x]=[u v],[y]=[r s]$, $[z]=[u r],[w]=[v s]$, and, for every $a \in \operatorname{alph}(v)$ and $b \in \operatorname{alph}(r),\{a, b\} \in I$.

In general, a trace can be obtained as a trace composition of other traces, but trace decompositions of the given trace do not have to be unique. This feature oftea complicates proofs of various properties of traces (and trace languages). Hence it is desirable to have 'normal form' decompositions of traces. One of such normal forms will be discussed now.
2.8. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet. Every $t \in \Theta(C), t \neq 1$, has a unique decomposition $t=t_{1} \circ \cdots \circ t_{m}, m \geqslant 1$, such that:
(i) for all $1 \leqslant i \leqslant m, t_{i} \neq 1$;
(ii) for all $1 \leqslant i \leqslant m, t_{i}$ can be written as $\left[u_{i}\right]$, where $u_{i} \in \Sigma^{*}, \#_{a}\left(u_{i}\right)=1$ for each $a \in \operatorname{alph}\left(u_{i}\right)$, and $\{a, b\} \in I$ for all $a, b \in \operatorname{alph}\left(u_{i}\right)$ such that $a \neq b ;$ and
(iii) for all $1 \leqslant i \leqslant m-1$, if $t_{i}=\left[u_{i}\right]$ and $t_{i+1}=\left[u_{i+i}\right]$, then, for each $a \in \operatorname{alph}\left(u_{i+1}\right)$, there exists $b \in \operatorname{alph}\left(u_{i}\right)$ such that $\{a, b\} \in D$.

Hence, by the above result, every trace can be uniquely decomposed into a minimal number of 'maximal independent' parts. This decomposition yields a unique representation for each trace $t$ and we will refer to it as the normal form of $t$. Furthermore, since the string $u_{1} \ldots u_{m}$ is a representative of $t, u_{1} \ldots u_{m}$ will be referred to as a normal representative of $t$. Finally, if we also order the alphabet $\Sigma$ involved and, for all $1 \leqslant i \leqslant m$, write the symbols in $u_{i}$ in that order, then the normal form of $t$ yields the unique string $u_{1} \ldots u_{m}$ over $\Sigma$, called the minimal normal representative of $t$; in other words, the minimal normal representative of $t$ is the string $\min \left(\left\{x \in \Sigma^{*}: x\right.\right.$ is a normal representative of $t\}$ ).
2.9. Example. Let $C$ be the reliance alphabet given in Example 1.4. Consider $t=$ [adcbbed]. We note that $t=t_{1} \circ t_{2} \circ t_{3} \circ t_{4}$, where $t_{1}=[a b], t_{2}=[d b], t_{3}=[c]$ and $t_{4}=[e d]$. Since $t_{,} t_{1}, t_{2}, t_{3}$, and $t_{4}$ satisfy the conditions (i), (ii) and (iii) from the statement of Theorem 2.8, $t_{1} \circ t_{2} \circ t_{3} \circ t_{4}$ is the (unique) normal form of $t$ and abdbced is a normal representative of $t$.

If we asume now the order of $\Sigma$ to be ( $a, b, c, d, e$ ), then the string $a b b d c d e$ is the minimal normal representative of $t$ (for the given ordering of $\Sigma$ ).

The following (deterministic) algorithm yields a normal representative of a trace for a given representative of the trace.

First we give an intuitive description of the algorithm.
Let $C=(\Sigma, I, D)$ be a reliance alphabet, let $t$ be a trace over $C$ of which we want to find a normal representative, and assume that $t$ is given through a representative $w \in \Sigma^{+} ; C$ and $w$ are the inputs of the algorithm. Let, for some $n \geqslant 1, \Sigma=\left\{\sigma_{1}, \ldots, \sigma_{n}\right\}$ and let $l=|w|$.

The algorithm will construct the decomposition $t=t_{1} \circ \cdots \circ t_{m}$ for some $m \leqslant l$ by constructing strings $u_{1}, \ldots, u_{m} \in \Sigma^{*}$ such that $t_{i}=\left[u_{i}\right]$ for all $1 \leqslant i \leqslant m$. The algorithm uses variables $u(1), \ldots, u(l)$, where, for all $1 \leqslant i \leqslant m, u(i)$ stores the so-far computed prefix of $u_{i}$. Initially, $u(1), \ldots, u(l)$ are set to $\lambda$.

For all $1 \leqslant j \leqslant n$, there is a pointer $p(j)$ which indicates that the next scanned occurrence of $\sigma_{j}$ will be appended to the current value of $u(p(j))$. Initially, $p(1), \ldots, p(n)$ are set to 1 .

To construct the decomposition of $t$, the alzonithae seads $w$ from left to right, symbol by symbol in one pass. The values of prefixes $u(1), \ldots, u(m)$ and the positions of pointers $p(1), \ldots, p(n)$ are updatec as follows. Assume that currently the algorithm reads the $k$ th element of $w, 1 \leqslant k \leqslant l$, which is an occurrence of $\sigma_{j}$ for some $1 \leqslant j \leqslant n$. Then,
(i) $\sigma_{j}$ is appended to the current value of $u(p(j))$;
(ii) for all $1 \leqslant i \leqslant n$ such that $i \neq j, \sigma_{i}$ and $\sigma_{j}$ are dependent, and $p(i) \leqslant p(j)$, the value of $p(i)$ is set to $p(j)+1$; and
(iii) the value of $p(j)$ is increased by 1 .
((ii) and (iii) have to be performed because the next occurrence of each such $\sigma_{i}$ in $w$ as well as the next occurrence of $\sigma_{j}$ in $w$ will have to occur in the decomposition of $t$ in a later 'block'.)

After (i) and (ii) are performed (in this order) upon the reading of the $k$ th element of $w, 1 \leqslant k \leqslant l-1$, the algorithm moves to scan the $(k+1)$ st element of $w$.

After the $l$ th element of $w$ has been scanned, the algorithm sets $m$ equal to the largest $i$ such that $u(i) \neq \lambda$ and the algorithm outpute the string $u(1) \ldots u(m)$.

More iormally, the algorithm is as follows.

### 2.10. Algorithm.

Input: A reliance alphabet $C=(\Sigma, I, D)$ and a string $w \in \Sigma^{+}$.
Declaration: Let $l=|w|, n=\# \Sigma$ and $\Sigma=\left\{\sigma_{1}, \ldots, \sigma_{n}\right\}$; let $k$ be a variable over $\{0, \ldots, l\}$ and let $p$ be an array of length $n$ over $\{1, \ldots, l+1\}$; let $i$ and $j$ be variables over $\{1, \ldots, n\}$; let $u$ be an array of length $l \operatorname{over}(\Sigma \cup\{\lambda\})^{n}$; let $m$ be a variable over $\{1, \ldots, l\}$.

Computation:
(1) for all $1 \leqslant i \leqslant n, p(i):=1$.
(2) for all $1 \leqslant k \leqslant l, u(k):=\lambda$.
(3) $k:=0$.
(4) $k:=k+1$.
(5) set $j$ such that $w(k)=\sigma_{j}$.
(6) $u(p(j)):=u(p(j)) \cdot \sigma_{j}$.
(7) for all $1 \leqslant i \leqslant n$ such that $i \neq j, p(i) \leqslant p(j)$ and $\left\{\sigma_{i}, \sigma_{j}\right\} \in D, p(i):=p(j)+1$.
(8) $p(j):=p(j)+1$.
(9) if $k<l$ then goto (4).
(10) set $m$ such that $u(m) \neq \lambda$ and either $m<l$ and $u(m+1)=\lambda$, or $m=l$.
(11) stop.

Output: The string $u(1) \ldots u(m)$.
2.11. Example. Let $\boldsymbol{C}$ be the reliance alphabet given in Example 1.4 and let $\boldsymbol{w}=$ adcbbed. Then the computation of Algorithm 2.10, starting with $C$ and $w$, can be illustrated as in Fig. 6. Hence, the output of the algorithm is abdbced.

|  | adcbbed | u（1） | u（2） | u（3） | u（4） | u（5） | u（5） | u（7） |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | adcbbed | ¢¢ヶ¢个个 |  |  |  |  |  |  |
| 1 | dcbbed | ${ }_{\text {a }}^{\text {a }}$ | 个个个个 acde |  |  |  |  |  |
| 2 | cbbed | $\stackrel{\mathrm{a}}{\hat{\mathrm{~b}}}$ | $\underset{\hat{e}}{\mathbf{d}^{\prime}}$ | arpr |  |  |  |  |
| 3 | bbed | $\underset{i}{\text { a }}$ | d | $c$ | $\begin{aligned} & \text { 个个个个 } \\ & \text { acde } \end{aligned}$ |  |  |  |
| 4 | bed | $a b$ | $\underset{\hat{b}}{\mathrm{~d}}$ | c | $\begin{aligned} & \text { } \uparrow \uparrow \uparrow \uparrow \\ & \text { acde } \end{aligned}$ |  |  |  |
| 5 | ed | $a b$ | db | ${ }^{c} \hat{\hat{b}}$ | ¢个ヶ个 acde |  |  |  |
| 6 | d | ab | db | c | $\mathbf{e}_{\hat{d}}^{\mathbf{d}}$ | $\uparrow \uparrow \uparrow \uparrow$ abce |  |  |
| 7 |  | ab | db | c | ed | 个个个个̂ abcde |  |  |
|  |  | u（1） | u（2） | u（3） | u（4） | u（5） | $u(6)$ | u（7） |

Fig． 6
Formalizing the above we get the following result．
2．12．Theorem．Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $w \in \Sigma^{+}$．Let $x$ be the output of Algorithm 2.10 for the input（ $C, w$ ）．Then $x$ is a normal representative of $[w]$ ．

The computation of a normal representative of a trace by Algorithm 2.10 is done quite efficiently．

2．13．Theorem．（1）For a reliance alphabet $C=(\Sigma, I, D)$ with $n=\# \Sigma$ and a string $w \in \Sigma^{+}$with $l=|w|$ ，a normal representative of $[w]$ is constructed by Algorithm 2.10 in time $\mathbf{O}(n l)$ ．
（2） Let $C=(\Sigma, I, D)$ be a reliance alphabet with $n=\# \Sigma$ ．For a string $w \in \Sigma^{+}$with $l=|w|$ ，a normal representative of $[w]$ is constructed by Algorithm 2.10 in time O （i）．

Proof. Consider Algorithm 2.10. The theorem follows directly from the following observations:
(i) the steps (1), (2), (3), and (10) are executed once;
(ii) the steps (4) through (9) are executed $l$ times;
(iii) the steps (3), (4), (6), (8), and (9) have a constant time complexity;
(iv) the steps (1), (5), and (7) have a time complexity which is linear in $n$; and
(v) the steps (2) and (10) hav a time complexity which is linear in $l$.

We now move to basic properties of trace languages.
2.14. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $K, L \subseteq \Sigma^{*}$.
(1) $K=\emptyset$ if and only if $[K]^{\exists}=\emptyset$.
(2) $K \subseteq L$ implies that $[K]^{\exists} \subseteq[L]^{\exists}$.
(3) $[K]^{\exists} \circ[L]^{\exists}=[K L]^{\exists}$.
(4) $\left[K^{*}\right]^{3}=\left([K]^{3}\right)^{*}$.
(5) $[K]^{3} \cup[L]^{\exists}=[K \cup L]^{\exists}$.
(6) $[K \cap L]^{\exists} \subseteq[K]^{ヨ} \cap[L]^{ヨ}$.
(7) $K=\Sigma^{*}$ implies that $[K]^{\exists}=\Theta(C)$.
2.15. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $K, L \subseteq \Sigma^{*}$.
(1) $K=\emptyset$ implies that $[K]^{\forall}=\emptyset$.
(2) $K \subseteq L$ implies that $[K]^{\forall} \subseteq[L]^{\forall}$.
(3) $[K]^{\forall} \cup[L]^{\forall} \subseteq[K \cup L]^{\forall}$.
(4) $[K]^{\forall} \cap[L]^{\forall}=[K \cap L]^{\forall}$.
(5) $K=\Sigma^{*}$ if and only if $[K]^{\forall}=\Theta(C)$.
2.16. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $K, L \subseteq \Sigma^{*}$.
(1) $[K]^{\forall} \subseteq[K]^{3}$.
(2) $[K]^{\exists}=\Theta(C)-\left[\Sigma^{*}-K\right]^{\forall}$.
(3) $[K]^{\forall}=\Theta(C)-\left[\Sigma^{*}-K\right]^{3}$.
(4) $[K-L]^{3} \subseteq[K]^{3}-[L]^{V}$.
(5) $[K-L]^{\vee}=[K]^{\forall}-[L]^{\exists}$.

The following 'collective' example provides a ramification of the last three theorems. It provides examples needed to prove that inclusions (implications) from the above three results can be strict (cannot be turned into 'if-and-only-if' statements respectively). After each example we provide (in brackets) a pointer to the inclusion (implication) that can be proved to be strict (can be shown to be not convertible into an 'if-and-orly-if' statement respectively) using this particular counter-example; exceptions are the points (7) through (10), which demonstrate why Theorem 2.15 does not state analogies of the points (3) and (4) from Theorem 2.14.
2.17. Example. Let $C=(\Sigma, I, D)$ be the reliance alphabet such that $\Sigma=\{a, b\}$ and $I=\{\{a, b\}\}$.
(1) $[\{a b\}]^{\exists}=\{\{a b, b a\}\} \subseteq\{\{a b, b a\}\}=[\{b a\}]^{\exists}$, while $\{a b\} \nsubseteq\{b a\} \quad$ (Theorem 2.14(2)).
(2) $[\{a b\}]^{ヨ} \cap[\{b a\}]^{\exists}=\{\{a b, b a\}\} \cap\{\{a b, b a\}\}=\{\{a b, b a\}\} \nsubseteq \emptyset=[\emptyset]^{\exists}$ $=[\{a b\} \cap\{b a\}]^{3}$ (Theorem 2.14(6)).
(3) Since $a b \equiv b a$ and $a b \in \Sigma^{*}-\{b a\},\left[\Sigma^{*}-\{b a\}\right]^{3}=\Theta(C)$, while $\Sigma^{*}-\{a b\} \neq$ $\Sigma^{*}$ (Theorem 2.14(7)).
(4) $[\{a b\}]^{\forall}=\emptyset$, while $\{a b\} \neq \emptyset$ (Theorem 2.15(1)).
(5) $[\{a b\}]^{\forall}=\emptyset \subseteq \emptyset=[\{b a\}]^{\forall}$, while $\{a b\} \notin\{b a\}$ (Theorem 2.15(2)).
(6) $[\{a b\} \cup\{b a\}]^{\forall}=[\{a b, b a\}]^{\forall}=\{\{a b, b a\}\} \nsubseteq \emptyset=[\{a b\}]^{\forall} \cup[\{b a\}]^{\forall} \quad$ (Theorem 2.15(3)).
(7) $[\{a\}]^{\forall} \circ[\{b\}]^{\forall}=\{\{a\}\} \circ\{\{b\}\}=\{\{a b, b a\}\} \nsubseteq \emptyset=[\{a b\}]^{\forall}=[\{a\}\{b\}]^{\forall}$.
(8) $[\{\lambda, a b\}\{\lambda, b a\}]^{\forall}=[\{1, a b, b a, a b b a\}]^{\forall}=\{1,[a b]\} \notin\{1\}=[\{\lambda\}]^{\forall} \circ[\{\lambda\}]^{\forall}$ $=[\{\lambda, a b\}]^{\forall} \circ[\{\lambda, b a\}]^{\forall}$.
(9) If $K=\{a b, a a b b, a b b a, b a a b, b a b a, b b a a\}$, then $a b a b \in K^{*}$ and consequently, $[a a b b] \in\left[K^{*}\right]^{\forall}$. Hence, since $[K]^{\forall}=\emptyset,[a a b b] \in\left[K^{*}\right]^{\forall} \notin\{1\}=\emptyset^{*}=\left([K]^{\forall}\right)^{*}$.
(10) If $K=\{a b, b a\}$, then $\left([K]^{\forall}\right)^{*}=\{\{a b, b a\}\}^{*}$ and consequently, $[a b a b]=$ $[a b] \circ[a b]=\{a b, b a\} \circ\{a b, b a\} \in\left([K]^{\forall}\right)^{*}$. Hence, since $\left[K^{*}\right]^{\forall}=\{\{a b, b a\}, 1\}$, $[a b a b] \notin\left[K^{*}\right]^{\forall}$ and thus, $\left([K]^{\forall}\right)^{*} \notin\left[K^{*}\right]^{\forall}$.
(11) $[\{a b\}]^{\exists}=\{\{a b, b a\}\} \not \subset \emptyset=[\{a b\}]^{\forall}$ (Theorem 2.16(1)).
(12) $[\{a b\}]^{\exists}-[\{a b\}]^{\forall}=\{\{a b, b a\}\}-\emptyset \nsubseteq \emptyset=[\emptyset]^{\exists}=[\{a b\}-\{a b\}]^{\exists} \quad$ (Theorem 2.16(4)).

Given a reliance alphabet $C$ and a $K \subseteq(\operatorname{alph}(C))^{*}$, it is important (for defining $[K]^{\exists}$ and $[K]^{\forall}$ ) to understand the way in which the partition of $\Sigma^{*}$ induced by $\equiv$ partitions $K$. To this aim we roduce now a number of technical notions and state some of their basic propertis
2.18. Definition. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $K \subseteq \Sigma^{*}$.
(1) The C-exterior of $K$, denoted by $\uparrow_{c} K$, is the string language $\bigcup\{t \in \Theta(C): t \in$ $\left.[K]^{3}\right\}$.
(2) The $C$-interior of $K$, denoted by $\downarrow_{C} K$, is the string language $\bigcup\{t \in \Theta(C): t \in$ $\left.[K]^{\bullet}\right\}$.
(3) $K$ is $C$-consistent if and only if $[K]^{\exists}=[K]^{\forall}$.
2.19. Remark. Note that thus, for a reliance alphabet $C$ and a $K \subseteq(\operatorname{alph}(C))^{*}$, the $C$-exterior of $K$ is based on the existential trace language of $K$, while the $C$-interior of $K$ is based on the universal trace language of $K$.

Again, to simplify our notation, we write $\uparrow K$ and $\downarrow K$ rather than $\uparrow_{c} K$ and $\downarrow_{c} K$, respectively, whenever $C$ is understood from the context.

The basic relationships between the above noti $\mathrm{nns}^{2}$ and $e^{y}-$ tentially and universally defined trace languages are given by the following resul .
2.20. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $K \subseteq \Sigma^{*}$.
(1) $\downarrow K \subseteq K \subseteq \uparrow K$.
(2) $\uparrow K=\Sigma^{*}-\downarrow\left(\Sigma^{*}-K\right)$.
(3) $\downarrow K=\Sigma^{*}-\uparrow\left(\Sigma^{*}-K\right)$.
2.21. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet, let $T \subseteq \Theta(C)$ and let $K=$ $\bigcup\{t \in \Theta(C): t \in T\}$. Then $T=[K]^{\exists}=[K]^{\forall}$.
2.22. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $K \subseteq \Sigma^{*}$.
(1) $\uparrow K$ and $\downarrow K$ are $C$-consistent.
(2) $\uparrow K=\bigcap\left\{K^{\prime} \subseteq \Sigma^{*}: K \subseteq K^{\prime}\right.$ and $K^{\prime}$ is $C$-consistent $\}$ and $\downarrow K=$ $\bigcup\left\{K^{\prime} \subseteq \Sigma^{*}: K^{\prime} \subseteq K\right.$ and $K^{\prime}$ is $C$-consistent $\}$.
2.23. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $K \subseteq \Sigma^{*}$. The following four statements are equivalent.
(1) $K$ is $C$-consistent.
(2) $K=\downarrow K$.
(3) $K=\uparrow K$.
(4) For all $x, y \in \Sigma^{*},[x]=[y]$ implies $[x \in K$ if and only if $y \in K]$.

The above notions are closely related to our basic classification (see Definition 1.18) of trace languages.
2.24. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $K \subseteq \Sigma^{*}$ be regular (context-free, context-sensitive).
(1) $\uparrow K$ is a regular (context-free, context-sensitive respectively) string language over $\Sigma$ if and only if $[K]^{\exists}$ is a consistently regular (context-free, context-sensitive respectively) trace language over $C$.
(2) $\downarrow K$ is a regular (context-free, context-sensitive respectively) string language over $\Sigma$ if and only if $[K]^{\forall}$ is a consistently regular (context-fre?, context-sensitive respectively) trace language over $C$.

### 2.2. Dep-graphs and dep-graph languages

In this subsection we will give basic properties of dep-graphs. First we provide some general results concerning dep-graphs, then we take a more detailed look into the different types of dep-graphs and the different types of graph compositions.

We start by formulating the second part of the correspondence between traces and dep-graphs (implied by Theorem 2.1)-the first part of this correspondence was already expressed through Definition 2.2.
2.25. Definition. Let $C=(\Sigma, I, D)$ be a reliance alphabet, where $\Sigma$ is ordered.
(1) For a $t \in \Theta(C)$, the canonical (reduced, transitive) dependence graph of $t$ (over $C)$, denoted by $\langle t\rangle_{C}\left(\langle t\rangle_{C}^{r},\langle t\rangle_{C}^{t}\right.$, respectively), is the canonical (reduced, transitive, respectively) dependence graph $\langle x\rangle_{C}\left(\langle x\rangle_{C}^{r},\langle x\rangle_{C}^{t}\right.$, respectively), where $x$ is the minimal normal representative of $t$.
(2) For a $t \in \Theta(C)$, a (reduced, transitive) dependence graph of $t$ (over $C$ ) is a node-labeled acyclic graph $d$ over $\Sigma$ such that $d \cong\langle t\rangle_{C}\left(d \cong\langle t\rangle_{C}^{r}, d \cong\langle t\rangle\right\rangle_{C}$, respectively).

Again, in the notation as above, we write $\langle t\rangle\rangle,\langle t\rangle\rangle^{\Gamma}$, and $\left.\langle t\rangle\right\rangle^{t}$ rather than $\langle t\rangle_{C}$, $\langle t\rangle_{C}^{r}$, and $\langle t\rangle_{C}^{t}$, respectively, whenever $C$ is understood from the context.
2.26. Remark. Note that the canonical (reduced, transitive) dep-graph of a trace can only be defined when the alphabet considered is ordered. However, since we always deal with finite alphabets, we may assume that, whenever we deal with the canonical (reduced, transitive) dep-graph of a trace, the alphabet considered is ordered.

We continue by giving a characterization of dep-graphs.
2.27. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $g=(V, E, \Sigma, l)$ be a directed node-labeled graph. $g$ is a dep-graph over $C$ if and only if $[g$ is acyclic and, for every $v^{\prime}, v^{\prime \prime} \in V$ with $v^{\prime} \neq v^{\prime \prime},\left\{l\left(v^{\prime}\right), l\left(v^{\prime \prime}\right)\right\} \in D$ if and only if either $\left(v^{\prime}, v^{\prime \prime}\right) \in E$ or $\left.\left(v^{\prime \prime}, v^{\prime}\right) \in E\right]$.

Proof. If $g$ is a dep-graph over $C$, then, by definition, we may assume that, for some $n \geqslant 0, V=\left\{v_{1}, \ldots, v_{n}\right\}$ is such that, for all $1 \leqslant i, j \leqslant n,\left(v_{i}, v_{j}\right) \in E$ if and only if $\left[i<j\right.$ and $\left.\left\{l\left(v_{i}\right), l\left(v_{j}\right)\right\} \in D\right]$. Consequently, $g$ is acyclic and, for every $v^{\prime}, v^{\prime \prime} \in V$ with $v^{\prime} \neq v^{\prime \prime},\left\{l\left(v^{\prime}\right), l\left(v^{\prime \prime}\right)\right\} \in D$ if and only if either $\left(v^{\prime}, v^{\prime \prime}\right) \in E$ or $\left(v^{\prime \prime}, v^{\prime}\right) \in E$.

If $g$ is acyclic, then we may assume that, for some $n \geqslant 0, V=\left\{v_{1}, \ldots, v_{n}\right\}$ is such that, for all $1 \leqslant i, j \leqslant n,\left(v_{i}, v_{j}\right) \in E$ implies that $i<j$. Hence, if additionally $g$ is such that, for all $1 \leqslant i, j \leq n$ with $i \neq j,\left\{l\left(v_{i}\right), l\left(v_{j}\right)\right\} \in D$ if and only if either $\left(v_{i}, v_{j}\right) \in E$ or $\left(v_{j}, v_{i}\right) \in E$, then, for all $l \leqslant i, j \leqslant n,\left(v_{i}, v_{j}\right) \in E$ if and only if $\left[i<j\right.$ and $\left\{l\left(v_{i}\right), l\left(v_{j}\right)\right\} \in$ $D]$. Consequently, $g$ is a dep-graph of the string $l\left(v_{1}\right) \ldots l\left(v_{n}\right)$.

The following nondeterministic algorithm yields a representative of the trace of a dep-graph. The method used by the algorithm is often referred to as topological sorting (see, e.g., [35]).

Intuitively, given a dep-graph $\boldsymbol{d}$ over a reliance alphabet $C$, the algorithm iterates the following steps:
(i) choose a minimal node of $d$;
(ii) concatenate its label to the so far obtained sequence of labels; and
(iii) remove the chosen node (together with its outgoing edges).

This is done until no nodes are left.

### 2.28. Algorithm.

Input: A reliance aiphabet $C=(\Sigma, I, D)$ and a dep-graph $d=(V, E, \Sigma, l) \neq \Lambda$ over C.

Declaration: Let $n=\# V$ and $V=\left\{v_{1}, \ldots, v_{n}\right\}$; let $x$ be a variable over $(\Sigma \cup\{\lambda\})^{n}$; let $i, j$ and $k$ be variables over $\{0, \ldots, n\}$ and let $W$ be a variable over $\mathscr{P}(\{1, \ldots, n\})$.

## Computation:

(1) $x:=\lambda ; i:=0 ; W:=\{1, \ldots, n\}$.
(2) $i:=i+i$.
(3) set $j$ such that $j \in W$ and, for all $k \in W,\left(v_{k}, v_{j}\right) \notin E$.
(4) $x:=x \cdot l\left(v_{j}\right) ; W:=W-\{j\}$.
(5) if $i<n$ then goto (2).
(6) stop.

Output: The string $x$.
2.29. Example. For $\boldsymbol{C}$ being the reliance alphabet given in Example 1.4 and $\boldsymbol{d}$ being the dep-graph over $C$ depicted in Fig. 2, a computation of the above algorithm is depicted in Fig. 7; in this case $x=d b c e e$. Note that another computation would give a different result, e.g., $x=$ bdcee.

Formalizing the above we get the following result, the obvious proof of which is left to the reader.
2.30. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $d \neq \Lambda$ be a dep-graph over C. Let $X$ be the set of all outputs of Algorithm 2.28 for the input $(C, d)$. Th 1, for every $x \in \Sigma^{*}, x \in X$ if and only if $[x]=\llbracket d \rrbracket$ (i.e., $[x]$ is the trace of $d$ ).

Although the following deterministic algorithm (Algorithm 2.31) yielding a depgraph of (a representative of) a trace is an obvious implementation of Definition 1.8, for the sake of completeness we provide it here; Algorithm 2.28 and Algorithm 2.31 together form a complete picture of translations (both ways) between dep-graphs and (representatives of) traces.

Intuitively, given a trace $t$ over a reliance alphabet $C$ via a representative $x$, the algorithm iterates the ollowing steps:
(i) to the so-far obtained graph a node labeled by the first symbol of $\boldsymbol{x}$ (say $b$ ) is added;
(ii) this (occurrence of) $b$ is erased from $x$; and
(iii) the new node gets incoming edges from all other nodes which are iabeled by a symbol dependent of $b$.
This is done until no symbols of $\boldsymbol{x}$ are left.

### 2.31. Algorithm.

Input: A reliance alphabet $C=(\Sigma, I, D)$ and a string $x \in \Sigma^{+}$.
Declaration: Let $n=|x|$; let $V=\left\{v_{1}, \ldots, v_{n}\right\}$, let $E$ be a variable over $\mathscr{P}(V \times V)$ and let $l$ be a variable over $\{f: f$ is a partial function from $V$ into $\Sigma\}$; let $i$ and $j$ be variables over $\{0, \ldots, n\}$.

Computation:
(1) $E:=\emptyset ; i:=0$.
(2) $i:=i+1$.

after first iteration:

d
after second iteration:



Fig. 7
(3) $l\left(v_{i}\right):=x(i)$.
(4) $E:=E \cup\left\{\left(v_{j}, v_{i}\right) \in V \times V: 1 \leqslant j \leqslant i-1\right.$ and $\left.\left\{l\left(v_{j}\right), l\left(v_{i}\right)\right\} \in D\right\}$.
(5) if $\boldsymbol{i}<\boldsymbol{n}$ then goto (2).
(6) stop.

Output: The directed node-labeled graph ( $V, E, \Sigma, l$ ).
2.32. Example. For $C$ being the reliance alphabet given in Example 1.4 and $w=$ $d b c e e$, the computation of the above algorithm is depicted in Fig. 8.
to process string
obtained dep-graph:
initial situation:
dbcee
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Fig. 8
Formalizing the above we get the following result, whose obvious proof is left to the reader.
2.33. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $x \in \Sigma^{+}$. Let $g$ be the output of Algorithm 2.31 for the input $(C, x)$. Then $g \cong\langle t\rangle$ (i.e., $g$ is a dep-graph of $t$ ), where $t$ is the trace of $x$.

Now we consider in more detail the different types of dep-graphs and the different types of graph compositions.

As we have seen in Definition 1.19, for a reliance alphabet $C$ and a string $x$ over alph $(C)$, the canonical reduced (transitive) dep-graph of $x$ can be directly constructed from the canonical dep-graph of $x$. The following theorem presents a reverse construction.
2.34. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $x \in \Sigma^{*}$.
(1) Let $\langle x\rangle^{r}=(V, E, \Sigma, l)$, let $E_{1}=\left\{\left(v_{1}, v_{2}\right) \in V \times V:\langle x\rangle^{r}\right.$ contains a path of length at least 2 from $v_{1}$ to $\left.v_{2}\right\}$ and let $E_{2}=\left\{\left(v_{1}, v_{2}\right) \in E_{1}:\left\{l\left(v_{1}\right), l\left(v_{2}\right)\right\} \in D\right\}$. Then $\langle x\rangle=$ $\left(V, E \cup E_{2}, \Sigma, l\right)$ and $\langle x\rangle^{t}=\left(V, E \cup E_{1}, \Sigma, l\right)$.
(2) Let $\langle x\rangle^{t}=(V, E, \Sigma, l)$, let $E_{1}=\left\{\left(v_{1}, v_{2}\right) \in V \times V:\langle x\rangle^{t}\right.$ contains a path of length at least 2 from $v_{1}$ to $\left.v_{2}\right\}$ and let $E_{2}=\left\{\left(v_{1}, v_{2}\right) \in E_{1}:\left\{l\left(v_{1}\right), l\left(v_{2}\right)\right\} \in I\right\}$. Then $\langle x\rangle=$ $\left(V, E-E_{2}, \Sigma, l\right)$ and $\langle x\rangle^{r}=\left(V, E-E_{1}, \Sigma, l\right)$.

Proof. The theorem follows directly from the graph-theoretical observation that, for a directed node-labeled graph $g=(V, E, \Sigma, l)$ and for $v_{1}, v_{2} \in V, g$ contains a path of length at least 2 from $v_{1}$ to $v_{2}$ if and only if red $(g)$ contains a path of length at least 2 from $v_{1}$ to $v_{2}$ if and only if $\operatorname{trans}(g)$ contains a path of length at least 2 from $v_{1}$ to $v_{2}$.

The above theorem directly implies the following extension of Theorem 2.1.
2.35. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $x, y \in \Sigma^{*}$. Then the following four statements are equivalent.
(1) $[x]=[y]$.
(2) $\langle x\rangle \cong\langle y\rangle$.
(3) $\langle x\rangle^{r} \cong\langle y\rangle^{\mathrm{r}}$.
(4) $\langle x\rangle^{t} \cong\langle y\rangle^{t}$.

The different types of dep-graphs are closely related to the operation of trace composition and to the different types of graph compositions as follows.
2.36. Theorein. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $x, y_{1}, y_{2} \in \Sigma^{*}$. Then the following four statements are equivalent.
(1) $[x]=\left[y_{1}\right] \circ\left[y_{2}\right]$.
(2) $\langle x\rangle$ is a graph composition of $\left\langle y_{1}\right\rangle$ and $\left\langle y_{2}\right\rangle$.
(3) $\langle x\rangle^{\mathrm{r}}$ is a reduced graph composition of $\left\langle y_{1}\right\rangle^{\mathrm{r}}$ and $\left\langle y_{2}\right\rangle^{\mathrm{r}}$.
(4) $\langle x\rangle^{t}$ is a transitive graph composition of $\left\langle y_{1}\right\rangle^{t}$ and $\left\langle y_{2}\right\rangle^{t}$.

Proof. The theorem directly follows from Definition 1.23, Theorem 2.35, and the observation that, for every $z_{1}, z_{2} \in \Sigma^{*},\left\langle z_{1} z_{2}\right\rangle$ is a graph composition of $\left\langle z_{1}\right\rangle$ and $\left\langle z_{2}\right\rangle$.

The edge cuts in dep-graphs play the role of 'gluers in graph compositions'. This is formally expressed by the following result.
2.37. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet.
(1) Let $d^{\prime}=\left(V^{\prime}, E^{\prime}, \Sigma, l^{\prime}\right)$ and $d^{\prime \prime}=\left(V^{\prime \prime}, E^{\prime \prime}, \Sigma, l^{\prime \prime}\right)$ be (reduced, transitive) depgraphs over $C$ such that $V^{\prime} \cap V^{\prime \prime}=\emptyset$; let $d=(V, E, \Sigma, l)$ be the (reduced, transitive, respectively) graph composition of $d^{\prime}$ and $d^{\prime \prime}$. If $E-\left(E^{\prime} \cup E^{\prime \prime}\right) \neq \emptyset$, then $E-\left(E^{\prime} \cup E^{\prime \prime}\right)$ is an edige cut :
(2) Let $d=(V, E, \Sigma, l)$ be a (reduced, transitive) dep-graph over $C$ and let $F$ be an edge cut of d. Let $g^{\prime}=\left(V^{\prime}, E^{\prime}, \Sigma, l^{\prime}\right)$ and $g^{\prime \prime}=\left(V^{\prime \prime}, E^{\prime \prime}, \Sigma, l^{\prime \prime}\right)$ be the directed node-labeled graphs such that $V^{\prime} \cap V^{\prime \prime}=\emptyset, V^{\prime} \cup V^{\prime \prime}=V, E=E^{\prime} \cup E^{\prime \prime} \cup F, F \subseteq V^{\prime} \times V^{\prime \prime}, l^{\prime}=\left.l\right|_{V^{\prime}}$ and $l^{\prime \prime}=\left.l\right|_{v^{\prime \prime} .}$ Then $g^{\prime}$ and $g^{\prime \prime}$ are (reduced, transitive, respectively) dep-graphs over $C$ and $d$ is the (reduced, transitive, respectively) graph compusition of $g^{\prime}$ and $g^{\prime \prime}$.

Proof. (1) directly follows from the fact that in the (reduced, transitive, respectively) graph composition of two graphs, new edges are only edges from the first graph to the second graph.
(2) directly follows from Theorem 2.27, Theorem 2.36 and (1) above.

We end this subsection with a basic observation concerning node cuts of depgraphs.
2.38. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet, let $d=(V, E, \Sigma, l)$ be a (transitive, reduced) dep-graph over $C$, let $S$ be a node cut of $d$ and let $\alpha$ be the size of the greatest clique of $I$.
(1) If $v, w \in S$ and $v \neq w$, then $\{l(v), l(w)\} \in I$.
(2) $\# S \leqslant \alpha$.

Proof. (1) directly follows from the fact that in the (reduced, transitive, respectively) graph composition of two graphs, new edges are only edges from the first graph to the second graph.
(2) directly follows from Theorem 2.27, Theorem 2.36 and (1) above.

## Bibliographical comments

The correspondence between traces and dependence graphs (Theorem 2.1) is observed in many different papers, e.g., in [31, 33, 46]. However, with the exception of [33], none of these papers elaborates on this correspondence.

Since many of the results stated in Subsection 2.1 are basic, they can be found in differ ent papers, e.g., in [34, 39, 46], or, in a different terminology, in [38] (it is interesting to notice the similarity of the basic methodologies of the theory of traces and the theory of rough sets). The characterization of the $C$-equivalence relation (Theorem 2.6) is proved in [39] and the generalization of Levi's Lemma for strings (Theorem 2.7) is proved in [33]. The ideas behind the decomposition of traces into normal forms (Theorem 2.8 and Algorithm 2.10) are from [12], although the proof ©f Theorem 2.8 can be found in [27]; also [4] and Algorithm 4.1 in. Section 4 must be mentioned in this context. The notion of the $C$-exterior of a string language and
the notion of a $C$-consistent string language can be found in various papers, e.g., in [38, 46, 47]; in [38] one also finds the notion of the $C$-interior of a string language.

The graph composition of dependence graphs discussed in Subsection 2.2 is considered for the first time in [45].

## 3. Trace languages revisited

### 3.1. Equations on trace languages

As we have seen in the previous sections, we use string languages to define trace languages. One of the important meihods of specifying string languages is to use fixed points of equations (see, e.g., [43]). In this subsection we will investigate how fixed points of equations on string languages carry over to fixed points of equations on trace languages. This allows one to use equations on trace languages, where in solving these equations techniques for solving equations on string languages may be used.
3.1. Definition. Let $A$ be a set and let $f$ be a function from $\mathscr{P}(A)$ into $\mathscr{P}(A)$.
(1) $f$ is monotone, if, for every $X^{\prime}, X^{\prime \prime} \subseteq A, X^{\prime} \subseteq X^{\prime \prime}$ implies that $f\left(X^{\prime}\right) \subseteq f\left(X^{\prime \prime}\right)$.
(2) $X \subseteq A$ is called a fixed point of $f$ if $f(X)=X$.
3.2. Example. Let $\Sigma$ be an alphabet and let $f$ and $g$ be the functions from $\mathscr{P}\left(\Sigma^{*}\right)$ into $\mathscr{P}\left(\Sigma^{*}\right)$ defined as follows: for every $X \subseteq \Sigma^{*}, f(X)=X^{*}$ and $g(X)=\Sigma^{*}-f(X)$.
(1) Since, for every $X^{\prime}, X^{\prime \prime} \subseteq \Sigma^{*}, X^{\prime} \subseteq X^{\prime \prime}$ implies that $f\left(X^{\prime}\right)=\left(X^{\prime}\right)^{*} \subseteq\left(X^{\prime \prime}\right)^{*}=$ $f\left(X^{\prime \prime}\right), f$ is monotone. However, since $\emptyset \subseteq \Sigma$ while $g(\emptyset)=\Sigma^{+} \nsubseteq \emptyset=g(\Sigma), g$ is not monotone.
(2) Since, for every $X \subseteq \Sigma^{*}, X^{*}=\left(X^{*}\right)^{*}=f\left(X^{*}\right)$, every $X^{*}$ with $X \subseteq \Sigma^{*}$ is a fixed point of $f$. However, since, for every $X \subseteq \Sigma^{*}$ and $x \in \Sigma^{*}, x \in X$ implies $x \notin \Sigma^{*}-X^{*}=g(X)$, and since $\emptyset \neq \Sigma^{*}-\emptyset^{*}, g$ has no fixed points.

The following fundamental result concerning fixed points of monotone functions is due to Tarski and Knaster (see, e.g., [48]).
3.3. Theorem. Let $A$ be a set and let $f$ be a monotone function from $\mathscr{P}(A)$ into $\mathscr{P}(A)$. Let $P$ be the set of all fixed points of $f$.
(1) $P \neq \emptyset$.
(2) $\bigcap\{X \subseteq A: X \in P\}=\bigcap\{X \subseteq A: f(X) \subseteq X\}$.
(3) $\bigcup\{X \subseteq A: X \in P\}=\bigcup\{X \subseteq A: X \subseteq f(X)\}$.

The above theorem justifies calling the set $\bigcap\{X \subseteq A: X \in P\}$ the minimal fixed point of $f$ and the set $\cup\{X \subseteq A: X \in P\}$ the maximal fixed poin of $f$.
3.4. Example. Let $\Sigma$ and $f$ be as in Example 3.2. Since $f$ is monotone, $f$ has a minimal fixed point, which is $\{\lambda\}$, and a maximal fixed point, which is $\Sigma^{*}$. This is seen as follows.

Assume that $X \subseteq \Sigma^{*}$ is a fixed point of $f$ ，i．e．，$f(X)=X^{*}=X$ ．Consequently， $\lambda \in X$ ．Thus，$\lambda$ is an element of every fixed point of $f$ ．Moreover，since $f(\{\lambda\})=\{\lambda\}^{*}=$ $\{\lambda\},\{\lambda\}$ is also a fixed point of $f$ ；thus，$\{\lambda\}$ is the minimal fixed point of $f$ ．Furthermore， since every fixed point of $f$ is a subset of $\Sigma^{*}$ and since $f\left(\Sigma^{*}\right)=\left(\Sigma^{*}\right)^{*}=\Sigma^{*}$ implies that $\Sigma^{*}$ is also a fixed point of $f, \Sigma^{*}$ is the maximal fixed point of $f$ ．

In order to establish the link between functions on string languages and functions on trace languages，we need the following definition．

3．5．Definition．Let $C=(\Sigma, I, D)$ be a reliance alphabet．
（1）Let $f$ be a function from $\mathscr{P}\left(\Sigma^{*}\right)$ into $\mathscr{P}\left(\Sigma^{*}\right)$ ．
（1．1）$f$ is called C－existential（ $C$－universal）if，for everv $X^{\prime}, X^{\prime \prime} \subseteq \Sigma^{*},\left[X^{\prime}\right]^{3}=\left[X^{\prime \prime}\right]^{3}$ implies that $\left[f\left(X^{\prime}\right)\right]^{3}=\left[f\left(X^{\prime \prime}\right)\right]^{\exists}\left(\left[X^{\prime}\right]^{\forall}=\left[X^{\prime \prime \prime}\right]^{\forall}\right.$ implies that $\left[f\left(X^{\prime}\right)\right]^{\forall}=$ $\left[f\left(X^{\prime \prime}\right)\right]^{\forall}$ respectively）．
（1．2）$f$ is called $C$－consistent if，for every $X \subseteq \Sigma^{*}, X$ is $C$－consistent implies that $f(X)$ is $C$－consistent．
（2）Let $f$ be a $C$－existential（ $C$－universal）function from $\mathscr{P}\left(\Sigma^{*}\right)$ into $\mathscr{P}\left(\Sigma^{*}\right)$ ．The C－existential（ $C$－universal respectively）trace function of $f$ ，denoted by $[f]_{C}^{\exists}$（ $[f]_{C}^{\forall}$ respectively），is the function from $\mathscr{P}(\Theta(C))$ into $\mathscr{P}(\Theta(C))$ defined as follows：for every $X \subseteq \Sigma^{*},[f]_{C}^{\exists}\left([X]^{ヨ}\right)=[f(X)]^{\exists}\left([f]_{C}^{\forall}\left([X]^{\forall}\right)=[f(X)]^{\forall}\right.$ respectively $)$ ．

Again，in the terminology as above，we write $[f]^{\exists}$ and $[f]^{\forall}$ rather than $\left[f j^{\exists}\right.$ and $[f]_{C}^{\forall}$ ，respectively，whenever $C$ is understood from the context．

3．6．Remark．（1）Note that，for a given reliance alphabet $C$ ，the assumption that $f$ is $C$－existential（ $C$－universal）used for the definition of the $C$－existential（ $C$－ universal respectively）trace function of $f$ is needed to guarantee that $[f]^{\exists}\left([f]^{\forall}\right.$ respectively）is well－defined．Furthermore，note that Theorem 2.21 implies that for every trace language $T$ there exists a string language $K$ such that $T=[K]^{\exists}=[K]^{\forall}$ ； thus the $C$－existential and $C$－universal trace functions are really functions on arbitrary trace languages．
（2）Note that in general it may happen that，for a reliance alphabet $C$ and a function $f$ as described above，both $[f]^{\exists}$ and $[f]^{\forall}$ are defined，while $[f]^{\exists} \neq[f]^{\forall}$ （see Exampie 3．7（2））．

3．7．Example．Let $C=(\Sigma, I, D)$ be the reliance alphabet such that $\Sigma=\{a, b\}$ and $I=\{\{a, b\}\}$ ．
（1）Let $f$ be the function from $\mathscr{P}\left(\Sigma^{*}\right)$ into $\mathscr{P}\left(\Sigma^{*}\right)$ defined as follows：for every $X \subseteq \Sigma^{*}, f(X)=\{\lambda, a\} X$ ．
（1．1）Since，by Theorem 2．14（3），for every $X^{\prime}, X^{\prime \prime} \subseteq \Sigma^{*},\left[X^{\prime}\right]^{\exists}=\left[X^{\prime \prime}\right]^{\exists}$ implies that

$$
\begin{aligned}
{\left[f\left(X^{\prime}\right)\right]^{\exists} } & =\left[\{\lambda, a\} X^{\prime}\right]^{\exists}=[\{\lambda, a\}]^{\exists} \circ\left[X^{\prime}\right]^{\exists}=[\{\lambda, a\}]^{\exists} \circ\left[X^{\prime \prime}\right]^{ヨ} \\
& =\left[\{\lambda, a\} X^{\prime \prime}\right]^{\exists}=\left[f\left(X^{\prime \prime}\right)\right]^{ヨ},
\end{aligned}
$$

$f$ is $C$-existential. Furthermore, since $[\{b, b a\}]^{\forall}=\{[b]\}=[\{b\}]^{\Downarrow}$, while

$$
\begin{aligned}
{[f(\{b, b a\})]^{\forall} } & =[\{\lambda, a\}\{b, b a\}]^{\forall}=[\{b, b a, a b, a b a\}]^{\forall}=\{[b],[a b]\} \\
& \neq\{[b]\}=[\{b, a b\}]^{\forall}=[\{\lambda, a\}\{b\}]^{\forall}=[f(\{b\})]^{\forall},
\end{aligned}
$$

$f$ is not $C$-universa!. Finally, since $\{b\}$ is $C$-consistent, while $[f(\{b\})]^{\forall}=\{\lambda, a\}\{b\}=$ $\{b, a b\}$ is not $C$-consistent, $f$ is not $C$-consistent.
(1.2) Since $f$ is $C$-existential, $[f]^{\exists}$ is the function defined as follows: for every $T \subseteq \Theta(C),[f]^{\exists}(T)=\{1,[a]\} \circ T$.
(2) Let $f$ be the function from $\mathscr{P}\left(\Sigma^{*}\right)$ into $\mathscr{P}\left(\Sigma^{*}\right)$ defined as follows: for every $X \subseteq \Sigma^{*}, f(X)=\left\{x \in \Sigma^{*}:[x] \in[X]^{3}\right.$ and $x$ is the minimal normal representative of [x]\}.
(2.1) $f$ is $C$-existential which can be seen as follows. Assume that $X^{\prime}, X^{\prime \prime} \subseteq \Sigma^{*}$ are such that $\left[X^{\prime}\right]^{\exists}=\left[X^{\prime \prime}\right]^{\exists}$. Furthermore, assume that $t \in\left[f\left(X^{\prime}\right)\right]^{\exists}$. Hence, there exists an $x \in f\left(X^{\prime}\right)$ such that $[x]=t$. Consequently, by the definition of $f, t=[x] \in$ $\left[X^{\prime}\right]^{3}=\left[X^{\prime \prime}\right]^{3}$. Thus, $x \in f\left(X^{\prime \prime}\right)$ and $t=[x] \in\left[f\left(X^{\prime \prime}\right)\right]^{3}$, which implies that $\left[f\left(X^{\prime}\right)\right]^{\exists} \subseteq$ [ $\left.f\left(X^{\prime \prime}\right)\right]^{3}$. The reverse inclusion is proven analogously.
(2.2) $f$ is $C$-universal, which can be seen as follows. Assume that $X^{\prime}, X^{\prime \prime} \subseteq \Sigma^{*}$ are such that $\left[X^{\prime}\right]^{\Downarrow}=\left[X^{\prime \prime}\right]^{\nabla}$. Furthermore, assume that $t \in\left[f\left(X^{\prime}\right)\right]^{\forall}$. Hence, there exists an $X \subseteq f\left(X^{\prime}\right)$ such that $X=t$. Consequently, by the definition of $f, \# t=1$. Thus, $t \in\left[X^{\prime}\right]^{\forall}=\left[X^{\prime \prime}\right]^{\forall}$, and hence, by using arguments similar to the ones above, we get $t \in\left[f\left(X^{\prime \prime}\right)\right]^{\Downarrow}$. Consequently, $\left[f\left(X^{\prime}\right)\right]^{\Downarrow} \subseteq\left[f\left(X^{\prime \prime}\right)\right]^{\Downarrow}$. The reverse inclusion is proven analogously.
(2.3) Reasoning as under (2.1) and (2.2) above we can easily show that $[f]^{3}$ and $[f]^{\Downarrow}$ are defined as follows: for every $T \subseteq \Theta(C),[f]^{\exists}(T)=T$ and $[f]^{\Downarrow}(T)=$ $\{t \in T: \# t=1\}$.

The following result 'transfers' the basic properties of a function $f$, from $\mathscr{P}\left(\Sigma^{*}\right)$ into $\mathscr{P}\left(\Sigma^{*}\right)$, into the basic properties of the functions $[f]^{\exists}$ and $[f]^{\vee}$ (for a given reliance alphabet $C=(\Sigma, I, D)$ ).
3.8. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $f$ be a function from $\mathscr{P}\left(\Sigma^{*}\right)$ into $\mathscr{P}\left(\Sigma^{*}\right)$.
(1) Iff is $C$-existential and monotone, then $[f]^{\exists}$ is monotone.
(2) Iff is $C$-universal and monotone, then $[f]^{\forall}$ is monotone.
(3) If $f$ is $C$-existential and $C$-universal, then $f$ is $C$-consistent if and only if $[f]^{\exists}=[f]^{V}$.
Proof. (2): Assume that $f$ is $C$-universal and monotone and let $T^{\prime}, T^{\prime \prime} \subseteq \Theta(C)$ be such that $T^{\prime} \subseteq T^{\prime \prime}$. If we set $X^{\prime}=\left\{x \in \Sigma^{*}:[x] \in T^{\prime}\right\}$ and $X^{\prime \prime}=\left\{x \in \Sigma^{*}:[x] \in T^{\prime \prime}\right\}$, then $T^{\prime}=\left[X^{\prime}\right]^{\forall}, T^{\prime \prime}=\left[X^{\prime \prime}\right]^{\Downarrow}$ and $X^{\prime} \subseteq X^{\prime \prime}$. Since $f$ is monotone, $f\left(X^{\prime}\right) \subseteq f\left(X^{\prime \prime}\right)$, and hence, by Theorem 2.15(2), $\left[f\left(X^{\prime}\right)\right]^{\Downarrow} \subseteq\left[f\left(X^{\prime \prime}\right)\right]^{\Downarrow}$. Thus,

$$
\begin{aligned}
{[f]^{\forall}\left(T^{\prime}\right) } & =[f]^{\forall}\left(\left[X^{\prime}\right]^{\forall}\right)=\left[f\left(X^{\prime}\right)\right]^{\forall} \\
& \subseteq\left[f\left(X^{\prime \prime}\right)\right]^{\forall}=[f]^{\forall}\left(\left[X^{\prime \prime}\right]^{\forall}\right)=[f]^{\forall}\left(T^{\prime \prime}\right)
\end{aligned}
$$

and so $[f]^{\forall}$ is monotone.
（3）：Assume that $f$ is $C$－existential and $C$－universal．
（i）Assume that $f$ is $C$－consistent．Let $T \subseteq \Theta(C)$ ．If we set $X=\left\{x \in \Sigma^{*}:[x] \in T\right\}$ ， then，clearly，$X$ is $C$－consistent and $T=[X]^{\exists}=[X]^{\Downarrow}$ ．Since $f$ is $C$－existential and $C$－universal，

$$
\begin{aligned}
& {[f]^{\exists}(T)=[f]^{ヨ}\left([X]^{ヨ}\right)=[f(X)]^{ヨ} \text { and }} \\
& {[f]^{\forall}(T)=[f]^{\forall}\left([X]^{\forall}\right)=[f(X)]^{\forall} .}
\end{aligned}
$$

Moreover，since $X$ is $C$－consistent and $f$ is $C$－consistent，$f(X)$ is $C$－consistent and so $[f(X)]^{\exists}=[f(X)]^{\forall}$ ．Thus $[f]^{\exists}(T)=[f]^{\forall}(T)$ and，consequently，$[f]^{\exists}=[f]^{\forall}$ ．
（ii）Assume that $[f]^{\exists}=[f]^{\forall}$ ．Let $X \subseteq 2^{*}$ be $C$－consistent．Thus，$[X]^{\exists}=[X]^{\forall}$ ． and，consequently，

$$
[f(X)]^{\exists}=[f]^{\exists}\left([X]^{ヨ}\right)=[f]^{\vee}\left([X]^{\vee}\right)=[f(X)]^{\Downarrow} .
$$

Hence，$f(X)$ is $C$－consistent．
Now（3）follows from（i）and（ii）above．

3．9．Example．Let $\boldsymbol{C}$ be as in Example 3．7．
（1）Let $f$ be as in Example 3．7（1）．Clearly，$f$ and $[f]^{\exists}$ are monotone．
（2）Let $f$ be as in Example 3．7（2）．Clearly，$f$ is not $C$－consistent．

The next result provides，for a given reliance alphabet $C=(\Sigma, I, D)$ ，the basic relationships between the minimal（maximal）fixed points of a function $f$ ，from $\mathscr{P}\left(\Sigma^{*}\right)$ into $\mathscr{P}\left(\Sigma^{*}\right)$ ，and the minimal（maximal respectively）fixed points of the functions $[f]^{ヨ}$ and $[f]^{\forall}$ ．

3．10．Theorem．Let $C=(\Sigma, I, D)$ be a reliance alphabet，let $f$ be a monotone function from $\mathscr{P}\left(\Sigma^{*}\right)$ into $\mathscr{P}\left(\Sigma^{*}\right)$ and let $X_{\min }\left(X_{\max }\right)$ be the minimal（maximal respectively） fixed point of $f$ ．
（1）Iff is C－existential，then $\left[X_{\min }\right]^{\exists}$ is the minimal fixed point of $[f]^{\exists}$ ．
（2）Iff is C－universal，ther $\left[X_{\max }\right]^{\forall}$ is the maximal fixed point of $[f]^{\forall}$ ．
（3）If $f$ is C－consistent，C－existential and C－universal，then $\left[X_{\min }\right]^{3}$ is the minimal fixed point of $[f]^{\exists}\left(=[f]^{\forall}\right)$ and $\left[X_{\max }\right]^{\forall}$ is the maximal fixed point of $[f]^{\forall}$ （ $=[f]^{\exists}$ ）．

Proof．（2）：Assume that $f$ is $C$－universal．Then，since $f\left(X_{\max }\right)=X_{\max }$ ，

$$
[f]^{\forall}\left(\left[X_{\max }\right]^{\forall}\right)=\left[f\left(X_{\max }\right)\right]^{\forall}=\left[X_{\max }\right]^{\forall} ;
$$

hence $\left[X_{\max }\right]^{\forall}$ is a fixed point of $[f]^{\forall}$ ．
To prove that $\left[X_{\max }\right]^{\forall}$ is maximal，assume that $T \subseteq \Theta(C)$ is an arbitrary fixed point of $[f]^{\forall}$ ．If we set $X=\left\{x \in \Sigma^{*}:[x] \in T\right\}$ ，then，clearly，$T=[X]^{\forall}$ ．Thus，for every $x \in \Sigma^{*}, x \in X$ if and only if $[x] \in T$ ．But $[x] \in T$ if and only if $[x] \in[f]^{\forall}(T)$
if and only if $[x] \in[f]^{\forall}\left([X]^{\forall}\right)$ if and only if $[x] \in[f(X)]^{\forall}$. Hence, $x \in f(X)$ and so $X \subseteq f(X)$. Thus, by Theorem 3.3, $X \subseteq X_{\max }$ and, consequently, by Theorem 2.15(2), $T=[X]^{\forall} \subseteq\left[X_{\max }\right]^{\forall}$. Since $T$ was assumed to be an arbitrary fixed point of $[f]^{\forall}$, $\left[X_{\max }\right]^{\forall}$ is the maximal fixed point of $[f]^{\forall}$.
(3) directly follows from (1) and (2) above and from Theorem 3.8(3).
3.11 Example. Let $C=(\Sigma, I, D)$ be the reliance alphabet such that $\Sigma=\{a, b, c\}$ and $I=\{\{a, b\},\{b, c\}\}$. Let $g$ be the function from $\mathscr{P}(\Theta(C))$ into $\mathscr{P}(\Theta(C))$ defined as follows: for every $T \subseteq \Theta(C), g(T)=(\{[a b]\} \circ T \circ\{[c]\}) \cup\{[a b c]\}$.

In order to compute the minimal fixed point of $g$, we consider the function $f$ from $\mathscr{P}\left(\Sigma^{*}\right)$ into $\mathscr{P}\left(\Sigma^{*}\right)$ defined by: for every $X \subseteq \Sigma^{*}, f(X)=(\{a b\} X\{c\}) \cup\{a b c\}$. Clearly, $f$ is monotone and $C$-existential and thus the $C$-existential trace function of $f$ is defned as follows: for every $X \subseteq \Sigma^{*}$,

$$
i f]^{\exists}\left([X]^{3}\right)=[(\{a b\} X\{c\}) \cup\{a b c\}]^{3} .
$$

Hence, by Theorem 2.14(3) and (5), for every $X \subseteq \Sigma^{*}$,

$$
[f]^{\exists}\left([X]^{3}\right)=\left(\{[a b]\} \circ[X]^{ヨ} \circ\{[c]\}\right) \cup\{[a b c]\}
$$

and thus, by Theorem 2.21, $g=[f]^{\exists}$. Consequently, since $\left\{(a b)^{n} c^{n}: n \geqslant 1\right\}$ is the minimal fixed point of $f$, Theorem $3.10(1)$ implies that $\left[\left\{(a b)^{n} c^{n}: n \geqslant 1\right\}\right]^{ヨ}$ is the minimal fixed point of $\mathbf{g}$.

## 3. 3. Relations between various classes of trace languages

In this subsection we will investigate the relationship between various classes of trace languages.

First, the relationship between classes of trace languages defined by
(i) different types (classes) of string languages (from the Chomsky hierarchy), but
(ii) the same way of claiming (existential, universal or consistent) is considered.

Then the relationship between classes of trace languages defined by
(i) the same type (class) of string languages (from the Chomsky hierarchy), but
(ii) different ways of claiming (existential, universal or consistent) is investigated.

The following lemma is useful in the sequel of this section.
3.12. Lemma. Let $C=(\Sigma, I, D)$ be a reliance alphabet.
(1) $T_{C}^{\exists}($ REG $)=T_{C}^{\forall}($ REG $)$ if and only if $I$ is transitive.
(2) $T_{C}($ REG $)$ is closed under union and trace composition.

We now turn to the first result on the relationship between classes of trace languages, defined by different types of string languages but using the same way of claiming.
3.13. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet.
(1) $T_{C}^{\exists}($ REG $) \subseteq T_{C}^{\exists}(C F) \subset T_{C}^{\exists}(C S)$, where $T_{C}^{\exists}(R E G)=T_{C}^{\exists}(C F)$ if and only if I is complete.
(2) $T_{C}^{\forall}(\mathrm{REG}) \subseteq T_{C}^{\forall}(\mathrm{CF}) \subset T_{C}^{\forall}(\mathrm{CS})$, where $T_{C}^{\forall}(\mathrm{REG})=T_{C}^{\forall}(\mathrm{CF})$ if and only if $\# \Sigma=1$.
(3) $T_{C}(R E G) \subseteq T_{C}(C F) \subset T_{C}(C S)$, where $T_{C}(R E G)=T_{C}(C F)$ if and only if $\# \Sigma=1$.

Proof. The above relationships $\quad T_{C}^{\exists}($ REG $) \subseteq T_{C}^{\exists}(C F) \subset T_{C}^{\exists}(C S), \quad T_{C}^{\forall}($ REG $) \subseteq$ $T_{C}^{\forall}(C F) \subset T_{C}^{\forall}(C S)$, and $T_{C}(R E G) \subseteq T_{C}(C F) \subset T_{C}(C S)$ follow from the inclusions $\operatorname{REG} \subseteq \mathbf{C F} \subseteq \mathbf{C S}$, from the fact that over a one-letter alphabet $\mathrm{CF} \subset \mathbf{C S}$, and from Theorem 2.5(2).

The rest of the theorem is proved as follows.
(1): (i) Assume that $I$ is complete. Then, from Theor $n$ 2.5(3) and from the fact that for every context-free string language there exists a regular string language with the same Parikh image (see e.g., [44]), it follows that $T_{C}^{]}($REG $)=T_{C}^{\exists}(C F)$.
(ii) Assume that $I$ is noi complete. Then $\Sigma$ contains two different symbols $a$ and $b$ such that $\{a, b\} \notin I$. Since

$$
\left[\left\{w \in\{a, b\}^{*}: \#_{a}(w)=\#_{b}(w)\right\}\right]^{\exists} \in T_{C}^{\exists}(C F)-T_{C}^{\exists}(R E G)
$$

$T_{C}^{\exists}($ REG $) \neq T_{C}^{\exists}(C F)$.
(2): (i) Assume that $\# \Sigma=1$. Then, because c ver a one-letter alphabet $\mathrm{REG}=\mathrm{CF}$, Theorem 2.5(2) implies that $T_{C}^{\forall}($ REG $)=T_{C}^{\forall}(C F)$.
(ii) Assume that $\# \Sigma>1$. If $I$ is not complete, then, by arguments analogous to those under (1)(ii) above, $T_{C}^{\forall}($ REG $) \neq T_{C}^{\forall}(C F)$. If $I$ is complete, then $[L]^{\forall} \in$ $T_{C}^{\forall}(C F)-T_{C}^{\forall}($ REG $)$, where $L=L_{1} \cup L_{2} \cup L_{3}$, with

$$
\begin{aligned}
L_{1}= & \{a, b\}^{*}\{b\}\left\{a^{i} b^{j}: i, j \geqslant 1, j \neq i+1\right\}\{a\}\{a, b\}^{*} \\
& \cup\left\{a^{i} b^{j}: i, j \geqslant 1, j \neq i+1\right\}\left(\{\lambda\} \cup\{a\}\{a, b\}^{*}\right) \\
& \cup\left(\{\lambda\} \cup\{a, b\}^{*}\{b\}\right)\left\{a^{i} b^{j}: i, j \geqslant 1, j \neq i+1\right\} ; \\
L_{2}= & \{a, b\}^{*}\{a\}\left\{b^{i} a^{j}: i, j \geqslant 1, j \neq i+1\right\}\{b\}\{a, b\}^{*}, \text { and } \\
L_{3}= & \{\lambda\} \cup\{a a, b\}\{a, b\}^{*} \cup\{a, b\}^{*}\{a\},
\end{aligned}
$$

where $a$ and $b$ are two different symbols in $\Sigma$. This can be seen as follows.
(a) First we observe that $L$ is a finite union of context-free string languages, and thus, $[L]^{\forall} \in T_{C}^{\forall}(C F)$.
(b) Next we note that every string of $\{a, b\}^{*}-L$ is of the form $a b^{2} a^{3} b^{4} \ldots a^{2 n-1} b^{2 n}$, where $n \geqslant 1$, and thus, if we order the strings of $\{a, b\}^{*}-L$ according to thei: length, then the length of the $k$ th string, $k \geqslant 1$, of $\{a, b\}^{*}-L$ is $k(2 k+1)$. Consequently, $\psi\left(\{a, b\}^{*}-L\right)$ and $\psi\left(\Sigma^{*}-L\right)$ are not semilinear sets.
(c) We now claim that $[L]^{\forall} \notin T_{C}^{\forall}($ REG $)$, which can be seen as follows. Assume to the contrary that $[L]^{\forall} \in T_{C}^{\forall}($ REG $)$. Then, since $I$ is complete, it follows from Lemma 3.12(1) that $[L]^{\forall} \in T_{C}^{\exists}$ (REG). Hence, there exists a regular $K \subseteq \Sigma^{*}$ such
that $[L]^{\forall}=[K]^{\exists}$. From Theorem 2.16(3) it now follows that $\Theta(C)-\left[\Sigma^{*}-L\right]^{3}=$ $[K]^{3}$. Hence, from Theorem 2.5(3) it follows that $\psi\left(\Sigma^{*}-L\right)$ is the complement of $\psi(K)$. Furthermore, because the Parikh image of a regular string language is a semilinear set and the complement of a semilinear set is again a semilinear set (see, e.g., [19]), $\psi(K)$ and $\psi\left(\Sigma^{*}-L\right)$ are semilinear sets. This however contradicts the conclusion from (b) above and, consequently, $[L]^{\forall} \notin T_{C}^{\forall}($ REG ).

From (a) and (c) above it now follows that $T_{C}^{\forall}(R E G) \neq T_{C}^{\forall}(C F)$.
(3): (i) Assume that $\# \Sigma=1$. Then, because over a one-letter alphabet $\mathrm{REG}=\mathrm{CF}$, Theorem 2.5(2) implies that $T_{C}($ REG $)=T_{C}(C F)$.
(ii) Assume that $\# \Sigma>1$. Then, using the trace language given in (1)(ii) above, one shows that $T_{C}($ REG $) \neq T_{C}(C F)$.

We now proceed to study classes of trace languages defined by using regular string languages.

First of all it can be shown that the class of consistently regular trace languages is the class of those languages for which the set of minimal representatives (for a given ordering on the alpkabet involved) is regular.
3.14. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet, where $\Sigma$ is ordered. Then, for every $T \subseteq \Theta(C), T \in T_{C}(R E G)$ if and only if $\{\min (t): t \in T\} \in R E G$.

Secondly, it can be shown that one can use finite automata to define the class of consistently regular trace languages.
3.15. Definition. (1) Let $M$ be a monoid. A finite $M$-automaton is a quintuple $A=\left(Q, M, \delta, q_{\text {in }}, F\right)$, where
(i) $Q$ is a finite set of states;
(ii) $\delta: Q \times M \rightarrow Q$ is a transition mapping such that, for every $q \in Q, \delta(q, e)=q$, where $e$ is the identity of $M$, and, for every $q \in Q$ and for every $m_{1}, m_{2} \in M$, $\delta\left(q, m_{1} \cdot m_{2}\right)=\delta\left(\delta\left(q, m_{1}\right), m_{2}\right)$, where $\cdot$ is the operation of $M$;
(iii) $q_{\text {in }}$ is the initial state of $A$; and
(iv) $F \subseteq Q$ is the set of final states of $A$.
(2) Let $M$ be a monoid and let $A=\left(Q, M, \delta, q_{i n}, F\right)$ be a finite $M$-automaton. The language of $A$, denoted by $L(A)$, is the set $\left\{m \in M: \delta\left(q_{\text {in }}, m\right) \in F\right\}$.
(3) Let $C$ be a reliance alphabet and let $T \subseteq \Theta(C) . T$ is recognizable if there exists a finite $\left(\Theta(C),{ }^{\circ}, 1\right)$-automaton $A$ such that $T=L(A)$.

Given a reliance alphabet $C, T_{C}(F A)$ denotes the class of all recognizable trace languages over $C$.
3.16. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet. Then $T_{C}(F A)=T_{C}($ REG $)$.

Thirdiy, it can be shown that the class of consistently regular trace languages can be built up recursively, using three elementary trace language operations (union,
trace composition, and concurrent trace iteration) and starting with elementary trace languages. The operation of concurrent trace iteration is defined as follows.
3.17. Definition. Let $C=(\Sigma, I, D)$ be a reliance alphabet.
(1) Let $t \in \Theta(C)$. The concurrent decomposition of $t$, denoted by $\operatorname{cd}(t)$, is $\{1\}$ if $t=1$ and for $t \neq 1$ it is the set $\left\{t_{1}, \ldots, t_{n}\right\} \subseteq \Theta(C)$, where $n \geqslant 1$ and:
(i) $t=t_{1} \circ \cdots \circ t_{n}$;
(ii) for every $1 \leqslant i \leqslant n,\left\langle i_{i}\right\rangle$ is connected; and
(iii) $\langle t\rangle$ consists of $n$ maximal connected components.
(2) Let $T \subseteq \Theta(C)$. The concurrent decomposition of $T$, denoted by $\operatorname{cd}(T)$, is the trace language $\cup\{\operatorname{cd}(t): t \in T\}$.
(3) Let $T \subseteq \Theta(C)$. The concurrent trace iteration of $T$, denoted by $T^{\dagger}$, is the trace language $(\operatorname{cd}(T))^{*}$.

Thus, in the terminology as above, the concurrent decomposition of the trace $t$ is obtained as follows: one considers $\left\langle t_{i}\right\rangle$ and for each maximal connected component $d$ of $\left.《 t_{i}\right\rangle$ one takes $\llbracket d \rrbracket$; the set of all such $\llbracket d \rrbracket$ forms the concurrent decomposition of $t$. Consequently, the difference between the trace iteration of a trace language $T$ and the concurrent trace iteration of $T$ is that, in the former, one considers arbitrary compositions of whole traces in $T$, while, in the latter, one considers only compositions of those parts of traces $t$ in $T$ which correspond to maximal connected components of the dep-graphs of $t$.
3.18. Example. Let $C=(\Sigma, I, D)$ be the reliance alphabet such that

$$
\Sigma=\{a, b, c, d\} \quad \text { and } \quad I=\{\{a, b\},\{b, c\},\{b, d\}\}
$$

Let $t=[a d b c b]$ and $T=\{[a d b c b]\}$. From Fig. 9 which represents a dep-graph of $t$, it directly follows that $\operatorname{cd}(t)=\{[a d c],[b b]\}$ and thus that $\operatorname{cd}(T)=\{[a d c],[b b]\}$. Hence,

$$
T^{\dagger}=(\operatorname{cd}(T))^{*}=\{[a d c],[b b]\}^{*}=\left[\{a d c, b b\}^{*}\right]^{\exists},
$$

while $T^{*}=\{[a d b c b]\}^{*}=\left[\{a d b c b\}^{*}\right]^{3}$.


Fig. 9

We now turn to a characterization of consistently regular trace languages.
3.19. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet. Then $T_{C}(\mathbb{R E G})$ is the least class of trace languages containing $\emptyset,\{1\}$, and $\{[a]\}$ for all $a \in \Sigma$, and closed under union, trace composition, and concurrent trace iteration.

The above characterization is quite analogous to the famous Kleene characterization of regular string languages (see, e.g., [44]). The basic difference is that we now use the concurrent trace iteration rather than the trace iteration. That this is necessary is illustrated by the following example.
3.20. Example. Let $C=(\Sigma, I, D)$ be the reliance alphabet such that $\Sigma=\{a, b\}$ and $I=\{\{a, b\}\}$. Let $T=\{[a b]\}$; then, clearly, $T$ is a consistently regular trace language over $C$. Furthermore, it is not difficult to see that $T^{*}=[K]^{3}$, where $K=$ $\left\{x \in \Sigma^{*}: \#_{a}(x)=\#_{b}(x)\right\}$ is such that $K=\uparrow K$. Consequently, since $K$ is not a regular string language over $\Sigma$, it follows from Theorem 2.24(1) that $T^{*}$ is not a consistently regular trace language over $C$.

We now show an interesting application of Theorem 3.19.
3.21. Lemma. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $X \subseteq \Sigma^{*}$ be regular. If, for all $x, y, z \in \Sigma^{*},\{x\}\{y\}^{*}\{z\} \subseteq X$ implies that $\langle y\rangle$ is connected, then $[X]^{\exists} \in T_{C}($ REG $)$.

Proof. Let us recall (see, e.g., [24]) that the class of regular string languages over $\Sigma$ is the least class of languages $\Xi$ over $\Sigma$ satisfying the following two properties:
(i) $\emptyset \in \Xi$ and, for all $a \in \Sigma,\{a\} \in \Xi$; and
(ii) if $K, L \in \Xi$, then $K \cup L \in \Xi, K L \in \Xi$, and $K^{*} \in \Xi$.

We need the following two notions.
A regular string language $Y$ over $\Sigma$ has degree $n$, where $n \geqslant 0$, if and only if $n$ is the minimal number $m$ such that $Y$ can be obtained from the languages stated under (i) above, by applying the operations stated under (ii) above $m$ times.

A string language $Y$ over $\Sigma$ satisfies property $P$ if and only if, for all $x, y, z \in \Sigma^{*}$, $\{x\}\{y\}^{*}\{z\} \subseteq Y$ implies that $\langle y\rangle$ is connected. Thus, in order to prove the theorem, we have to prove that if $X$ satisfies property $P$, then $[X]^{\exists} \in T_{C}$ (REG).

The proof now goes by induction on $n$, the degree of $X$.
Induction basis: Assume that $n=0$. Hence, either $X=\emptyset$ or $X=\{a\}$ for some $a \in \Sigma$, and thus, clearly, $X$ satisfies $P$ and $[X]^{\exists} \in T_{C}$ (REG).

Induction hypothesis: Let $k \geqslant 0$ be such that, for all $0 \leqslant m \leqslant k$ and for all regular string languages $\boldsymbol{Y}$ over $\boldsymbol{\Sigma}$ satisfying $\boldsymbol{P}, \boldsymbol{Y}$ has a degree smaller than or equal to $\boldsymbol{m}$ implies that $[Y]^{\exists} \in T_{C}$ (REG).

Induction step: Assume that $n=k+1$ and that $X$ satisfies property $P$. Now we can distinguish the following three cases.

Case 1: $X=K \cup L$, where $K$ and $L$ are string regular languages over $\Sigma$ of tegree smaller than or equal to $n-1$. Then, since $X$ satisfies property $P$ and, for all $x, y, z \in \Sigma^{*},\{x\}\{y\}^{*}\{z\} \subseteq K$ implies that

$$
\{x\}\{y\}^{*}\{z\} \subseteq K \cup \mathbb{L}=X
$$

and $\{x\}\{y\}^{*}\{z\} \subseteq L$ implies that

$$
\{x\}\{y\}^{*}\{z\} \subseteq K \cup L=X
$$

$K$ and $L$ satisfy property $P$ ．Hence，by the induction hypothesis，$[K]^{\exists} \in T_{C}$（REG） and $[L]^{\exists} \in T_{C}$（REG），and thus，by Lemma 3．12（2），$[K]^{\exists} \cup[L]^{ヨ} \in T_{C}$（REG）．Con－ sequently，since it follows from Theorem 2．14（5）that $[K]^{\exists} \cup[L]^{\exists}=[K \cup L]^{ヨ}$ ， $[X]^{\exists}=[K \cup L]^{\exists} \in T_{C}$（REG）．

Case 2：$X=K L$ ，where $K$ and $L$ are regular string languages over $\Sigma$ of degree smaller than or equal to $n-1$ ．If either $K=\emptyset$ or $L=\emptyset$ ，then $X=\emptyset$ and thus the degree of $X$ would be 0 ；hence，neither $K=\emptyset$ nor $L=\emptyset$ ．Then，since $X$ satisfies property $P$ and，for all $x, y, z \in \Sigma^{*},\{x\}\{y\}^{*}\{z\} \subseteq K$ implies that

$$
\{x\}\{y\}^{*}\{z v\} \subseteq X \quad \text { for some } v \in L
$$

and $\{x\}\{y\}^{*}\{z\} \subseteq L$ implies that

$$
\{w x\}\{y\}^{*}\{z\} \subseteq X \quad \text { for some } w \in K
$$

$K$ and $L$ satisfy property $P$ ．Hence，by the induction hypothesis，$[K]^{3} \in T_{C}$（REG） and $[L]^{\exists} \in T_{C}$（REG），and thus，by Lemma 3．12（2），$[K]^{ヨ} \circ[L]^{\exists} \in T_{C}$（REG）．Con－ sequently，since it follows from Theorem 2．14（3）that $[K]^{\exists} \circ[L]^{\exists}=[K L]^{\exists},[X]^{\exists}=$ $[K L]^{\exists} \in T_{C}$（REG）．

Case 3：$X=K^{*}$ ，where $K$ is a regular string language over $\Sigma$ of degree smaller than or equal to $n-1$ ．Then，since $X$ satisfies property $P$ and，for all $x, y, z \in \Sigma^{*}$ ， $\{x\}\{y\}^{*}\{z\} \subseteq K$ implies that

$$
\{x\}\{y\}^{*}\{z\} \subseteq K^{*}=X
$$

$K$ satisfies property $P$ ．Hence，by the induction hypothesis，$[K]^{\exists} \in T_{C}$（REG）． Furthermore，for every $x \in K,\{x\}^{*} \subseteq K^{*} \subseteq X$ and thus，since $X$ satisfies property $P$ ，for every $x \in K,\langle x\rangle$ is connected and $\operatorname{cd}([x])=\{[x]\}$ ．Hence， $\operatorname{cd}\left([K]^{ヨ}\right)=[K]^{ヨ}$ and thus，$\left([K]^{\Xi}\right)^{\dagger}=\left([K]^{3}\right)^{*}$ ．Since it follows from Theorem 2．14（4）that $\left([K]^{\Xi}\right)^{*}=\left[K^{*}\right]^{3}$ ，

$$
[X]^{ヨ}=\left[K^{*}\right]^{\Xi}=\left([K]^{3}\right)^{\dagger}
$$

and，consequently，since $[K]^{3} \in T_{C}$（REG）and since，by Theorem 3．19，$T_{C}$（REG） is closed under concurrent trace iteration，$[X]^{\exists} \in T_{C}$（REG）．

Returning to our study of classes of trace languages defined by using regular string languages，we can prove，assuming certain restrictions on the reliance alphabet $C$ ，that $T_{C}($ REG $) \subset T_{C}^{\boldsymbol{3}}$（REG）．Actually，one gets an infinite hierarchy of classes of trace languages between $T_{C}$（REG）and $T_{C}^{\exists}$（REG）．The classes of languages from this hierarchy are obtained by considering in more detail the way that a trace is ＇claimed＇in the existential way by a string language．

3．22．Definition．Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $n \geqslant 1$ ．
（1）Let $K \subseteq \Sigma^{*}$ be such that $\#([x] \cap K) \leqslant n$ for each $x \in K$ ．Then $[K]^{\exists}$ is called the（ $n, K$ ）－existential trace language（over $C$ ）．
(2) Let $T \subseteq \Theta(C)$. We say that $T$ is $n$-existentially regular if $T$ is the ( $n, K$ )existential trace language for some regular $K \subseteq \Sigma^{*}$.

For a reliance alphabet $C=(\Sigma, I, D), K \subseteq \Sigma^{*}$ and $n \geqslant 0$, we use the notation $T_{C}^{3, n}($ REG $)$ to denote the class of all $n$-existentially regular trace languages over $C$.
3.23. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet. Then

$$
\begin{aligned}
T_{C}(R E G) & \subseteq T_{C}^{\exists, 1}(\text { REG }) \subseteq T_{c}^{\exists, 2}(\text { REG }) \subseteq \cdots \\
& \subseteq \bigcup_{n=1}^{\infty} T_{C}^{\exists, n}(R E G) \subseteq T_{c}^{\exists}(\text { REG })
\end{aligned}
$$

moreover,

$$
\begin{aligned}
T_{C}(\text { REG }) & \subset T_{C}^{\exists, 1}(\text { REG }) \subset T_{C}^{\exists, 2}(\text { REG }) \subset \cdots \\
& \subset \bigcup_{n=1}^{\infty} T_{C}^{\exists, n}(\text { REG }) \subset T_{C}^{\exists}(\text { REG })
\end{aligned}
$$

if I is not transitive.

By Theorem 3.19 the smallest class from the above hierarchy ( $T_{C}$ ( REG )) is characterized by a Kleene-like theorem, using the operation of concurrent trace iteration. Replacing this operation of concurrent trace iteration by the operation of trace iteration changes the class of trace languages characterized (see the comment after Theorem 3.19). Namely, it turns out that such a replacement yields the characterization of the largest class from the above hierarchy ( $T_{C}^{\boldsymbol{3}}($ REG $)$ ).
3.24. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet. Then $T_{C}^{3}($ REG $)$ is the least class of trace languages containing $\emptyset,\{1\}$, and $\{[a]\}$ for all $a \in \Sigma$, and closed under union, trace composition, and trace iteration.

Proof. This directly follows from the definition of REG, Theorem 2.14(3), (4) and (5).

The last result concerning the relationship between different types of regular trace languages is the following one.
3.25. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet.
(1) $T_{C}^{\exists}(R E G) \subseteq T_{C}^{\forall}(R E G)$ if and only if $T_{C}^{\forall}(R E G) \subseteq T_{C}^{\exists}(R E G)$ if and only if $T_{C}^{\exists}($ REG $)=T_{C}^{\forall}($ REG $)$ if and only if $I$ is transitive.
(2) $T_{C}(\mathbb{R E G}) \subseteq T_{C}^{\exists}(\mathbb{R E G}) \cap T_{C}^{\forall}(\operatorname{REG}) ; \quad$ moreover, $\quad T_{C}(\mathbb{R E G})=T_{C}^{\exists}(\mathbb{R E G}) \cap$ $T_{C}^{\forall}($ REG $)$ if and only if $I=\emptyset$.

Proof. (2): (i) Obviously the inclusion holds.
(ii) Assume that $I=\emptyset$. Then, from Theorem 2.5(1) it follows that $T_{C}($ REG $)=$ $T_{C}^{\exists}($ REG $)=T_{C}^{\forall}($ REG $)$. Consequently, $T_{C}($ REG $)=T_{C}^{\exists}($ REG $) \cap T_{C}^{\forall}($ REG $)$.
(iii) Assume that $I \neq \emptyset$. Hence, $\Sigma$ contains two different symbols $a$ and $b$ such that $\{a, b\} \in I$. Let $K=\{a b\}^{*}$ and let

$$
L=\{a, b\}^{*}-\left(\{a\}\{a\}^{*}\{a b\}^{*} \cup\{b\}\{b\}^{*}\{a b\}^{*}\right)
$$

Then $K$ and $L$ are regular string languages and $[K]^{\exists}=[L]^{\forall} \notin T_{C}$ (REG). Consequently, $T_{C}($ REG $) \neq T_{c}^{\exists}($ REG $) \cap T_{C}^{\forall}($ REG $)$.

Now (2) follows from (i), (ii) and (iii) above.
We will now consider classes of trace languages defined by using context-free string languages.
3.26. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet.
(1) $T_{C}^{\forall}(\mathrm{CF}) \subseteq T_{C}^{\exists}(C F)$ if and only if $T_{C}^{\forall}(C F)=T_{C}^{\exists}(C F)$ if and only if $I=\emptyset$.
(2) If $I=\emptyset$ or $I$ is complete, then $T_{C}^{\exists}(\mathrm{CF}) \subseteq T_{C}^{\forall}(\mathrm{CF})$.
(3) $T_{C}(\mathrm{CF}) \subseteq T_{C}^{\exists}(C F) \cap T_{C}^{\forall}(\mathrm{CF})$; moreover, $T_{C}(\mathrm{CF})=T_{C}^{\exists}(\mathrm{CF}) \cap T_{C}^{\forall}(\mathrm{CF})$ if and only if either $\# \Sigma \leqslant 2$ or $I=\emptyset$.

Finally, we consider classes of trace languages defined by using context-sensitive string languages. In this case the following result turns out to be useful.
3.27. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet. Let $K \subseteq \Sigma^{*}$ be contextsensitive.
(1) $\downarrow K$ is context-sensitive.
(2) $\uparrow K$ is context-sensitive.

Proof. We will sketch the main idea of the proof, leaving the obvious but tedious technical details to the reader.
(1) Since $K$ is context-sensitive, $K$ is accepted by a linear bounded automaton $A$. We construct a linear bounded automaton $A^{\prime}$, based on $A$, as follows. Given a string $x \in \Sigma^{*}, A^{\prime}$ starts by simulating $A$ on $x$. If $\boldsymbol{x}$ is not accepted by $A$, then $x$ is also not accepted by $A^{\prime}$. If $x$ is accepted by $A$, then $A^{\prime}$ switches to the following mode. It generates, one by one, all strings $y \in \Sigma^{*}$ such that $|y|=|x|$, and, for each such $y, A^{\prime}$ checks whether or not $y \in[x]$ implies that $y$ is accepted by $A$ (note that, by Theorein 2.8 , to check whether or not $y \in[x]$, it suffices to check whether or not the minimal normal representatives of $[y]$ and $[x]$ are equal). Then $x$ is accepted by $A^{\prime}$ if and only if for all $y$ 's as above all these tests turn out to be positive.

Clearly, such a linear bounded automaton $A^{\prime}$ exists and $A^{\prime}$ accepts $\downarrow K$; consequently, $\downarrow K$ is context-sensitive.
(2) Since $K$ is context-sensitive, $K$ is accepted by a linear bounded automaton A. Let $A^{\prime}$ be a linear bounded automaton such that $A^{\prime}$ accepts a string $x \in \Sigma^{*}$ if and only if $A$ accepts a string $y \in \Sigma^{*}$ for which $[\nu]=[x]$ (note that, by Theorem 2.8 , to check $\boldsymbol{r}$ hether or not $[y]=[x]$, it suffices to check whether or not the minimal normal representative of $[y]$ and $[x]$ are equal).

Clearly, such an $A^{\prime}$ exists and $A^{\prime}$ accepts $\uparrow K$; consequently, $\uparrow K$ is contextsensitive.

From the above result, the following theorem easily follows.
3.28. Theorem. Let $C$ be a reliance alphabet. Then $T_{C}^{\exists}(C S)=T_{C}^{\forall}(C S)=T_{C}(C S)$.

### 3.3. Closure properties of, decision problems for, and the complexity of various classes of trace languages

In this subsection we will first briefly consider closure properties of the different types of regular, context-free and context-sensitive trace languages and then we discuss (the complexity of) some decision problems concerning these classes of trace languages.

We start with the closure properties of the different types of regular trace languages.
3.29. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet.
(1) $T_{C}^{\exists}($ REG $)$ is closed under union, trace composition and trace iteration.
(2) $T_{c}^{\mathfrak{\xi}}$ (REG) is closed under intersection if and only if $T_{c}^{\exists}$ (REG) is closed under complement if and only if $I$ is transitive.
3.30. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet.
(1) $T_{c}^{\forall}$ (REG) is closed under intersection.
(2) $T_{c}^{\forall}$ (REG) is closed under union if and only if $T_{c}^{\forall}$ (REG) is closed under complement if and only if $T_{C}^{\forall}$ (REG) is closed under trace composition if and only if $T_{C}^{\forall}($ REG $)$ is closed under trace iteration if and only if I is transitive.
3.31. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet.
(1) $T_{C}$ (REG) is closed under union, intersection, complement and trace composition.
(2) $T_{C}$ (REG) is closed under trace iteration if and only if $I=\emptyset$.

Next we consider the closure properties of two different types of context-free trace languages.
3.32. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet.
(1) $T_{C}^{\exists}(\mathrm{CF})$ is closed under union, trace composition and trace iteration.
(2) $T_{C}^{\mathfrak{\exists}}(\mathrm{CF})$ is closed under intersection if and only if $T_{c}^{\exists}(\mathrm{CF})$ is closed under complement if and only if $I$ is complete.
3.33. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet.
(1) $T_{C}(\mathrm{CF})$ is closed under union.
(2) $T_{C}(\mathrm{CF})$ is closed under intersection if and only if $T_{C}(\mathrm{CF})$ is closed under complement if and only if $\# \Sigma \leqslant 2$ and $I$ is complete.
(3) $T_{C}(\mathrm{CF})$ is closed under trace iteration if and only if either $\# \Sigma \leqslant 2$ or $I=\emptyset$.
(4) $T_{C}(\mathrm{CF})$ is closed under trace composition if and only if either $\# \Sigma \leqslant 2$ or $I=\bar{\emptyset}$ or $[\# \Sigma \leqslant 3$ and $I$ is complete].

Finally, we consider the closure properties of the different types of context-sensitive trace languages.
3.34. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet. $T_{C}^{\exists}(C S), T_{C}^{\forall}(C S)$ and $T_{C}(C S)$ are closed under union, intersection, trace composition and trace iteration.

Proof. We first note that, by Theorem 3.28, $T_{C}^{\exists}(C S)=T_{C}^{\forall}(C S)=T_{C}(C S)$. Next, because CS is closed under union, intersection, string concatenation and Kleene star, we observe that Theorem 2.14 implies that $T_{C}^{\exists}(C S)$ is closed under union, trace composition and trace iteration. Finally, we observe that Theorem 2.15 implies that $\boldsymbol{T}_{C}^{\forall}(\mathrm{CS})$ is closed under intersection. Consequently, the theorem holds.

We now turn to (the complexity of) some decision problems concerning different types of regular and context-free trace 13nguages (from now on, whenever we deal with a regular string language $L$, we assume that $L$ is given by a right-linear string grammar, and whenever we deal with a context-free string language $L$, we assume that $L$ is given by a context-free string grammar).

Given a string language, we can use it to define the ('associated') trace language by either the existential or the universal method of claiming. Actually, both methods coincide if the string language we consider is $C$-consistent (where $C$ is the given reliance alphabet). Hence, the question of deciding whether or not a given string language is $\boldsymbol{C}$-consistent is quite important.
3.35. Theorem. (1) It is decidable whether or not, for a reliance alphabet $C=(\Sigma, I, D)$ and a regular $L \subseteq \Sigma^{*}, L$ is $C$-consistent.
(2) It is undecidable whether or rect, for a reliance alphabet $C=(\Sigma, I, D)$ and a context-free $L \subseteq \Sigma^{*}, L$ is $C$-consistent.

Proof. (1): Let $C=(\Sigma, I, D)$ be a reliance aipnabet and let $L \subseteq \Sigma^{*}$ be regular. Let $A=\left(\Sigma, Q, \delta, q_{\text {in }}, F\right)$ be the minimal deterministic finite automaton such that $L=$ $L(A)$ (it can be effectively constructed from the right-linear grammar which generates $L$; see, e.g., [24]).

Clearly, $L$ is $C$-consistent if and only if, for every $\{a, b\} \in I$ and for every $p, q \in Q$, $[\delta(p, a b)=q$ if and only if $\delta(p, b a)=q]$. However, this can be checked in a finite number of steps and, consequently, it is decidable whether or not $L$ is $C$-consistent.
(2): Let $C=(\Sigma, I, D)$ be the reliance alphabet such that $\Sigma=\{a, b\}$ and $I=\{\{a, b\}\}$. Let $K \subseteq\{a, b\}^{*}$ be context-free and let $L=\{a b\} K \cup\{a a, b a, b b\}\{a, b\}^{*}$. Clearly, $L$ is context-free and can be effectively constructed from $K$. Moreover, $L$ is $C$-consistent if and only if $K=\{a, b\}^{*}$. Since it is undecidable for an arbitrary context-free string language $K$ whether or not $K=\{a, b\}^{*}$ (see, e.g., [44]), it is undecidable for an arbitrary context-free string language $L$ whether or not $L$ is $C$-consistent.

We now turn to the membership problem. However, first we observe the following.
Let $C=(\Sigma, I, L)$ be a reliance alphabet, let $x \in \Sigma^{*}$ and let $L \subseteq \Sigma^{*}$. Then,
(i) $[x]$ is a finite subset of $\Sigma^{*}$;
(ii) $[x] \in[L]^{3}$ if and only if $[x] \cap L \neq \emptyset$;
(iii) $[x] \in[L]^{\forall}$ if and only if $[x] \subseteq L$; and
(iv) (if $L$ is $C$-consistent) $[x] \in[L]$ if and only if $x \in L$.

Thus, if the membership problem is decidable for $L$, then it is also decidable for $[L]^{\exists}$, for $[L]^{\forall}$, and (if $L$ is $C$-consistent) for $[L]$. Consequently, we have the following result.
3.36. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet. Then the membership problem for $T_{C}^{\exists}(\mathrm{REG}), T_{C}^{\forall}(\mathrm{REG}), T_{C}(\mathrm{REG}), T_{C}^{\exists}(\mathrm{CF}), T_{C}^{\forall}(\mathrm{CF}), T_{C}(\mathrm{CF}), T_{C}^{\exists}(\mathrm{CS}), T_{C}^{\forall}(\mathrm{CS})$, and $T_{C}(\mathrm{CS})$ is decidable.

As far as the complexity of the membership problem for various classes of trace languages is concerned, we have the following results.

We start by discussing classes of trace languages defined by using regular string languages.
3.37. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $\alpha$ be the size of the greatest clique of $I$. Let $L \subseteq \Sigma^{*}$ be regular.
(1) There is an algorithm which, given an arbitrary string $x \in \Sigma^{*}$, decides whether or not $[x] \in[L]^{\exists}$ in $\mathrm{O}\left(|x|^{\alpha}\right)$ time.
(2) There is an algorithm which, given an arbitrary string $x \in \Sigma^{*}$, decides whether or $n \subset i[x] \in[L]^{\forall}$ in $\mathbf{O}\left(|x|^{\alpha}\right)$ time.
(3) If $L$ is C-consistent, then there is an algorithm which, given an arbitrary string $x \in \Sigma^{*}$, decides whether or not $[x] \in[L]$ in $\mathbf{O}(|x|)$ time.

Proof. (2) directly follows from (1), because, for every $x \in \Sigma^{*},[x] \in[L]^{\forall}$ if and only if $[x] \notin\left[\Sigma^{*}-L\right]^{\exists}$ and $\Sigma^{*}-L$ is a regular string language.
(3): Obvious, because the membership problem for regular string languages is decidable in linear time.

For the case when trace languages are specified using context-free string languages, we have the following result.
3.39. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $\alpha$ be the size of the greatest clique of $I$. Let $L \subseteq \Sigma^{*}$ be context-free.
(i) There is an algorithm which, given an arbitrary string $x \in \Sigma^{*}$, decides whether or not $[\because] \in[L]^{3}$ in $\mathrm{O}\left(\left(|x|^{3 \alpha}\right) /(\log |x|)\right)$ time.
(2) There is an algorithm which, given an arbitrary string $x \in \Sigma^{*}$, decides whether or not $[x] \in[L]^{\exists}$ in $\mathrm{O}\left(\mathrm{BM}\left(|x|^{\alpha}\right)\right)$ time, where $\mathrm{BM}(n)$ is the time needed for multiplying two boolean $n \times n$ metrices.
(3) If $L$ is C-consistent, then there is an algorithm which, given an arbitrary string $x \in \Sigma^{*}$, decides whether or not $[x] \in[L]$ in $f(|x|)$ time, where $f$ is the time complexity of the membership problem for context-free string languages.

Proof. (3): Obvious.

Concerning the general membership problem for existentially regular and contextfree trace languages, one has the following result.
3.39. Theorem. The problem whether or not given an arbitrary reliance alphabet $C=(\Sigma, I, D)$, an arbitrary regular or context-free $L \subseteq \Sigma^{*}$, and an arbitrary $x \in \Sigma^{*}$, $[x] \in[L]^{3}$ is NP-complete.

Imposing various restrictions on the (in)dependence relation leads to the following results.
3.40. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet, where $I$ is transitive. The following problems are decidable for arbitrary regular $L_{1}, L_{2} \subseteq \Sigma^{*}$.
(1)(a) " $\left[L_{1}\right]^{\prime \prime}=\emptyset$ ?" and " $\left[L_{1}\right]^{3}=\Theta(C) ?$ ", and
(b) " $\left[L_{1}\right]^{*}=\emptyset$ ?" and " $\left[L_{1}\right]^{\forall}=\Theta(C)$ ?".
(2)(a) " $\left[L_{1}\right] \subseteq\left[L_{2}\right]^{\exists}$ ?" and
(b) " $\left[L_{1}\right]^{\forall} \subseteq\left[L_{2}\right]^{\forall} ?$ ".
(3)(a) " $\left[L_{1}\right]^{\exists}=\left[L_{2}\right]^{3}$ ?" and
(b) " $\left[L_{1}\right]^{\forall}=\left[L_{2}\right]^{\forall}$ ?".
(4)(a) " $\left[L_{1}\right]^{\exists} \cap\left[L_{2}\right]^{\exists}=\emptyset$ ?" and
(b) " $\left[L_{1}\right]^{\forall} \cap\left[L_{2}\right]^{\forall}=\emptyset$ ?".
3.41. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet, where $I$ is complete. The following problems are decidable for arbitrary context-free $L_{1}, L_{2} \subseteq \Sigma^{*}$.
(1) " $\left[L_{1}\right]^{\exists}=\emptyset$ "" and " $\left[L_{1}\right]^{\exists}=\Theta(C)$ ?".
(2) " $\left[L_{1}\right]^{3} \subseteq\left[L_{2}\right]^{\exists}$ ?".
(3) " $\left[L_{1}\right]^{3}=\left[L_{2}\right]^{\exists}$ ?".
(4) " $\left[L_{1}\right]^{\exists} \cap\left[L_{2}\right]^{\exists}=\emptyset ?$ ?.

Proof. This result follows from Theorem 3.40, Theorem 3.13(1) and the following two well-known (see, e.g., [44]) facts:
(i) the Parikh image of a context-free string language can be effectively computed, and
(ii) given a semilinear set $S$, a regular string language with $S$ as its Parikh image can be effectively computed.

We conclude this subsection by discussing some fundamental problems which turn out to be undecidable already on the level of trace languages defined by regular string languages.
3.42. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet where, for sume a, b. c, rno $d$ in $\Sigma, I(C)$ has an induced dep-groph of the orm depicted in Fig. 10. Then the following problems are recursively "secidable firbitrary regular $L_{1}, L_{2} \subseteq \Sigma^{*}$.
(1)(a) " $\left[L_{1}\right]^{3}=\left[L_{2}\right]^{3}$ ?" and
(b) " $\left[L_{1}\right]^{\forall}=\left[L_{2}\right]^{\forall}$ ?".
(2)(a) " $\left[L_{1}\right]^{\exists} \subseteq\left[L_{2}\right]^{\exists}$ ?" and
(b) " $\left[L_{1}\right]^{\forall} \subseteq\left[L_{2}\right]^{\forall}$ ?".


Fig. 10
Proof. (1)(b): From Theorem 2.16(3) it follows that, for $L_{1}, L_{2} \subseteq \Sigma^{*},\left[L_{1}\right]^{\exists}=\left[L_{2}\right]^{\exists}$ if and only if $\left[\Sigma^{*}-L_{1}\right]^{\forall}=\left[\Sigma^{*}-L_{2}\right]^{\forall}$. Hence, (1)(b) directly follows from (1)(a).
(2)(a) and (b) directly follow from (1)(a) and (1)(b) respectively.

## Bibliographical comments

Subsection 3.1 is more or less an overview and an extension of the investigation of equations on trace languages initiated in [32]. There the notion of a $C$-existential (trace) function is introduced and proofs of Theorem 3.8(1) and Theorem 3.10(1) can be found.

Basic papers on the subject of Substction 3.2 are [2,3,5,46]. Theorem 3.13(1) is proved in [46]. Both the first and the third characterization of consistently regular trace languages (Theorem 3.14 and Theorem 3.19, respectively) are proved in [37], where also the notions of concurrent decomposition and concurrent trace iteration are introduced. Lemma 3.21 is proved in [36], although the proof provided there is completely different from the one we have given. Both the second characterization of consistently regular trace languages (Theorem 3.16) and the infinite hierarchy of existentially regular trace languages (Theorem 3.19) are proved in [5], where also the notion of an ( $n, K$ )-existential trace language is introduced. Theorem 3.25(1) (also stated as Lemma 3.12) is proved in [3] and Theorem 3.26 is proved in [2].

Basic papers on the subject of closure propertics of trace languages (first part of Subsection 3.3) are [2,3, 46]. Theorem 3.29(1) is proved in [3] and in [47], while Theorem 3.29(2) is proved in [3] and in [42]; Theorem 3.29(2) is also stated in [8]. Theorem 3.30 and Theorem 3.31 (except for the closure of consistently regular trace languages under trace composition) are proved in [3]. The fact that consistently regular trace languages are closed under trace composition is proved in both [13] and [17]. Theorem 3.32 and Theorem 3.33 are proved in [2].

The basic paper on the subject of decidability problems of trace languages (second part of Subsection 3.3) is [6], where Theorems 3.37(1), 3.38(1), 3.39, 3.40(3)(a), and Theorem 3.42(1)(a) are proved. Finally, Theorem 3.38(2) is proved in [9] and Theorem 3.40 is proved in [3].

## 4. Dep-graphs and dep-graph languages revisited

### 4.1. Using dep-graphs to reason about traces

In this subsection we will demonstrate the use of dep-graphs in the analysis of various properties of traces. We will reconsider Algorithm 2.10-tinis time in terms of dep-graphs-a and provide some other basic results on traces using the theory of dep-graphs. We hope that in this way we can demonstrate the usefulness of depgraphs in both getting a good understanding of (an intuitive feeling for) various properties of traces and getting elegant proofs.

We begin by translating Algorithm 2.10 into the framework of dep-graphs. The result of this translation is Algorithm 4.1, which works as follows.

Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $t \neq 1$ be a trace over $C$, of which we want to find a normal representative; let $d$ be a dep-graph of $t$. The algorithm will construct the decomposition $t=t_{1} \circ \cdots \circ t_{k}$ for some $k \geqslant 1$, by constructing strings $u(1), \ldots, u(k) \in \Sigma^{*}$ such that $t_{i}=[u(i)]$ for all $1 \leqslant i \leqslant k$. The construction of these $u(i)$ 's is by iterating the following steps (starting with the graph $g=d$ and $i=1$ ):
(i) $u(i)$ is a string built up by concatenating the labels of the minimal elements of the current graph $g$;
(ii) the set of minimal elements and their adjacent edges are removed from $g$ (and so a new current graph results); and
(iii) $i$ is increased by 1 .

This iteration stops when $g$ becomes the empty graph.
Formally, the algorithm is as follows.

### 4.1. Algorithm.

Input: A reliance alphabet $C=(\Sigma, I, D)$ and a dep-graph $d=(V, E, \Sigma, l) \neq \Lambda$ over $C$.

Declaration: Let $p=\# V$ and $n=\# \Sigma$; let $k$ be a variable over $\{0, \ldots, p\}$; let $u$ be an array of length $p$ over $(\Sigma \cup\{\lambda\})^{n}$.

Computation:
(1) for all $1 \leqslant k \leqslant p, u(k):=\lambda$.
(2) $k:=0$.
(3) $k:=k+1 ; g:=(V, E, \Sigma, l)$.
(4) $u(k):=\sigma_{1} \ldots \sigma_{r}$, where $r \geqslant 1$ and $\sigma_{1}, \ldots, \sigma_{r} \in \Sigma$ are such that $\left\{\sigma_{1}, \ldots, \sigma_{r}\right\}=$ $\{l(v): v \in \min (g)\}$.
(5) $V:=V-\min (g)$.
(6) $E:=E \cap(V \times V) ; l:=\left.l\right|_{V}$.
(7) if $V \neq \emptyset$ then goto (3).
(8) stop.

Output: The string $u(1) \ldots u(k)$.
4.2. Example. Let $C$ be the reliance alphabet given in Example 1.4 and let $d=$ $\langle a d c b b e d\rangle$. Then the computation of Algorithm 4.1 starting with $C$ and $d$, can be illustrated as in Fig. 11. Hence, the output of the algorithm is abdbced.


Fig. 11

Formalizing the above we get the following result.
4.3. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $d=(V, E, \Sigma, l) \neq \Lambda$ be a dep-graph over $C$; let $t=\llbracket d \rrbracket$. Let $X$ be the set of outputs of Algorithm 4.1 for the input $(C, d)$. Then, for every $x \in \Sigma^{*}, x \in X$ if and only if $x$ is a normal representative of $t$.

Proof. Let $x \in X$. Hence, there exist a $k \geqslant 1$ and $u(1), \ldots, u(k) \in \Sigma^{*}$ as described in Algorithm 4.1 such that $x=u(1) \ldots u(k)$. Then, in order to prove that $x$ is a
normal representative of $t$, we have to show that
(i) for all $1 \leqslant i \leqslant k, u(i) \neq \lambda$;
(ii) for all $1 \leqslant i \leqslant k_{,} \#_{a}(u(i))=1$ for each $a \in \operatorname{alph}(u(i))$, and $\{a, b\} \in I$ for each $a, b \in \operatorname{alph}(u(i)), a \neq b$; and
(iii) for all $1 \leqslant i \leqslant k-1$, for each $a \in \operatorname{alph}(u(i+1)$ ), there exists a $b \in \operatorname{alph}(u(i))$ such that $\{a, b\} \in D$.
Clearly, (i) holds. Furthermore, since, at every moment in the computation of $x$, $\min (g)$ is a subset of a node cut of $d$, Theorem 2.38(1) implies that (ii) holds. Finally, since, for every $2 \leqslant i \leqslant k$ and for every symbol $b$ occurring in $u(i)$, $b$ corresponds, at some moment in the computation of $x$, to a minimal node in $g$ which was not a minimal node in $g$ one iteration before, $d$ contains an edge from a node corresponding to a symbol occurring in $u(i-1)$ to the node corresponding to $b$; thus, for every $2 \leqslant i \leqslant k$ and for every $b \in \operatorname{alph}(u(i))$, there exists an $a \in$ $\operatorname{alph}(u(i-1))$ such that $\{a, b\} \in D$, and, hence, (iii) holds. Consequently, $x$ is a normal representative of $t$.

Let $\boldsymbol{x} \in \boldsymbol{\Sigma}^{*}$ be a normal representative of $t$. Hence, there exist $k \geqslant 1$ and $u(1), \ldots, u(k) \in \Sigma^{*}$, satisfying (i), (ii), and (iii) above, such that $x=u(1) \ldots u(k)$. Then, by the construction of a dep-graph and by requirements (ii) and (iii) above, a symbol $b$ occurs in $u(1)$ if and only if the node corresponding to $b$ in $d$ has no incoming edges in $d$; thus, alph $(u(1))=\{l(v): v \in \min (d)\}$. Hence, $u(1)$ can be obtained in the first iteration of Algorithm 4.1. Moreover, it is now easily seen that, repeating the above considerations, $u(1), \ldots, u(k)$ can be successively obtained by Algorithm 4.1. Consequently, $x=u(1) \ldots u(k) \in X$.

For a reliance alphabet $C$, the following result provides means for counting the number of $C$-equivalent strings with a given string $x \in(\operatorname{alph}(C))^{*}$.
4.4. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $\alpha$ be the size of the greatest clique of $I$; let $t \in \Theta(C)$. Then $\left.\# t \leqslant \min (|t|)!, \alpha^{|t|}\right)$.

Proof. If $|t|=0$, then the theorem obviously holds.
Assume that $|t| \neq 0$.
On the one hand, if $x, y \in t$, then $x$ is a permutation of $y$. Since a string of length $n$ has at most $n!$ different permutations, we get $\# t \leqslant(|t|)$ !.
On the other hand, if $x \in t$, then . $:(1)$ is the label of a minimal node of $\langle t\rangle$. Since the set of minimal nodes of $\langle t\rangle$ is a node cut of $\langle t\rangle$, and since, by Theorem 2.38(2), every node cut of $\langle t\rangle$ has at most $\alpha$ elements, there are at most $\alpha$ candidates for being $x(1)$. Moreover, making a choice of a minimal node of $\langle t\rangle\rangle$ and reducing $\langle\langle t\rangle$ by this node, there exist, for every $1 \leqslant i \leqslant|t|$, after iterating this choice and reducing $i-1$ times, at most $\alpha$ candidates for being $x(i)$. In this way we get $\# t \leqslant \alpha^{|t|}$.
Hence, $|t| \neq 0$ implies that both $\# t \leqslant(|t|)$ ! and $\# t \leqslant \alpha^{|t|}$. Consequently, $\# t \leqslant$ $\min \left((\mid t)!, \alpha^{|t|}\right)$.

The last result in this subsection is a result on splitting up traces in prefixes and suffixes. Although a proof of it is already given in [6], we give here a different proof based on the analysis of dep-graphs. We believe that our proof provides a better intuitive insight inio the nature of the result.
4.5. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $\alpha$ be the size of the greatest clique of $I$. Let $t \in \Theta(C)$ and let $P_{t}=\left\{t^{\prime} \in \Theta(C)\right.$ : there exists a $t^{\prime \prime} \in \Theta(C)$ such that $\left.t=t^{\prime} \circ t^{\prime \prime}\right\}$. Then $\# P_{t} \leqslant(1+|t| / \alpha)^{\alpha}$.

Proof. From Theorems 2.36 and 2.37 it follows that the number of prefixes of $t$ equals the number of possibilities to split up $\left\langle\langle t\rangle\right.$ in two dep-graphs $d_{1}$ and $d_{2}$, such that $d=d_{1} \square d_{2}$. Thus, \# $P_{t}$ equals the number of edge cuts of the directed nodelabeled acyclic graph $g$, which is obtained from $\| t\rangle$ by adding the new (arbitrarily labeled) nodes $v_{\min }$ and $v_{\max }$ and the sets of new edges $\left.\left\{\left(v_{\min }, v\right): v \in \min (\langle i\rangle\rangle\right)\right\}$ and $\left.\left\{\left(v, v_{\max }\right): v \in \max (\langle t\rangle\rangle\right)\right\}$.

The proof now continues by counting the number of edge cuts in the graph $g$ described above. In order to do this, we need the following fact, which can be proved by standard methods from the theory of partial orders (see, e.g., [11]). If $g^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ is a directed acyclic graph and $n \geqslant 1$ is such that, for every node cut $S$ of $g^{\prime}, \# S \leqslant n$, then there exist $n$ lines $g_{i}=\left(V_{i}, E_{i}\right)$ of $g^{\prime}, 1 \leqslant i \leqslant n$, such that $V^{\prime}=\bigcup_{i=1}^{n} V_{i}$.

Let us assume that $\langle t\rangle\rangle=(V, E, \Sigma, l)$ and that $g=\left(V^{\prime}, E^{\prime}, \Sigma^{\prime}, l^{\prime}\right)$. From Theorem 2.38(2) it follows that, for every node cut $S$ of $\langle t\rangle$ and thus clearly also for every node cut $S$ of $g, \# S \leqslant \alpha$. Hence, by the above fact and by the construction of $g$, we can find $\alpha$ lines $g_{i}=\left(V_{i} \cup\left\{v_{\min }, v_{\max }\right\}, E_{i}\right)$ of $g, 1 \leqslant i \leqslant \alpha$, such that $V=\bigcup_{i=1}^{\alpha} V_{i}$. Since the intersection of an arbitrary line and an arbitrary edge cut of a directed acyclic graph consists of at most, in the case of $g$ even exactly, one element, in order to 'edge cut' $g$, we have $\# V_{1}+1$ possibilities to 'edge cut' $g_{1}$. Moreover, whenever a choice for an edge cut of $g_{1}$ is made, in order to 'edge cut' $g_{2}$ consistently with this edge cut, we have at most $\#\left(V_{2}-V_{1}\right)+1$ possibilities to do so. In general, whenever, for some $1 \leqslant i \leqslant \alpha$, consistent choices of edge cuts of $g_{1}, \ldots, g_{i-1}$ are made, in order to 'edge cut' $g_{i}$ consistently with these edge cuts, we have at most $\#\left(V_{i}-\bigcup_{j=1}^{i-1} V_{j}\right)+1$ possibilities to do so.

Hence, the number of edge cuts of $\boldsymbol{g}$ is smaller than or equal to

$$
\prod_{i=1}^{\alpha}\left(\#\left(V_{i}-\bigcup_{j=1}^{i-1} V_{j}\right)+1\right) .
$$

Now we observe that
(i) for every $1 \leqslant p, q \leqslant \alpha, p \neq q$,

$$
\left(V_{p}-\bigcup_{j=1}^{p-1} V_{i}\right) \cap\left(V_{q}-\bigcup_{j=1}^{q-1} V_{j}\right)=\emptyset ; \quad \text { and }
$$

$$
\begin{equation*}
\bigcup_{i=1}^{\alpha}\left(V_{i}-\bigcup_{j=1}^{i-1} V_{j}\right)=V^{i} \tag{ii}
\end{equation*}
$$

Thus, the number of edge cuts of $g$ is smaller than or equal to $\left(\prod_{i=1}^{\alpha}\left(n_{i}+1\right)\right.$ ), where $n_{1}, \ldots, n_{\alpha} \geqslant 0$ are such that $\sum_{i=1}^{\alpha} n_{i}=\# V=|t|$. Hence, since the geometric mean of a set of numbers is smaller than or equal to its arithmetic mean, the number of edge cuts of $g$ is smaller than or equal to $(1+|t| / \alpha)^{\alpha}$. Consequently, the cardinality of $P_{t}$ is bounded by $(1+|t| / \alpha)^{\alpha}$.

### 4.2. Dep-graph languages and graph grammars

In this subsection we will introduce classes of graph grammars that generate dep-graph languages. Moreover, we demonstrate the correspondence between generating dep-graph languages by graph grammars and defining dep-graph languages by string languages in the usual way. The classes of graph grammars are natural-they fit well in the existing framework in the theory of graph grammars.

We start by recalling the notion of a directed node-label controlled graph grammar.
4.6. Definition. A directed node-label controlled graph grammar, abbreviated a DNLC grammar, is a system $G=(\Omega, \Xi, P, J, \xi)$, where
(i) $\Omega$ is an alphabet, called the total alphabet of $G$;
(ii) $\Xi \subseteq \Omega$ is the terminal alphabet of $G$;
(iii) $P \subseteq(\Omega-\Xi) \times \Gamma(\Omega)$ is the set of productions of $G$;
(iv) $J \subseteq \Omega \times \Omega$ is the connection relation of $G$; and
(v) $\xi$, called the axiom of $G$, is a graph over $\Omega-\Xi$ consisting of one node only.

Informally speaking, a DNLC grammar $G=(\Omega, \Xi, P, J, \xi)$ generates a se: of graphs as follows.

Given a graph $\gamma$ to be rewritten and a production of the form ( $X, \beta$ ), where $X \in \Omega-\Xi$ and $\beta \in \Gamma(\Omega)$, one chooses a node $v$ of $\gamma$ labeled by $X$ and replaces it by $\beta$ (actually, by an isomorphic copy of $\beta$ such that its set of nodes is disjoint with the set of nodes of $\gamma$ ). Then, in order to embed $\beta$ in "the remainder of $\gamma$ " (i.e., the graph resulting from $\gamma$ by removing $v$ ), one uses the relation $J$ as follows. For every pair $(b, c) \in J$ one establishes an edge from each node $w$ in "the remainder of $\gamma^{\prime \prime}$ labeled by $c$ to each node of $\beta$ labeled by $b$, provided that there was an edge from $w$ to $v$ in $\gamma$. Analogously, for every pair $(b, c) \in J$ one establishes an edge from each node of $\beta$ labeled by $b$ to cach node $w$ in "the remainder of $\gamma$ " labeled by $c$, provided that there was an edge from $v$ to $w$ in $\gamma$. Every graph $\gamma$ ' isomorphic to the resulting graph is said to be directly derived from $\gamma$ in $G$; we write then $\boldsymbol{\gamma}=(G) \Rightarrow \gamma^{\prime}$. Iterating the direct derivation step (starting with the axiom $\boldsymbol{\xi}$ of $G$ ) and choosing only those derived graphs that are labeled by labels from the terminal alphabet $\Xi$, one gets the (graph) language $L(G)$ of $G$.
4.7. Remark. The notion of a DNLC grammar discussed above differs somewhat from the standard notion of a DNLC grammar formally defined in [25]. First of all, we allow also erasing productions. Secondly, rather than to use separate incoming and outgoing connection relations, we use one common connection relation.

We now define two subclasses of the class of DNLC grammars (the reader will notice the obvious analogy with two basic classes of string grammars).
4.8. Definition. Let $G=(\Omega, \Xi, P, J, \xi)$ be a DNLC grammar.
(1) $G$ is called a regular DNLC grammar if every production of $G$ is

- either of the form ( $\left.X,{ }^{\boldsymbol{\sigma}} \bullet{ }^{\boldsymbol{\gamma}}\right)$,
- or of the form $\left(X, \bullet^{\sigma}\right)$,
- or of the form $(X, \Lambda)$,
where $\sigma \in \Xi$ and $X, Y \in \Omega-\Xi$.
(2) $G$ is called a context-free DNLC grammar if every production of $G$ is
- either of the form $\left(X,{ }^{\boldsymbol{Y}} \rightarrow \boldsymbol{\bullet}^{z}\right)$,
- or of the form ( $X, \bullet^{\sigma}$ ),
- or of the form $(X, \Lambda)$,
where $\sigma \in \Xi$ and $X, Y, Z \in \Omega-\boldsymbol{\Xi}$.
4.9. Example. Let $\quad \Xi=\{a, b, c\}, \quad \Omega=\Xi \cup\{A, B, D, E, F, S\}, \quad \xi \cong \Theta^{S}, \quad J=$ $(\Omega \times \Omega)-\{(a, b),(b, a),(b, c),(c, b)\}$, and

Then $G=(\Omega, \Xi, P, J, \xi)$ is a context-free DNLC grammar.
Furthermore, Fig. 12 depicts an example of a derivation (in $G$ ) of a graph from $L(G)$.

The following notion is crucial in considering a DNLC grammar as a generator of dep-graphs.
4.10. Definition. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $G=(\Omega, \Xi, P, J, \xi)$ be a DNLC grammar. $G$ is called $C$-uniform if $\Sigma=\Xi$ and $J=(\Omega \times \Omega)-I$.
4.11. Remark. Note that in a derivation by a C-uniform DNLC grammar, where $C$ is a reliance alphabet, breaking of edges between nodes happens only between nodes labeled by terminal symbols and, moreover, this breaking up of edges happens according to ind $(C)$ (labels independent of each other in $C$ get disconnected).
4.12. Example. Let $C=(\Sigma, I, D)$ be the reliance alphabet such that $\Sigma=\{a, b, c\}$ and $I=\{\{a, b\},\{b, c\}\}$. Then the DNLC grammar of Example 4.9 is $C$-uniform.

$\Longrightarrow(G)$

$\Longrightarrow G \Rightarrow$


Fig. 12
We now demonstrate that regular $C$-uniform DNLC grammars, where $C$ is a reliance alphabet, generate precisely the class of regular dep-graph languages over $C$.
4.13. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $W \subseteq \Gamma(\Sigma)$. Then $W \in D_{C}(R E G)$ if and only if $W=L(G)$ for some regular $C$-uniform DNLC grammar $G$.

Proof. The proof goes in two steps, each proving the implication in one direction.
(i) Let $W \in D_{C}($ REG $)$. Hence there exists a right-linear string grammar $G_{1}=$ $\left(\Omega, \Sigma, P_{1}, S\right)$ such that $W=\langle L(G)\rangle$.

Consider the regular $C$-uniform DNLC grammar $G_{2}=\left(\Omega, \Sigma, P_{2}, J, \xi\right)$, where

$$
\begin{aligned}
P_{2}= & \left\{(X, \stackrel{\sigma}{\sigma} \rightarrow-\dot{\ominus}): \sigma \in \Sigma, X, Y \in \Omega-\Sigma, \text { and }(X, \sigma Y) \in P_{1}\right\} \\
& \cup\left\{\left(X,{ }^{\sigma}\right): \sigma \in \Sigma, X \in \Omega-\Sigma, \text { and }(X, \sigma) \in P_{1}\right\} \\
& \cup\left\{(X, \Lambda): X \in \Omega-\Sigma, \text { and }(X, \lambda) \in P_{1}\right\}, \text { and } \\
\xi \cong & \stackrel{s}{\bullet} .
\end{aligned}
$$

It is easily seen that $W=L\left(G_{2}\right)$.
(ii) Let $G_{1}=\left(\Omega, \Sigma, P_{1}, J, \xi\right)$ be a regular $C$-uniform DNLC grammar.

Consider the right-linear string grammar $G_{2}=\left(\Omega, \Sigma, P_{2}, S\right)$, where

$$
\begin{aligned}
P_{2}= & \left\{(X, \sigma Y): \sigma \in \Sigma, X, Y \in \Omega-\Sigma, \text { and }(X, \stackrel{\sigma}{\ominus} \rightarrow-\stackrel{Y}{\bullet}) \in P_{1}\right\} \\
& \cup\left\{(X, \sigma): \sigma \in \Sigma, X \in \Omega-\Sigma, \text { and }(X, \stackrel{\sigma}{\ominus}) \in P_{1}\right\} \\
& \cup\left\{(X, \lambda): X \in \Omega-\Sigma, \text { and }(X, \Lambda) \in P_{1}\right\},
\end{aligned}
$$

and $S$ is such that $\xi \cong 0^{s}$.
It is easily seen that $L\left(G_{1}\right)=\left\langle L\left(G_{2}\right)\right\rangle$.
The theorem follows from (i) and (ii) above.
Now we move to the context-free dep-graph languages over a reliance alphabet C. It turns out that this class of dep-graph languages is precisely the class of graph languages generated by context-free $C$-uniform DNLC grammars.

The proof of the following result can be made completely analogous (using the Chomsky Normal Form for context-free string languages) to the proof of Theorem 4.13 and so it is left to the reader.
4.14. Theorem. Let $C=(\Sigma, I, D)$ be a reliance alphabet and let $W \subseteq \Gamma(\Sigma)$. Then $W \in D_{C}(C F)$ if and only if $W=L(G)$ for some context-free $C$-uniform DNLC grammar $G$.
4.15. Remark. A context-free DNLC grammar has productions of the form $\left(X,{ }^{Y} \bullet \bullet^{z}\right),\left(X, \bullet^{\sigma}\right)$, and $(X, \Lambda)$, where $\sigma$ is a terminal and $X, Y$, and $Z$ are nonterminals. Clearly, this form of productions (except for the erasing productions $(X, \Lambda))$ comes from the analogy with context-free string grammars in Chomsky Normal Form (see, e.g., [44]).

Alternatively, we could have defined context-free DNLC grammars by also allowing productions of the form depicted in Fig. 13, where $n \geqslant 1$ and $X, Y_{1}, \ldots, Y_{n}$ are


Fig. 13
nonterminals (now the right-hand side of a production does not have to be at most binary as long as all the 'transitive closure edges' are also present). In this way, one gets a closer analogy to (the form of) arbitrary context-free string grammars (except that in all productions with more than one node at the right-hand side all the labels are nonterminals).

In manipulating DNLC grammars the first form (the form that we use in this paper) is more convenient. However, it turns out that the above characterization result (Theorem 4.14) holds for both variants of the definition.

## Bibliographical comments

Using graph grammars to generate regular dependence graph languages was initiated in [1], where also a proof of a theorem closely related to Theorem 4.13 is given.

## 5. Trace languages, dep-graph languages, and Petri nets

## 5.1. $C / E$ structures, $C / E$ systems, firing sequences and processes

The theory of Petri nets deals with distributed systems and processes. Within this theory many important concepts and tools have been developed which aid in the design and analysis of distributed systems.

The basic system model underlying the theory of Petri nets is a condition/event system, abbreviated a $C / E$ system. In this section we are going to relate the theory of traces and dep-graphs to the theory of C/E systems. We start by recalling in this subsection the notion of a C/E system which we will base on the notion of a C/E structure introduced here. Then we discuss the firing sequence approach to represent the behavior of $C / E$ structures and of $C / E$ systems and the process representation of the behavior of C/E systems. Our exposition in this section is very 'dense' (and rather 'dry') in the sense that it gives all the basic notions (and terminology) only to the extent we will need them.

The basic construct underlying the whole area of Petri nets is that of a (directed) net.
5.1. Definition. (1) A net is a 3-tuple $N=(S, T, F)$, where
(i) $S$ and $T$ are finite sets such that $S \cap T=\emptyset$ and $S \cup T \neq \emptyset$, and
(ii) $F \subseteq(S \times T) \cup(T \times S)$ is such that $T \subseteq \operatorname{dom}(F) \cup \operatorname{ran}(F)$.
(2) Let $N=(S, T, F)$ be a net. The elements of $S$ are called $S$-elements and the elements of $T$ are cailed $T$-elements. For every $x \in S \cup T$, the input set of $x$, denoted by ${ }^{\circ} x$, is the set $\{y \in S \cup T:(y, x) \in F\}$; the output set of $x$, denoted by $x^{\prime}$, is the set $\{y \in S \cup T:(x, y) \in F\}$; and the neighborhood of $x$, denoted by ' $x^{\prime}$, is the set ${ }^{\prime} x \cup x^{\prime}$. For every $X \subseteq S \cup T$, the input set of $X$, denoted by ${ }^{\circ} X$, is the set $\cup\left\{{ }^{\circ} x: x \in X\right\}$; the output set of $X$, denoted by $X^{\bullet}$, is the set $\cup\left\{x^{\bullet}: x \in X\right\}$; and the neighborhood of $X$, denoted by ${ }^{\prime} X^{\prime}$, is the set ${ }^{\prime} X \cup X^{\prime}$.
5.2. Remark. In the above definition of a net we require that $T \subseteq \operatorname{dom}(F) \cup$ $\operatorname{ran}(F)$-this differs from the standard definition of a net in the literature. However, nets as used in condition/event structures, condition/event systems, and occurrence nets (to be defined later on in this subsection) satisfy this property and thus introducing nets in this way facilitates our considerations later on.

In order to talk about dynamic behavior of nets we need the following notion.
5.3. Definition. Let $N=(S, T, F)$ be a net.
(1) Let $t \in T$ and let $\mu \subseteq S$. $t$ is enabled in $\mu$, denoted by $\mu[t\rangle$, if ${ }^{\boldsymbol{t}} t \subseteq \mu$ and $t^{\bullet} \subseteq S-\mu$.
(2) Let $t \in T$ and let $\mu, \mu^{\prime} \subseteq S$. $t$ fires from $\mu$ to $\mu^{\prime}$, denoted by $\mu[t\rangle \mu^{\prime}$, if $\mu[t\rangle$ and $\mu^{\prime}=\left(\mu-{ }^{\bullet} t\right) \cup t^{\bullet}$.
(3) Let $\mu \subseteq S$. The $\mu$-reachability set, denoted by $\leqslant \mu \geqslant$, is the smallest subset of $\mathscr{P}(S)$, satisfying
(i) $\mu \in \leqslant \mu \geqslant$, and
(ii) if either $\mu^{\prime}[t\rangle \mu^{\prime \prime}$ or $\mu^{\prime \prime}[t\rangle \mu^{\prime}$, for a $t \in T$, a $\mu^{\prime} \in \leqslant \mu \geqslant$, and a $\mu^{\prime \prime} \subseteq S$, then $\mu^{\prime \prime} \in \leqslant \mu \geqslant$.

A net $N=(S, T, F)$ has a convenient representation as a bipartite graph, where the $S$-elements and the $T$-elements form the bipartition of the set of nodes, and $F$ corresponds to the set of edges. Usually, $S$-elements are represented by circles and $T$-elements are represented by boxes.
5.4. Example. Consider the net $N=(S, T, F)$, where $S=\left\{s_{1}, s_{2}, s_{3}, s_{4}\right\}, \quad T=$ $\left\{t_{1}, t_{2}, t_{3}\right\}$, and

$$
\begin{aligned}
F=\{ & \left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{1}\right),\left(s_{4}, t_{3}\right),\left(t_{1}, s_{2}\right),\left(t_{2}, s_{3}\right), \\
& \left.\left(t_{2}, s_{4}\right),\left(t_{3}, s_{1}\right)\right\}
\end{aligned}
$$

The graphical representation of $N$ is depicted in Fig. 14.
Furthermore, $t_{1}$ is enabled in $\left\{s_{1}, s_{3}\right\}$ and $t_{1}$ fires from $\left\{s_{1}, s_{3}\right\}$ to $\left\{s_{2}\right\}$. Finally, $\leqslant\left\{s_{1}, s_{3}\right\} \geqslant=\left\{\left\{s_{1}, s_{3}\right\},\left\{s_{2}\right\},\left\{s_{3}, s_{4}\right\}\right\}$.

We are now ready to define the notion of a condition/event structure and to recall the notion of a condition/event system.
5.5. Definition. (1) A condition/event structure, $C / E$ structure for short, is a net $N=(P, Q, R)$ such that $P \subseteq \operatorname{dom}(R) \cup \operatorname{ran}(R)$.
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(2) AC/E structure $N=(P, Q, R)$ is simple if, for all $x, y \in P \cup Q,{ }^{\cdot} x={ }^{\circ} y$ and $x^{*}=y^{*}$ imply that $x=y$.
(3) Let $N=(P, Q, R)$ be a $C / E$ structure.
(3.1) Let $\alpha \in Q^{*}, \mu_{0} \subseteq P$, and $\mu_{|\alpha|} \in \leqslant \mu_{0} \geqslant . \alpha$ is called a firing sequence (of $N$ ) from $\mu_{0}$ to $\mu_{|\alpha|}$, denoted by $\mu_{0}[\alpha\rangle \mu_{|\alpha|}$ if there exist $\mu_{1}, \ldots, \mu_{|\alpha|-1} \in \leqslant \mu_{0} \geqslant$ such that, for all $1 \leqslant i \leqslant|\alpha|, \mu_{i-1}[\alpha(i)\rangle \mu_{i}$.
(3.2) Let $\alpha \in Q^{*}$ and $\mu \subseteq P$. $\alpha$ is called a firing sequence (of $N$ ) from $\mu$, denoted by $\mu[\alpha\rangle$ if there exists a $\mu^{\prime} \in \leqslant \mu \geqslant$ such that $\mu[\alpha\rangle \mu^{\prime}$.
(3.3) Let $\alpha \in Q^{*}$. $\alpha$ is called a firing sequence (of $N$ ) if there exists a $\mu \subseteq P$ such that $\mu[\alpha\rangle$.
(3.4) Let $\mu \subseteq P$ and $\mu^{\prime} \in \leqslant \mu \geqslant$. The ( $\mu, \mu^{\prime}$ )-language of $N$, denoted by $L\left(\mu, \mu^{\prime}, N\right)$, is the set of all firing sequences of $N$ from $\mu$ to $\mu^{\prime}$. The ( $\mu$ )-language of $N$, denoted by $L(\mu, N)$, is the set of all firing sequences of $N$ from $\mu$. The (firing sequence) language of $N$, denoted by $L(N)$, is the set of all firing sequences of $N$.
(4) A condition/event system, $C / E$ system for short, is a system $M=(P, Q, R, \mathscr{C})$, where
(i) $(P, Q, R)$ is a simple $C / E$ structure; and
(ii) $\mathscr{C} \subseteq \mathscr{P}(P)$ is such that
(a) $\mathscr{C}=\leqslant \mu \geqslant$ for some $\mu \subseteq P$, and
(b) for every $q \in Q$, there exist $\mu^{\prime}, \mu^{\prime \prime} \in \mathscr{C}$ such that $\mu^{\prime}[q\rangle \mu^{\prime \prime}$.
(5) Let $M=(P, Q, R, \mathscr{C})$ be a $C / E$ system.
(5.1) $M$ is contact-free if, for every $q \in Q$ and for every $\mu \in \mathscr{C},{ }^{\circ} q \subseteq \mu$ implies that $\boldsymbol{q}^{\circ} \subseteq P-\mu$ and $q^{\cdot} \subseteq \mu$ implies that ${ }^{\bullet} q \subseteq P-\mu$.
(5.2) Let $\alpha \in Q^{*}$. $\alpha$ is called a firing sequence (of $M$ ) if there exists a $\mu \in \mathscr{C}$ such that $\alpha \in L(\mu, N)$, where $N=(P, Q, R)$,
(5.3) The (firing sequence) language of $M$, denoted by $L(M)$, is the set of all firing sequences of $M$.

In the above definition, each element of $P$ is culled a condition (of $N$ or of $M$ ), each element of $Q$ is called an event (of $N$ or of $M$ ), and each element of $\mathscr{C}$ is called a case (of M).
5.6. Remark. (1) In Definition 5.5 and in the sequel it is assumed that notions and terminology concerning nets carry over in the obvious way to C/E structures and C/E systems (and other systems based on nets that w: will consider).
(2) Note that one can consider a $C / E$ system ( $P, Q, R, \mathscr{C}$ ) to consist of two components: the first one specifying the underlying static structure of the system and the second one specifying the dynamic behavior of the system. The first component is given by the simple $C / E$ structure $(P, Q, R)$ and the second one by the distributed state space $\mathscr{C}$.
(3) In the set-up as above the notion of contact-freeness of a C/E system is crucial for the investigation of the behavior of $\mathrm{C} / \mathrm{E}$ systems. We do not have enough room here to elaborate on this issue, but it turns out that defining processes of $\mathrm{C} / \mathrm{E}$ systems (later on in this subsection) is possible for contact-free $\mathbf{C / E}$ systems only.

In order to represent a $C / E$ system $M=(P, Q, R, \mathscr{C})$ graphically, we use the graph representation of the net $(P, Q, R)$ and additionally, in order to represent $\mathscr{C}$, we choose a $\mu \subseteq P$ such that $\mathscr{C}=\leqslant \mu \geqslant$ and then represent this $\mu$ by putting a token in each circle representing an element of $\mu$.
5.7. Example. Consider the net $N=(S, T, F)$ of Exaruple 5.4. Let $\mu^{\prime}=\left\{s_{1}, s_{3}, s_{4}\right\}$, $\mu^{\prime \prime}=\left\{s_{2}\right\}$ and $M=\left(S, T, F, \leqslant \mu^{\prime \prime} \geqslant\right)$. Then $N$ is a C/E structure, $L\left(\mu^{\prime}, N\right)=$ $\left\{x \in T^{*}\right.$ : there exists a $z \in T^{*}$ such that $\left.x z \in\left\{t_{1} t_{3} t_{2}\right\}^{*}\right\}, M$ is a contact-free $C / E$ system and $L(M)=\left\{x \in T^{*}\right.$ :there exist $y, z \in T^{*}$ such that $\left.y x z \in\left\{t_{1} t_{2} t_{3}\right\}^{*}\right\}$.

The following is a fundamental result concerning the languages of $C / E$ structures and $C / E$ systems.
5.8. Theorem. (1) Let $N$ be a $C / E$ structure. Then $L(N)$ is regular.
(2) Let $M$ be a $C / E$ system. Then $L(M)$ is regular.

A way of defining the behavior of a C/E system $M$ is to consider $L(M)$-this corresponds to the so called 'interleaved' point of view, where the behavior of the concurrent system is given through a set of its linear histories. An alternative (and perhaps more appropriate for concurrent systems) point of view is to consider partially ordered sets of events which may take place in the system. In particular, recording such sets of events together with appropriate condition holdings leads one to the notion of a process in a C/E system.

In order to formalize this, one needs a special subclass of nets.
5.9. Defimitiom. (1) An occurrence net is a net $K=(S, T, F)$, where
(i) for every $x, y \in S \cup T,(x, y) \in F^{+}$implies that $(y, x) \notin F^{+}$; and
(ii) for every $s \in S, \#\left({ }^{\circ} s\right) \leqslant 1$ and $\#\left(s^{\circ}\right) \leqslant 1$.
(2) Let $K=(S, T, F)$ be an occurrerse net. A slice of $K$ is a subset $S^{\prime}$ of $S$ such that, for every $s_{1}, s_{2} \in S^{\prime},\left(s_{1}, s_{2}\right) \notin F^{+}$and for every $s_{3} \in S-S^{\prime}$, there exists an $s_{4} \in S^{\prime}$ such that either $\left(s_{3}, s_{4}\right) \in F^{+}$or $\left(s_{4}, s_{3}\right) \in F^{+}$.
5.10. Example. The graph depicted in Fig. 15 represents an occurrence net $K$. The set of slices of $K$ consists of $\left\{s_{1}\right\},\left\{s_{2}, s_{3}\right\},\left\{s_{4}\right\}$, and $\left\{s_{5}\right\}$.
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Labeling occurrence nets will be a convenient way to use them for expressing the (concurrent) behavior of $\mathrm{C} / \mathrm{E}$ systems.
5.11. Definition. (1) A labeled occurrence net is a system $K=(S, T, F, \Sigma, \phi)$, where
(i) $(S, T, F)$ is an occurrence net;
(ii) $\Sigma$ is an alphabet; and
(iii) $\phi: S \cup T \rightarrow \Sigma$ is a function such that $\phi(S) \cap \phi(T)=\emptyset$.
(2) Let $M=(P, Q, R, \mathscr{C})$ be a contact-free $C / E$ system. A process of $M$ is a labeled occurrence net $K=(S, T, F, P \cup Q, \phi)$, such that
(i) $\phi(S) \subseteq P$ and $\phi(T) \subseteq Q$;
(ii) for every $t \in T, \phi\left({ }^{\circ} t\right)={ }^{\circ} \phi(t)$ and $\phi\left(t^{\circ}\right)=\phi(t)^{\circ}$; and
(iii) for every slice $S^{\prime}$ of $K, \phi$ is injective on $S^{\prime}$ and $\phi\left(S^{\prime}\right) \in \mathscr{C}$.
5.12. Remark. In the above definition it is assumed that the notion of a slice of an occurrence net carries over to a labeled occurrence net in the obvious way.
5.13. Example. Conin ${ }^{\text {ser }}$ the contact-free $C / E$ system $M$ depicted in Fig. 16(a). Then the labeled occurrence net $K$ depicted in Fig. 16(b) is a process of $M$.

The following resuit or processes is fundamental in the sense that it caries 'dependences' in $\mathbf{C} / \mathrm{E}$ systems to 'dependences' in their processes.
5.14. Theorem. Ler $N=(P, Q, R, \mathscr{C})$ be $a C / E$ system and let $K=(S, T, F, P \cup Q, \phi)$
 $t_{1}, t_{2} \in T$ be such that $\phi_{i}\left(x_{:}\right)=q_{1}$ and $\phi\left(t_{2}\right)=q_{2}$. Then either $\left(t_{1}, t_{2}\right) \in F^{+}$or $\left(t_{2}, t_{1}\right) \in F^{+}$.
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Proof. Assume that neither $\left(t_{1}, t_{2}\right) \in F^{+}$nor $\left(t_{2}, q_{2}\right) \in F^{+}$and assume that $p \in{ }^{\circ} q_{1}{ }^{\circ} \cap$ ${ }^{\cdot} q_{2}{ }^{\circ}$. Then there are $s_{1}, s_{2} \in S$ such that $s_{1} \in{ }^{\cdot} t_{1}^{\prime}, s_{2} \in \cdot{ }_{2}{ }^{\bullet}, \phi\left(s_{1}\right)=p$, and $\phi\left(s_{2}\right)=p$. If either $s_{1}=s_{2}$ or $\left(s_{1}, s_{2}\right) \in F^{+}$or $\left(s_{2}, s_{1}\right) \in F^{+}$, then, since, for every $s \in S$, \# (' $s$ ) $\leqslant 1$ and $\#\left(s^{\circ}\right) \leqslant 1,\left(t_{1}, t_{2}\right) \in F^{+}$or $\left(t_{2}, t_{1}\right)=F^{+}$, which contradicts our assumption. Hence $s_{1}$ and $s_{2}$ are different elements of a slice and thus, since $\phi$ is injective on slices, $\phi\left(s_{1}\right) \approx^{f} \phi\left(s_{2}\right)$. However, this contracicts the facts that $\phi\left(s_{1}\right)=p$ and $\phi\left(s_{2}\right)=p$. Consequently, either $\left(t_{1}, t_{2}\right) \in F^{+}$or $\left(t_{2}, t_{1}\right) \in F^{+}$.

Often in recording the dynamic behavior of a C/E system, one is interested only in occurrences of events (without the associated condition holdings). This leads us to the following definition.
5.15. Definition. Let $M=(P, Q, R, \mathscr{C})$ be a contact-free $C / E$ system. A node-labeled directed graph $\gamma$ is a (reduced, transitive) contracted process of $M$ if there exists a process $K=(S, T, F, \Sigma, \phi)$ of $M$ such that $\gamma$ is the (reduced, transitive, respectively) $\boldsymbol{S}$-contracted version of $\boldsymbol{K}$.

For a contact-free $C / E$ system $M, P(M)$ will denote its set of processes and $\mathbf{C P}(M)(\operatorname{RCP}(M), \operatorname{TCP}(M))$ will denote its set of (reduced, transitive, respectively) contracted processes.
5.16. Example. Consider the contact-free $C / E$ system $M$ depicted in Fig. 16(a). Then the graph depicted in Fig. 17(a) is both a contracted process and transitive contracted process of $M$, while the graph depicted in Fig. 17(b) is a reduced contracted process of $M$.

(a)

(b)
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We now turn to a basic result, which relates the (firing sequence) language of a C/E system to the 'firing sequence languages' of all its processes.

First we need the definition of the language of a labeled occurrence net, followed by an observation on the defined notion.
5.17. Definition. Let $K=(S, T, F, \Sigma, \phi)$ be a labeled occurrence net with $n=\# T$. The (firing sequence) language of $K$, denoted by $L(K)$, is the set
$\left\{x \in \Sigma^{n}\right.$ :there exist sets $S_{0}, \ldots, S_{n}$ of $S$-elements of $K$ and a sequence $t_{1}, \ldots, t_{n}$ without repetitions of all $T$-elements of $K$ such that $S_{0}=\left\{s \in S:{ }^{\bullet} s=\emptyset\right\}, S_{n}=\left\{s \in S: s^{\bullet}=\emptyset\right\}$, and, for every $1 \leqslant i \leqslant n$, $S_{i-1}\left[t_{i}\right\rangle S_{i}$ and $\left.\phi\left(t_{i}\right)=x(i)\right\}$.

The following result expresses the basic property of the sets $S_{0}, \ldots, S_{n}$ of $S$ elements from the above definition.
5.18. Theorem. Let $K=(S, T, F)$ be an occurrence net with $n=\# T$, let $S_{0}, \ldots, S_{n}$ be sets of S-elements of $K$, and let $t_{1}, \ldots, t_{n}$ be a sequence without repetitions of all T-elements of $K$ such that $S_{0}=\left\{s \in S:{ }^{\circ} s=\emptyset\right\}, S_{n}=\left\{s \in S: s^{\circ}=\emptyset\right\}$, and, for every $1 \leqslant i \leqslant$ $n, S_{i-1}\left[t_{i}\right\rangle S_{i}$. Then, for every $0 \leqslant i \leqslant n, S_{i}$ is a slice of $K$.

Proof. Observe first that, for every $0 \leqslant i \leqslant n-1$ and $s_{1}, s_{2} \in S, s_{1} \in S_{i}-S_{i+1}$ and $s_{2} \in S_{i+1}-S_{i}$ imply that $\left(s_{1}, t_{i+1}\right) \in F$ and $\left(t_{i+1}, s_{2}\right) \in F$. This fact will be extensively used in the proof.

Clearly, $S_{0}$ is a slice of $K$. We will now show that, for every $0 \leqslant i \leqslant n-1, S_{i}$ is a slice of $K$ implies that $S_{i+1}$ is also a slice of $K$. From this the theorem follows.

Assume that, for some $0 \leqslant i \leqslant n-1, S_{i}$ is a slice of $K$.
Let $s_{1}, s_{2} \in S_{i+1}$. If $s_{1}, s_{2} \in S_{i}$, then, since $S_{i}$ is a slice of $K,\left(s_{1}, s_{2}\right) \notin F^{+}$. If $s_{1} \in S_{i}$ and $s_{2} \notin S_{i}$, then $\left(s_{1}, s_{2}\right) \in F^{+}$implies that there exists an $s_{3} \in{ }^{\circ} t_{i+1} \cap S_{i}$ such that $\left(s_{1}, s_{3}\right) \in F^{+}$; this contradicts the fact that $S_{i}$ is a slice of $K$ and hence, $\left(s_{1}, s_{2}\right) \notin F^{+}$. If $s_{1} \notin S_{i}$ and $s_{2} \in S_{i}$, then $\left(s_{1}, s_{2}\right) \in F^{+}$implies that there exists an $s_{3} \in{ }^{\circ} t_{i+1} \cap S_{i}$ such that $\left(s_{3}, s_{2}\right) \in F^{+}$; this again contradicts the fact that $S_{i}$ is a slice of $K$ and hence, $\left(s_{1}, s_{2}\right) \notin F^{+}$. Finally, if $s_{1}, s_{2} \notin S_{i}$, then $\left(s_{1}, s_{2}\right) \in F^{+}$implies that either $\left(s_{1}, s_{1}\right) \in F^{+}$ or $\#\left(\cdot s_{2}\right) \geqslant 2$; both contradict the fact that $K$ is an occurrence net and hence $\left(s_{1}, s_{2}\right) \notin F^{+}$. Consequently, for every $s_{1}, s_{2} \in S_{i+1},\left(s_{1}, s_{2}\right) \notin F^{+}$.

Let $s_{3} \in S-S_{i+1}$. If $s_{3} \in S_{i}$, then, clearly, there exists an $s_{4} \in\left(t_{i+1}\right)^{\bullet} \cap S_{i+1}$ such that $\left(s_{3}, s_{4}\right) \in F^{+}$. If $s_{3} \in S-S_{i}$, then, since $S_{i}$ is a slice of $K$, there exists $s_{j} \in S_{i}$ such that either $\left(s_{3}, s_{5}\right) \in F^{+}$or $\left(s_{5}, s_{3}\right) \in F^{+}$. In the case that $s_{5} \in S_{i+1}$, clearly, there exists an $s_{4}=s_{5} \in S_{i+1}$ such that either $\left(s_{3}, s_{4}\right) \in F^{+}$or $\left(s_{4}, s_{3}\right) \in F^{+}$. In the case that $s_{5} \notin S_{i+1}$, $\left(s_{3}, s_{5}\right) \in F^{+}$implies that there exists an $s_{4} \in\left(t_{i+1}\right)^{\bullet} \cap S_{i+1}$ such that $\left(s_{3}, s_{4}\right) \in F^{+}$and $\left(s_{5}, s_{3}\right) \in F^{+}$implies that there exists an $s_{4} \in\left(t_{i+1}\right)^{\circ} \cap S_{i+1}$ such that $\left(s_{4}, s_{3}\right) \in F^{+}$. Consequently, for every $s_{3} \in S-S_{i+1}$, there exists an $s_{4} \in S_{i+1}$ such that either $\left(s_{3}, s_{4}\right) \in$ $F^{+}$or $\left(s_{4}, s_{3}\right) \in F^{+}$.

From the above it follows that $S_{i+1}$ is also a slice of $K$, which concludes the proof of the theorem.

Now we are ready to relate the language of a $\mathrm{C} / \mathrm{E}$ system to the languages of all its processes.

### 5.19. Theorem. For every contact-free $C / E$ system $M$,

$$
L(M)=\bigcup\{L(K): K \in P(M)\} .
$$

Analogous results for (reduced, transitive) contracted processes can also be obtained. For this purpose, we first express the relationship between the languages of the processes of a contact-free $C / E$ system $M$ and the languages of the different types of contracted processes of $M$.
5.20. Theorem. (1) Let $M$ be a contact-free $C / E$ system, let $K$ be a process of $M$, and let $\gamma$ be the S-contracted version of $K$. Then $L(K)=L(\gamma)$.
(2) Let $M$ be a contact-free $C / E$ system, let $K$ be a process of $M$, and let $\gamma$ be the reduced (transitive) S-contracted version of $K$. Then $L(K)=L(\gamma)$.

Proof. (1): Let $M=(P, Q, R, \mathscr{C}), K=(S, T, F, P \cup Q, \phi)$, and $\gamma=\left(T^{\prime}, F^{\prime}, Q^{\prime}, \phi^{\prime}\right)$. Note now that, since $K$ is a labeled occurrence net,
(a) $K$ is acyclic and
(b) for every $s \in S, \#\left({ }^{\circ} s\right) \leqslant 1$ and $\#\left(s^{\circ}\right) \leqslant 1$;
these facts will be extensively used in the proof. Furthermore, note that $T^{\prime}=T$, $F^{\prime}=\left\{\left(t^{\prime}, t^{\prime \prime}\right) \in T^{\prime}\right.$ : there exists an $s \in S$ such that $\left(t^{\prime}, s\right) \in F$ and $\left.\left(s, t^{\prime \prime}\right) \in F\right\}, Q^{\prime}=Q$, and $\phi^{\prime}=\left.\phi\right|_{T^{\prime}}$. The proof now continues in two steps, each of them proving one part of the equality.
(i) Let $x \in L(K)$ and $n=\# T$. Then there exist sets $S_{0}, \ldots, S_{n}$ of $S$-elements of $K$ and a sequence $t_{1}, \ldots, t_{n}$ without repetitions of all $T$-elements of $K$ such that $S_{0}=\{s \in S: \cdot s=\emptyset\}, S_{n}=\left\{s \in S: s^{\cdot}=\emptyset\right\}$, and, for every $1 \leqslant i \leqslant n, S_{i-1}\left[t_{i}\right\rangle S_{i}$ and $\phi\left(t_{i}\right)=$ $x(i)$. We will now show that, for every $1 \leqslant i, j \leqslant n,\left(t_{i}, t_{j}\right) \in F^{\prime}$ implies that $i<j$. From this it then follows that $x \in L(\gamma)$.

Let $1 \leqslant i, j \leqslant n$ be such that $\left(t_{i}, t_{j}\right) \in F^{\prime}$. Hence, there exists an $s \in S$ such that $\left(t_{i}, s\right) \in F$ and $\left(s, t_{j}\right) \in F$; thus, $s \in\left(t_{i}\right)^{\bullet} \cap^{\cdot}\left(t_{j}\right)$. If $i>j$, then, by (b) above, for every $0 \leqslant k \leqslant j-1, s \in S_{k}$; thus, $i>j$ implies that $\cdot s=\emptyset$, which yields a contradiction. Consequently, since $i=j$ contradicts (a) above, we have $i<j$.
(ii) Let $x \in L(\gamma)$ and $n=\# T^{\prime}$. Then there exists a sequence $t_{1}, \ldots, t_{n}$ without repetitions of all elements of $T^{\prime}$ such that, for every $1 \leqslant i \leqslant n, \phi^{\prime}\left(t_{i}\right)=x(i)$ and, for every $1 \leqslant i, j \leqslant n,\left(t_{i}, t_{j}\right) \in F^{\prime}$ implies that $i<j$. Let $S_{0}=\left\{s \in S:{ }^{\cdot} s=\emptyset\right\}$ and let, for every $1 \leqslant i \leqslant n, S_{i}=\left(S_{i-1}-^{\cdot}\left(t_{i}\right)\right) \cup\left(t_{i}\right)^{\cdot}$. We will now show that, for every $1 \leqslant i \leqslant n$, $S_{i-1}\left[t_{i}\right\rangle S_{i}$ and that $S_{n}=\left\{s \in S: s^{\bullet}=\emptyset\right\}$. From this it then follows that $x \in L(K)$.

Let $1 \leqslant i \leqslant n$ and let $s \in{ }^{\circ}\left(t_{i}\right)$. If ' $s=\emptyset$, then $s \in S_{0}$ and thus, by (b) above, for every $0 \leqslant k \leqslant i-1, s \in S_{k}$. If ' $s \neq \emptyset$, then, by (a) and (b) above and by the given property of the sequence $t_{1}, \ldots, t_{n}$, there exists $1 \leqslant j \leqslant i-1$ such that $\cdot s=\left\{t_{j}\right\}$ and thus, again by (b) above, for every $j \leqslant k \leqslant i-1, s \in S_{k}$. Hence, for every $1 \leqslant i \leqslant n, s \in \in^{\circ}\left(t_{i}\right)$ implies that $s \in S_{i-1}$. Let $1 \leqslant i \leqslant n$ and let $s \in\left(t_{i}\right)^{\cdot}$. This implies that $s \notin S_{0}$ and thus, by (b) above, for every $0 \leqslant k \leqslant i-1, s \notin S_{k}$. Hence, for every $1 \leqslant i \leqslant n, s \in\left(t_{i}\right)^{\cdot}$ implies that $s \notin S_{i-1}$. Consequently, for every $1 \leqslant i \leqslant n$, it follows from the construction of $S_{i}$ that $S_{i-1}\left[t_{i}\right\rangle S_{i}$.

In ozder to prove that $S_{n}=\left\{s \in S: s^{\circ}=\emptyset\right\}$, first assume that there exist $s \in S_{n}$ and $1 \leqslant i \leqslant n$ such that $\left(s, t_{i}\right) \in F$. This then implies that $s \notin S_{i}$ and thus there exists $i+1 \leqslant j \leqslant n$ such that $\left(t_{j}, s\right) \in F$, which contradicts the given property of the sequence $t_{1}, \ldots, t_{n}$. Hence, $S_{n} \subseteq\left\{s \in S: s^{\bullet}=\emptyset\right\}$. To prove the inverse inclusion, assume that there exist $s \in S-S_{n}$ such that $s^{\prime}=\emptyset$. If ' $s=\emptyset$, then $s \in S_{0}$ and thus, for every $0 \leq k \leqslant n$, $s \in S_{k}$, which contradicts the fact that $s \in S-S_{n}$. If $s \neq \emptyset$, then there exists $1 \leqslant i \leqslant n$ such that $\left(t_{i}, s\right) \in F$ and thus, by (b) above, for every $i \leqslant k \leqslant n, s \in S_{k}$, which contradicts the fact that $s \in S-S_{n}$. Hence, $\left\{s \in S: s^{*}=\emptyset\right\} \subseteq S_{n}$.
(2) directly follows from (1) above and from the graph-theoretical observation that, for a directed node-labeled graph $g=(V, E, \Sigma, l)$ and for $v_{1}, v_{2} \in V, g$ contains a path of length at least 2 from $v_{1}$ to $v_{2}$ if and only if $\operatorname{red}(g)$ (trans $(g)$ respectively) contains a path of length at least 2 from $v_{1}$ to $v_{2}$.

Now we are ready to provide the analogy of Theorem 5.19 in terms of (reduced, transitive) contracted processes.
5.i1. Theorem. (1) For every contact-free C/E system M,

$$
L(M)=\bigcup\{L(\gamma): \gamma \in \mathbf{C P}(M)\}
$$

(2) For every contact-free $C / E$ system $M$,

$$
L(M)=\bigcup\{L(\gamma): \gamma \in \operatorname{RCP}(M)\}=\bigcup\{L(\gamma): \gamma \in \operatorname{TCP}(M)\} .
$$

Proof. This directly follows from Theorems 5.19 and 5.20.
We conclude this subsection by providing the following notion, which is crucial in our considerations concerning traces and nets.
5.22. Definition. Let $N=(S, T, F)$ be a net. The reliance alphabet induced by $N$, denoted by $C(N)$, equals ( $T, I, D$ ), where

$$
\begin{aligned}
& I=\left\{\left(t_{1}, t_{2}\right) \in T \times T: \cdot t_{1} \cdot \cap^{\cdot} t_{2} \cdot=\emptyset\right\} \text { and } \\
& D=\left\{\left(t_{1}, t_{2}\right) \in T \times T: \cdot t_{1} \cdot \cap \cdot t_{2} \cdot \neq \emptyset\right\} .
\end{aligned}
$$

5.23. Remark. As usual, the notion of a reliance alphabet induced by a net carries over to a $C / E$ structure and a $C / E$ system (through their underlying nets).
5.24. Example. Consider the $C / E$ system $M=(P, Q, R, \mathscr{C})$ depicted in Fig. 18. Then $C(M)=(Q, I, D)$, where

$$
\begin{aligned}
I= & \left\{\left\{q_{1}, q_{4}\right\},\left\{q_{1}, q_{5}\right\},\left\{q_{1}, q_{6}\right\},\left\{q_{2}, q_{3}\right\},\left\{q_{2}, q_{4}\right\},\left\{q_{3}, q_{5}\right\},\right. \\
& \left.\left\{q_{3}, q_{6}\right\},\left\{q_{4}, q_{6}\right\}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
D= & \left\{\left\{q_{1}, q_{2}\right\},\left\{q_{1}, q_{3}\right\},\left\{q_{2}, q_{5}\right\},\left\{q_{2}, q_{6}\right\},\left\{q_{3}, q_{4}\right\},\right. \\
& \left.\left\{q_{4}, q_{5}\right\},\left\{q_{5}, q_{6}\right\}\right\} \cup \operatorname{id}(Q) .
\end{aligned}
$$



Fig. 18

### 5.2. Decomposing $C / E$ structures using traces

In this subsection a method is presented for finding the trace language associated to a C/E structure; this method makes a considerable use of the theory of traces.

The following notions on traces and trace languages are needed in order to deal with different reliance alphabets (induced by different C/E structures).
5.25. Definition. Let $C^{\prime}=\left(\Sigma^{\prime}, I^{\prime}, D^{\prime}\right)$ and $C^{\prime \prime}=\left(\Sigma^{\prime \prime}, I^{\prime \prime}, D^{\prime \prime}\right)$ be two reliance alphabets.
(1) The projection of $C^{\prime}$ onto $C^{\prime \prime}$, denoted by $C^{\prime} \mid C^{\prime \prime}$, is the reliance alphabet $C=(\Sigma, I, D)$ such that $\Sigma=\Sigma^{\prime} \cap \Sigma^{\prime \prime}$ and $D=D^{\prime} \cap D^{\prime \prime}$.
(2) The synchronization of $C^{\prime}$ and $C^{\prime \prime}$, denoted by $C^{\prime} \| C^{\prime \prime}$, is the reliance alphabet $C^{\prime \prime \prime}=\left(\Sigma^{\prime \prime \prime}, I^{\prime \prime \prime}, D^{\prime \prime \prime}\right)$ such that $\Sigma^{\prime \prime \prime}=\Sigma^{\prime} \cup \Sigma^{\prime \prime}$ and $D^{\prime \prime \prime}=D^{\prime} \cup D^{\prime \prime}$.

Hence, the projection of a reliance alphabet onto another yields a reliance alphabet with a smaller symbol alphabet (the intersection of both alphabets), where the inherited dependence relation is the intersection of both dependence relations, while the synchronization of two reliance alphabets yields a reliance alphabet with a bigger symbol alphabet (the union of both alphabets), where the inherited dependence relation is the union of both dependence relations.
5.26. Example. For the reliance alphabets $C^{\prime}$ and $C^{\prime \prime}$, such that $D\left(C^{\prime}\right)$ and $D\left(C^{\prime \prime}\right)$ are as depicted in Fig. 19(a) and Fig. 19(b), respectively; $D\left(C^{\prime} \mid C^{\prime \prime}\right)$ and $D\left(C^{\prime} \| C^{\prime \prime}\right)$ are depicted in Fig. 19(c) and Fig. 19(d), respectively.


Fig. 19
The operations 'projection' and 'synchronization' are dual in the following sense.
5.27. Theorem. (1) Let $C^{\prime}=\left(\Sigma^{\prime}, I^{\prime}, D^{\prime}\right), C^{\prime \prime}=\left(\Sigma^{\prime \prime}, I^{\prime \prime}, D^{\prime \prime}\right)$, and $C^{\prime \prime \prime}=\left(\Sigma^{\prime \prime \prime}, I^{\prime \prime \prime}, D^{\prime \prime \prime}\right)$ be reliance alphabets such that $C^{\prime \prime \prime}=C^{\prime} \| C^{\prime \prime}$. Then $C^{\prime}=C^{\prime \prime \prime} \mid C^{\prime}$ and $C^{\prime \prime}=C^{\prime \prime \prime} \mid C^{\prime \prime}$.
(2) Let $C=(\Sigma, I, D), C^{\prime}=\left(\Sigma^{\prime}, I^{\prime}, D^{\prime}\right)$, and $C^{\prime \prime}=\left(\Sigma^{\prime \prime}, I^{\prime \prime}, D^{\prime \prime}\right)$ be reliance alphabets such that $C=C^{\prime} \mid C^{\prime \prime}$. Then $C^{\prime}=C \| C^{\prime}$ and $C^{\prime \prime}=C \| C^{\prime \prime}$.

Proof. (1) Let $\hat{C}=(\hat{\mathcal{L}}, \hat{I}, \hat{D})$ be the reliance alphabet such that $\hat{C}=C^{\prime \prime \prime} \mid C^{\prime}$. Then

$$
\begin{aligned}
& \hat{\Sigma}=\Sigma^{\prime \prime \prime} \cap \Sigma^{\prime}=\left(\Sigma^{\prime} \cup \Sigma^{\prime \prime}\right) \cap \Sigma^{\prime}=\Sigma^{\prime} \text { and } \\
& \hat{D}=D^{\prime \prime \prime} \cap D^{\prime}=\left(D^{\prime} \cup D^{\prime \prime}\right) \cap D^{\prime}=D^{\prime} .
\end{aligned}
$$

Thus $\hat{\Sigma}=\Sigma^{\prime}$ and $\hat{D}=D^{\prime}$, and, consequently, $C^{\prime}=C^{\prime \prime \prime} \mid C^{\prime}$.
Analogously it can be be shown that $C^{\prime \prime}=C^{\prime \prime \prime} \mid C^{\prime \prime}$.
(2) Let $\hat{C}=(\hat{\Sigma}, \hat{I}, \hat{D})$ be the reliance alphabet such that $\hat{C}=C \| C^{\prime}$. Then

$$
\begin{aligned}
& \hat{\Sigma}=\Sigma \cup \Sigma^{\prime}=\left(\Sigma^{\prime} \cap \Sigma^{\prime \prime}\right) \cup \Sigma^{\prime}=\Sigma^{\prime} \text { and } \\
& \hat{D}=D \cup D^{\prime}=\left(D^{\prime} \cap D^{\prime \prime}\right) \cup D^{\prime}=D^{\prime} .
\end{aligned}
$$

Thus $\hat{\Sigma}=\Sigma^{\prime}$ and $\hat{D}=D^{\prime}$, and, consequently, $C^{\prime}=C \| C^{\prime}$.
Analogously it can be shown that $C^{\prime \prime}=C \| C^{\prime \prime}$.

In order to extend the operation of projection to traces, we need the following result.
5.28. Theorem. Let $C=(\Sigma, I, D), C^{\prime}=\left(\Sigma^{\prime}, I^{\prime}, D^{\prime}\right)$, and $C^{\prime \prime}=\left(\Sigma^{\prime \prime}, I^{\prime \prime}, D^{\prime \prime}\right)$ be reliance alphabets such that $C=C^{\prime} \mid C^{\prime \prime}$. Let $x^{\prime}, y^{\prime} \in\left(\Sigma^{\prime}\right)^{*}$ be such that $x^{\prime} \equiv c^{\prime} y^{\prime}$. Then $\phi_{\Sigma "}\left(x^{\prime}\right) \equiv_{C} \phi_{\Sigma{ }^{\prime}}\left(y^{\prime}\right)$.

Proof. The proof goes in two steps, each step proving one requirement of the sufficient condition from the statement of Theorem 2.6.

Let $a \in \Sigma$. Thus, since $\Sigma=\Sigma^{\prime} \cap \Sigma^{\prime \prime}, a \in \Sigma^{\prime \prime}$. Hence,

$$
\#_{a}\left(\phi_{\Sigma^{\prime \prime}}\left(x^{\prime}\right)\right)=\#_{a}\left(x^{\prime}\right) \quad \text { and } \quad \#_{a}\left(\phi_{\Sigma "}\left(y^{\prime}\right)\right)=\#_{a}\left(y^{\prime}\right)
$$

Furthermore, once again since $\Sigma=\Sigma^{\prime} \cap \Sigma^{\prime \prime}, a \in \Sigma^{\prime}$. Hence, by Theorem 2.6, \#a $\left(x^{\prime}\right)=$ $\#_{a}\left(y^{\prime}\right)$. Consequently, $\#_{a}\left(\phi_{\Sigma^{\prime \prime}}\left(x^{\prime}\right)\right)=\#_{a}\left(\phi_{\Sigma^{\prime \prime}}\left(y^{\prime}\right)\right)$.

Let $\{a, b\} \in D$. Thus, since $D=D^{\prime} \cap D^{\prime \prime},\{a, b\} \in D^{\prime \prime}$ and moreover, $\{a, b\} \subseteq \Sigma^{\prime \prime}$. Hence,

$$
\phi_{\{a, b\}}\left(\phi_{\Sigma^{\prime \prime}}\left(x^{\prime}\right)\right)=\phi_{\{a, b\}}\left(x^{\prime}\right) \quad \text { and } \quad \phi_{\{a, b\}}\left(\phi_{\Sigma^{\prime \prime}}\left(y^{\prime}\right)\right)=\phi_{\{a, b\}}\left(y^{\prime}\right) .
$$

Furthermore, once again since $D=D^{\prime} \cap D^{\prime \prime},\{a, b\} \in D^{\prime}$. Hence, by Theorem 2.6, $\phi_{\{a, b\}}\left(x^{\prime}\right)=\phi_{\{a, b\}}\left(y^{\prime}\right)$. Consequently, $\phi_{\{a, b\}}\left(\phi_{\Sigma \prime \prime}^{\prime \prime}\left(x^{\prime}\right)\right)=\phi_{\{a, b\}}\left(\phi_{\Sigma^{\prime \prime}}\left(y^{\prime}\right)\right)$. From Theorem 2.6 and the above, it now follows directly that $\phi_{\Sigma^{\prime \prime}}\left(x^{\prime}\right) \equiv{ }_{c} \phi_{\Sigma^{\prime \prime}}\left(y^{\prime}\right)$.

The above theorem enables us to define the operation of projection of a trace $t$ through an arbitrary representative of $t$.
5.29. Definition. Let $C^{\prime}=\left(\Sigma^{\prime}, I^{\prime}, D^{\prime}\right)$ and $C^{\prime \prime}=\left(\Sigma^{\prime \prime}, I^{\prime \prime}, D^{\prime \prime}\right)$ be two reliance alphabets. Let $t^{\prime} \in \Theta\left(C^{\prime}\right)$. The projection of $t^{\prime}$ onto $C^{\prime \prime}$, denoted by $t^{\prime} \mid C^{\prime \prime}$, is the trace $\left[\phi_{\Sigma^{\prime \prime}}\left(x^{\prime}\right)\right]_{C}$, where $x^{\prime} \in\left(\Sigma^{\prime}\right)^{*}$ is such that $t^{\prime}=\left[x^{\prime}\right]_{C^{\prime}}$ and $C=C^{\prime} \mid C^{\prime \prime}$.

Intuitively speaking, the projection of a trace $t^{\prime}$ (over a reliance alphabet $C^{\prime}=$ ( $\left.\Sigma^{\prime}, I^{\prime}, D^{\prime}\right)$ ) onto a reliance alphabet $C^{\prime \prime}=\left(\Sigma^{\prime \prime}, I^{\prime \prime}, D^{\prime \prime}\right)$, results by erasing all symbols in $t^{\prime}$ that are not in $\Sigma^{\prime \prime}$ and then using only those dependences from $D^{\prime}$ that are also in $D^{\prime \prime}$.
5.30. Example. Let $C^{\prime}$ and $C^{\prime \prime}$ be as in Example 5.26. Let $t^{\prime}=[a c b c d]_{C^{\prime}}$ and let $C=C^{\prime} \mid C^{\prime \prime}$. Then $t^{\prime} \in \Theta\left(C^{\prime}\right)$ and a dep-graph of $t^{\prime}$ is depicted in Fig. 20(a). Furthermore, $\left(t^{\prime} \mid C^{\prime \prime}\right)=[a c b c]_{c}$ and a dep-graph of $t^{\prime} \mid C^{\prime \prime}$ is depicted in Fig. 20(b).

(a)
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Fig. 20
In order to extend the operation of synchronization to traces, we need the following results.
5.31. Theorem. Let $C^{\prime}=\left(\Sigma^{\prime}, I^{\prime}, D^{\prime}\right)$ and $C^{\prime \prime}=\left(\Sigma^{\prime \prime}, I^{\prime \prime}, D^{\prime \prime}\right)$ be two reliance alphabets.
(1) Let $C^{\prime \prime \prime}=C^{\prime} \| C^{\prime \prime}$ and let $t^{\prime \prime \prime} \in \Theta\left(C^{\prime \prime \prime}\right)$. Then $\left(t^{\prime \prime \prime} \mid C^{\prime}\right) \in \Theta\left(C^{\prime}\right)$ and $\left(t^{\prime \prime \prime} \mid C^{\prime \prime}\right) \in$ $\Theta\left(C^{\prime \prime}\right)$.
(2) Let $C=(\Sigma, I, D)=C^{\prime} \mid C^{\prime \prime}$ and let $x^{\prime} \in\left(\Sigma^{\prime}\right)^{*}$ and $x \in \Sigma^{*}$ be such that $\left(\left[x^{\prime}\right]_{C^{\prime}} \mid C^{\prime \prime}\right)=[x]_{C}$. Then
(i) for every $a \in \Sigma, \#_{a}\left(x^{\prime}\right)=\#_{a}(x)$; and
(ii) for every $\{a, b\} \in D, \phi_{\{a, b\}}\left(x^{\prime}\right)=\phi_{\{a, b\}}(x)$.
(3) Let $C^{\prime \prime \prime}=\left(\Sigma^{\prime \prime \prime}, I^{\prime \prime \prime}, D^{\prime \prime \prime}\right)=C^{\prime} \| C^{\prime \prime}$ and let $t_{1}^{\prime \prime \prime}, t_{2}^{\prime \prime \prime} \in \Theta\left(C^{\prime \prime \prime}\right)$ be such that $\left(t_{1}^{\prime \prime \prime} \mid C^{\prime}\right)=$ $\left(t_{2}^{\prime \prime \prime} \mid C^{\prime}\right)$ and $\left(t_{1}^{\prime \prime \prime} \mid C^{\prime \prime}\right)=\left(t_{2}^{\prime \prime \prime} \mid C^{\prime \prime}\right)$. Then $t_{1}^{\prime \prime \prime}=t_{2}^{\prime \prime \prime}$.

Proof. (1) directly follows from Definition 5.29 and Theorem 5.27.
(2): From Definition 5.29 it follows that $\left(\left[x^{\prime}\right]_{C^{\prime}} \mid C^{\prime \prime}\right)=\left[\phi_{\Sigma^{\prime \prime}}\left(x^{\prime}\right)\right]_{C}$, and thus, $\left[\phi_{\Sigma^{\prime \prime}}\left(x^{\prime}\right)\right]_{C}=[x]_{c}$.

Let $a \in \Sigma$. Then, by Theorem $2.6, \#_{a}\left(\phi_{\Sigma^{\prime \prime}}\left(x^{\prime}\right)\right)=\#_{a}(x)$. Consequently, since $\Sigma=$ $\Sigma^{\prime} \cap \Sigma^{\prime \prime}$ implies that $a \in \Sigma^{\prime \prime}, \#_{a}\left(x^{\prime}\right)=\#_{a}(x)$.

Let $\{a, b\} \in D$. Then, by Theorem $2.6, \phi_{\{a, b\}}\left(\phi_{\Sigma^{\prime \prime}}\left(x^{\prime}\right)\right)=\phi_{\{a, b\}}(x)$. Consequently, since $D=D^{\prime} \cap D^{\prime \prime}$ implies that $\{a, b\} \in \Sigma^{\prime}, \phi_{\{a, b\}}\left(x^{\prime}\right)=\phi_{\{a, b\}}(x)$.
(3): Let $x_{1}^{\prime \prime \prime}, x_{2}^{\prime \prime \prime} \in\left(\Sigma^{\prime \prime \prime}\right)^{*}, x^{\prime} \in\left(\Sigma^{\prime}\right)^{*}$ and $x^{\prime \prime} \in\left(\Sigma^{\prime \prime}\right)^{*}$ be such that

$$
\begin{aligned}
& t_{1}^{\prime \prime \prime}=\left[x_{1}^{\prime \prime \prime}\right]_{C^{\prime \prime}}, \quad t_{2}^{\prime \prime \prime}=\left[x_{2}^{\prime \prime \prime}\right]_{C^{\prime \prime \prime}}, \\
& \left(t_{1}^{\prime \prime \prime} \mid C^{\prime}\right)=\left[x^{\prime}\right]_{C^{\prime}}=\left(t_{2}^{\prime \prime \prime} \mid C^{\prime}\right), \quad \text { and } \quad\left(t_{1}^{\prime \prime \prime} \mid C^{\prime \prime}\right)=\left[x^{\prime \prime}\right]_{C^{\prime}}=\left(t_{2}^{\prime \prime \prime} \mid C^{\prime \prime}\right) .
\end{aligned}
$$

Now it follows from Theorem 2.6 that, in order to prove $t_{1}^{\prime \prime \prime}=t_{2}^{\prime \prime \prime}$, it suffices to prove that, for every $a \in \Sigma^{\prime \prime \prime}, \#_{a}\left(x_{1}^{\prime \prime \prime}\right)=\#_{a}\left(x_{2}^{\prime \prime \prime}\right)$, and, for every $\{a, b\} \in D^{\prime \prime \prime}, \phi_{\{a, b\}}\left(x_{1}^{\prime \prime \prime}\right)=$ $\phi_{\{a, b\}}\left(x_{2}^{\prime \prime \prime}\right)$.

Let $a \in \Sigma^{\prime \prime \prime}$. Then, since $\Sigma^{\prime \prime \prime}=\Sigma^{\prime} \cup \Sigma^{\prime \prime}$, either $a \in \Sigma^{\prime}$ or $a \in \Sigma^{\prime \prime}$. In the first case, (2) above implies that $\#_{a}\left(x_{1}^{\prime \prime \prime}\right)=\#_{a}\left(x^{\prime}\right)=\#_{a}\left(x_{2}^{\prime \prime \prime}\right)$, and in the second case, (2) above implies that $\#_{a}\left(x_{1}^{\prime \prime \prime}\right)=\#_{a}\left(x^{\prime \prime}\right)=\#_{a}\left(x_{2}^{\prime \prime \prime}\right)$. Consequently, $\#_{a}\left(x_{1}^{\prime \prime \prime}\right)=\#_{a}\left(x_{2}^{\prime \prime \prime}\right)$.

Let $\{a, b\} \in D^{\prime \prime \prime}$. Then, since $D^{\prime \prime \prime}=D^{\prime} \cup D^{\prime \prime}$, either $\{a, b\} \in D^{\prime}$ or $\{a, b\} \in D^{\prime \prime}$. In the first case, (2) above implies that

$$
\phi_{\{a, b\}}\left(x_{1}^{\prime \prime \prime}\right)=\phi_{\{a, b\}}\left(x^{\prime}\right)=\phi_{\{a, b\}}\left(x_{2}^{\prime \prime \prime}\right),
$$

and in the second case, (2) above implies that

$$
\phi_{\{a, b\}}\left(x_{1}^{\prime \prime \prime}\right)=\phi_{\{a, b\}}\left(x^{\prime \prime}\right)=\phi_{\{a, b\}}\left(x_{2}^{\prime \prime \prime}\right) .
$$

Consequently, $\phi_{\{a, b\}}\left(x_{1}^{\prime \prime \prime}\right)=\phi_{\{a, b\}}\left(x_{2}^{\prime \prime \prime}\right)$.

The above theorem enables us to define the operation of synchronization of two traces as follows (Theorem 5.31(3) guarantees the uniqueness of the obtained trace).
5.32. Definition. Let $C^{\prime}=\left(\Sigma^{\prime}, I^{\prime}, D^{\prime}\right)$ and $C^{\prime \prime}=\left(\Sigma^{\prime \prime}, I^{\prime \prime}, D^{\prime \prime}\right)$ be two reliance alphabets.
(1) Let $t^{\prime} \in \Theta\left(C^{\prime}\right), t^{\prime \prime} \in \Theta\left(C^{\prime \prime}\right), C^{\prime \prime \prime}=C^{\prime} \| C^{\prime \prime}$, and $t^{\prime \prime \prime} \in \Theta\left(C^{\prime \prime \prime}\right)$ be such that $\left(t^{\prime \prime \prime} \mid C^{\prime}\right)=t^{\prime}$ and $\left(t^{\prime \prime \prime} \mid C^{\prime \prime}\right)=t^{\prime \prime}$. Then $t^{\prime \prime \prime}$ is called the synchronization of $t^{\prime}$ and $t^{\prime \prime}$, and is denoted by $t^{\prime} \| t^{\prime \prime}$.
(2) Let $T^{\prime} \subseteq \Theta\left(C^{\prime}\right)$ and $T^{\prime \prime} \subseteq \Theta\left(C^{\prime \prime}\right)$. The synchronization of $T^{\prime}$ and $T^{\prime \prime}$, denoted by $T^{\prime} \| T^{\prime \prime}$, is the trace language $T^{\prime \prime \prime} \subseteq \Theta\left(C^{\prime \prime \prime}\right)$, where $C^{\prime \prime \prime}=C^{\prime} \| C^{\prime \prime}$, such that

$$
T^{\prime \prime \prime}=\left\{t^{\prime \prime \prime} \in \Theta\left(C^{\prime \prime \prime}\right): \text { there exist } t^{\prime} \in T^{\prime} \text { and } t^{\prime \prime} \in T^{\prime \prime} \text { with } t^{\prime \prime \prime}=t^{\prime} \| t^{\prime \prime}\right\}
$$

Intuitively speaking, the synchronization of a trace $t^{\prime}$ (over a reliance alphabet $C^{\prime}$ ) and a trace $t^{\prime \prime}$ (over a reliance alphabet $C^{\prime \prime}$ ), is the trace $t^{\prime \prime \prime}$ (over the reliance alphabet $C^{\prime} \| C^{\prime \prime}$ ), which yields $t^{\prime}$ when projected on $C^{\prime}$ and which yields $t^{\prime \prime}$ when projected on $C^{\prime \prime}$.
5.33. Example. Let $C^{\prime}$ and $C^{\prime \prime}$ be as in Example 5.26. Let $t^{\prime}=[a b d c]_{C^{\prime}}$ and $t^{\prime \prime}=$ [baec] $C^{\prime \prime}$; let $C^{\prime \prime \prime}=C^{\prime} \| C^{\prime \prime}$. Then a dep-graph of $t^{\prime}$ is depicted in Fig. 21(a) and a dep-graph of $t^{\prime \prime}$ is depicted in Fig. 21(b). Furthermore, $\left(t^{\prime} \| t^{\prime \prime}\right)=[\text { abecd }]_{C^{\prime \prime \prime}}$ and the graph depicted in Fig. 21(c) is a dep-graph of $t^{\prime} \| t^{\prime \prime}$.


Fig. 21
The following result provides a valuable insight into the nature of the operation of synchronization.
5.34. Theorem. Let $C^{\prime}=\left(\Sigma^{\prime}, I^{\prime}, D^{\prime}\right)$ and $C^{\prime \prime}=\left(\Sigma^{\prime \prime}, I^{\prime \prime}, D^{\prime \prime}\right)$ be two reliance alphabets and let $C^{\prime \prime \prime}=C^{\prime} \| C^{\prime \prime}$. Let $x^{\prime} \in\left(\Sigma^{\prime}\right)^{*}, a^{\prime} \in \Sigma^{\prime}$, and $x^{\prime \prime} \in\left(\Sigma^{\prime \prime}\right)^{*}$.
(1) $\left([\lambda]_{C^{\prime}} \|[\lambda]_{C^{\prime \prime}}\right)=[\lambda]_{C^{\prime \prime \prime}}$.
(2) If $\left(\left[x^{\prime}\right]_{C^{\prime}} \mid C^{\prime \prime}\right)=\left(\left[x^{\prime \prime}\right]_{C^{\prime \prime}} \mid C^{\prime}\right)$, then $\left(\left[x^{\prime}\right]_{C^{\prime}} \|\left[x^{\prime \prime}\right]_{C^{\prime \prime}}\right)=\left(\left[x^{\prime \prime}\right]_{C^{\prime \prime}} \|\left[x^{\prime}\right]_{C^{\prime}}\right)$.
(3) If $a^{\prime} \notin \Sigma^{\prime \prime}$ and $\left(\left[a^{\prime} x^{\prime}\right]_{C^{\prime}} \mid C^{\prime \prime}\right)=\left(\left[x^{\prime \prime}\right]_{C^{\prime \prime}} \mid C^{\prime}\right)$, then $\left(\left[x^{\prime}\right]_{C^{\prime}} \mid C^{\prime \prime}\right)=\left(\left[x^{\prime \prime}\right]_{C^{\prime \prime}} \mid C^{\prime}\right)$ and $\left(\left[a^{\prime} x^{\prime}\right]_{C^{\prime}} \|\left[x^{\prime \prime}\right]_{C^{\prime \prime}}\right)=\left[a^{\prime}\right]_{C^{\prime \prime \prime}} \circ\left(\left[x^{\prime}\right]_{C^{\prime}} \|\left[x^{\prime \prime}\right]_{C^{\prime \prime}}\right)$.
(4) If $a^{\prime} \in \Sigma^{\prime \prime}$ and $\left(\left[a^{\prime} x^{\prime}\right]_{C^{\prime}} \mid C^{\prime \prime}\right)=\left(\left[a^{\prime} x^{\prime \prime}\right]_{C^{\prime \prime}} \mid C^{\prime}\right)$, then $\left(\left[x^{\prime}\right]_{C^{\prime}} \mid C^{\prime \prime}\right)=\left(\left[x^{\prime \prime}\right]_{C^{\prime \prime}} \mid C^{\prime}\right)$ and

$$
\left(\left[a^{\prime} x^{\prime}\right]_{C^{\prime}} \|\left[a^{\prime} x^{\prime \prime}\right]_{C^{\prime \prime}}\right)=\left[a^{\prime}\right]_{C^{\prime \prime \prime}} \circ\left(\left[x^{\prime}\right]_{C^{\prime}} \|\left[x^{\prime \prime}\right]_{C^{\prime \prime}}\right)
$$

In order to obtain the main result of this subsection, we need the following notion on decomposing $C / E$ structures.
5.35. Definition. Let $N=(P, Q, R), N^{\prime}=\left(P^{\prime}, Q^{\prime}, R^{\prime}\right)$, and $N^{\prime \prime}=\left(P^{\prime \prime}, Q^{\prime \prime}, R^{\prime \prime}\right)$ be $C / E$ structures. $N$ is the composition of $N^{\prime}$ and $N^{\prime \prime}$ ( $N$ is decomposed into $N^{\prime}$ and $N^{\prime \prime}$ ), denoted by $N=N^{\prime} \| N^{\prime \prime}$, if $P=P^{\prime} \cup P^{\prime \prime}, P^{\prime} \cap P^{\prime \prime}=\emptyset, Q=Q^{\prime} \cup Q^{\prime \prime}$, and $R=R^{\prime} \cup R^{\prime \prime}$.
5.36. Example. The C/E structures $N^{\prime}, N^{\prime \prime}, N^{\prime \prime \prime}$, and $N$, depicted in Figs. 22, 23, 24, and 25, respectively, are such that $N=\left(N^{\prime} \| N^{\prime \prime}\right) \| N^{\prime \prime \prime}$.

The main result of this subsection is the following, which shows that the trace languages associated to a C/E structure can be built up from the trace languages associated with its parts.
5.37. Theorem. Let $N=(P, Q, R)$ be a $C / E$ structure, let $C(N)=' Q, I, D)$, and let $\mu_{1}, \mu_{2} \subseteq P$. Let $N^{\prime}=\left(P^{\prime}, Q^{\prime}, R^{\prime}\right)$ and $N^{\prime \prime}=\left(P^{\prime \prime}, Q^{\prime \prime}, R^{\prime \prime}\right)$ be two $C / E$ structures such that $N=N^{\prime} \| N^{\prime \prime}$ and let $\mu_{1}^{\prime}=\mu_{1} \cap P^{\prime}, \mu_{1}^{\prime \prime}=\mu_{1} \cap P^{\prime \prime}, \mu_{2}^{\prime}=\mu_{2} \cap P^{\prime}$, and $\mu_{2}^{\prime \prime}=\mu_{2} \cap P^{\prime \prime}$.

$$
\begin{align*}
& {\left[L\left(\mu_{1}, \mu_{2}, N\right)\right]_{C(N)}^{\exists}=\left[L\left(\mu_{1}^{\prime}, \mu_{2}^{\prime}, N^{\prime}\right)\right]_{C\left(N^{\prime}\right)}^{\exists} \|\left[L\left(\mu_{1}^{\prime \prime}, \mu_{2}^{\prime \prime}, N^{\prime \prime}\right)\right]_{C\left(N^{\prime \prime}\right)}^{\exists}}  \tag{1}\\
& {\left[L\left(\mu_{1}, N\right)\right]_{C(N)}^{\exists}=\left[L\left(\mu_{1}^{\prime}, N^{\prime}\right)\right]_{C\left(N^{\prime}\right)}^{\exists} \|\left[L\left(\mu_{1}^{\prime \prime}, N^{\prime \prime}\right)\right]_{C\left(N^{\prime \prime}\right)}^{\exists} .} \\
& {[L(N)]_{C(N)}^{\exists}=\left[L\left(N^{\prime}\right)\right]_{C\left(N^{\prime}\right)}^{\exists} \|\left[L\left(N^{\prime \prime}\right)\right]_{C\left(N^{\prime \prime}\right)}^{\exists} .}
\end{align*}
$$
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In this way, a C/E structure can be decomposed into smaller ones, for which the associated trace languages are either known or easy to find. Then one finds the trace languages of the given $C / E$ structure by synchronizing these smaller trace languages. In particular, decomposing the given $\mathbf{C / E}$ structure into atoms (i.e., $\mathrm{C} / \mathrm{E}$ structures containing one condition only) yields simple trace languages.
5.38. Example. Let $N^{\prime}, N^{\prime \prime}, N^{\prime \prime \prime}$, and $N$ as in Example 5.36. Then, $L\left(\left\{p_{1}\right\},\left\{p_{1}\right\}, N^{\prime}\right)=$ $\{b a\}^{*}, L\left(\emptyset, \emptyset, N^{\prime \prime}\right)=\{b d\}^{*}$, and $L\left(\left\{p_{3}\right\},\left\{p_{3}\right\}, N^{\prime \prime \prime}\right)=\{b c, d c\}^{*}$. Hence, by the theorem above,

$$
\begin{aligned}
& {\left[L\left(\left\{p_{1}, p_{3}\right\},\left\{p_{1}, p_{3}\right\}, N\right)\right]_{C(N)}^{\exists}} \\
& \quad=\left(\left[\{b a\}^{*}\right]_{C\left(N^{\prime}\right)}^{\exists} \|\left[\{b d\}^{*}\right]_{C\left(N^{\prime}\right)}^{\exists}\right) \|\left[\{b c, d c\}^{*}\right]_{C\left(N^{\prime \prime \prime}\right)}^{\exists} \\
& \quad=\left[\{b a c d c\}^{*}\right]_{C(N)}^{\exists}
\end{aligned}
$$

### 5.3. Traces, dep-graphs, and processes of $C / E$ systems

In this subsection we relate the theory of traces and the theory of dep-graphs to the theory of (processes of) C/E systems. We start by observing that considering C/E systems as generators of trace languages fits well in our framework.
5.39. Theorem. Let $M$ be a $C / E$ system.
(1) $I(M)$ is $C\left(N_{1}\right)$-consistent.
(2) $[L(M)]_{C(M)} \in T_{C(M)}($ REG $)$.

Proof. (2) directly follows from (1) above and from Theorem 5.8(2).
Next we consider C/E systems as generators of directed node-labeled graphs. This point of view brings (the behavior of) C/E systems and dep-graph languages close together.

We begin with the following observation.
5.40. Theorem. There exists a contact-free $C / E$ system $M$ such that $\operatorname{CP}(M) \neq$ $\langle L(M)\rangle_{C(M)}$.

Proof. Consider the C/E system $M$ which is depicted in Fig. $26($ Then every contracted process of $M$ is of the form which is depicted in Fig. 26(b) (where, for the sake of convenience, the labels of the nodes are omitied), while every element of $\langle L(M)\rangle_{C(M)}$ is of the form depicted in Fig. 26(c) (where, again for the sake of convenience, the labels of the nodes are omitted).

Clearly, $M$ satisfies the statament of the theorem.
To the contrary, if we turn to reduced and transitive contracted processes and reduced and transitive dep-graphs, then the two approaches coincide (yield the same result).
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Fig. 26
5.41. Theorem. (1) For every contact-free $C / E$ system $M$, for every $\gamma \in \operatorname{RCP}(M)$ ( $\gamma \in \operatorname{TCP}(M)$ ) and for every $x \in L(\gamma),\langle x\rangle_{C(M)}^{\mathrm{r}} \cong \gamma\left(\langle x\rangle_{C(M)}^{i} \cong \gamma\right.$ respectively).
(2) For every contact-free $C / E$ system $M, \operatorname{RCP}(M)=\langle L(M)\rangle_{C(M)}^{r}$ and $T C P(M)=$ $\langle L(M)\rangle_{C(M)}^{t}$.

Proof. (1) Let $M=(P, Q, R, \mathscr{C})$ be a contact-free $C / E$ system and let $C(M)=$ $(Q, I, D)$. Let $\gamma=(T, E, Q, l) \in \operatorname{CP}(M)$ with $n=\# T$ and let $x \in L(\gamma)$. Let $K=$ $(S, T, F, P \cup Q, \phi) \in P(M)$ be such that $\gamma$ is the $S$-contracted version of $K$ and let $\langle x\rangle_{C(M)}=\left(V^{\prime}, E^{\prime}, Q, l^{\prime}\right)$ (note that, by definition, $V^{\prime}=\{1, \ldots, n\}$ ).

Observe now the following.
First, there exists a sequence without repetitions $t_{1}, \ldots, t_{n}$ of all elements of $T$ such that, for every $1 \leqslant i \leqslant n, l\left(t_{i}\right)=x(i)$, and, for every $1 \leqslant i, j \leqslant n,\left(t_{i}, t_{j}\right) \in E$ implies that $i<j$.

Second, for every $1 \leqslant i \leqslant n, l^{\prime}(i)=l\left(t_{i}\right)=\phi\left(t_{i}\right)=x(i)$.
Third, for every $1 \leqslant i, j \leqslant n,\left(t_{i}, t_{j}\right) \in E^{+}$if and only if $(i, j) \in\left(E^{\prime}\right)^{+}$. This can be seen as follows.

Assume that $1 \leqslant i, j \leqslant n$ are such that $\left(t_{i}, t_{j}\right) \in E^{+}$. Thus there exist, for some $r \geqslant 2$, $1 \leqslant k(1), \ldots, k(r) \leqslant n$, such that $k(1)=i, k(r)=j$, and, for every $2 \leqslant p \leqslant r$, $\left(t_{k(p-1)}, t_{k(p)}\right) \in E$. Hence,
(i) for every $2 \leqslant p \leqslant r, k(p-1)<k(p)$; and
(ii) for every $2 \leqslant p \leqslant r,\left(t_{k(p-1)}, t_{k(p)}\right) \in F^{2}$ and thus ${ }^{\circ}\left(t_{k(p-1)}\right)^{\cdot} \cap^{\cdot}\left(t_{k(p)}\right)^{\cdot} \neq \emptyset$, which, by the definition of a process, implies that, for every $2 \leqslant p \leqslant r$,

$$
\cdot\left(\phi\left(t_{k(p-1)}\right)\right)^{\cdot} \cap^{\cdot}\left(\phi\left(t_{k(p)}\right)\right)^{\cdot} \neq \emptyset
$$

and thus

$$
\left\{i^{\prime}(k(p-i)), l^{\prime}(k(p))\right\}=\left\{\phi\left(t_{k(p-1)}\right), \phi\left(t_{k(p)}\right)\right\} \in D
$$

Consequently, for every $2 \leqslant p \leqslant r, \quad(k(p-1), k(p)) \in E^{\prime}$, and hence $(i, j)=$ $(k(1), k(r)) \in\left(E^{\prime}\right)^{+}$.

Assume that $1 \leqslant i, j \leqslant n$ are such that $(i, j) \in\left(E^{\prime}\right)^{+}$. Thus $i<j$ and there exist, for some $r \geqslant 2, i=k(1)<\cdots<k(r)=j$ such that, for every $2 \leqslant p \leqslant r,(k(p-1), k(p)) \in$ $E^{\prime}$. Hence, for every $\mathbf{2} \leqslant p \leqslant r$,

$$
\left\{\phi\left(t_{k(p-1)}\right), \phi\left(t_{k(p)}\right)\right\}=\left\{l^{\prime}(k(p-1)), l^{\prime}(k(p))\right\} \in D
$$

and thus ${ }^{\circ}\left(\phi\left(t_{k(p-1)}\right)\right)^{\bullet} \cap^{\circ}\left(\phi\left(t_{k(p)}\right)\right)^{\bullet} \neq \emptyset$. It now follows from Theorem 5.14 that, for every $2 \leqslant p \leqslant r$, either

$$
\left(t_{k(p-1)}, t_{k(p)}\right) \in F^{+} \quad \text { or } \quad\left(t_{k(p)}, t_{k(p-1)}\right) \in F^{+},
$$

and hence either

$$
\left(t_{k(p-1)}, t_{k(p)}\right) \in E^{+} \quad \text { or } \quad\left(E_{k(p)}, t_{k(p-1)}\right) \in E^{+}
$$

However, since $k(p-1)<k(p)$ for every $2 \leqslant p \leqslant r$, the above impliss that, fc: every $2 \leqslant p \leqslant r,\left(t_{k(p-1)}, t_{k(p)}\right) \in E^{+}$. Consequently, $\left(t_{i}, t_{j}\right)=\left(t_{k(1)}, t_{k(r)}\right) \in E^{+}$.

From the observations above, it now follows that, for every $1 \leqslant i, j \leqslant n, l\left(t_{i}\right)=l^{\prime}(i)$ and $\boldsymbol{\gamma}$ contains a path from $\boldsymbol{t}_{i}$ to $\boldsymbol{t}_{j}$ if and only if $\langle\boldsymbol{x}\rangle_{C(M)}$ contains a path from $\boldsymbol{i}$ to $j$. Hence, by standard graph-theoretical arguments, $\operatorname{red}(\gamma) \equiv\langle x\rangle_{C(M)}^{\ulcorner }$and $\operatorname{trans}(\gamma) \cong$ $\langle x\rangle_{C(M)}^{t}$.
(2) directly follows from (1) above and from Theorems $5.21(2)$ and (3) respectively.

The above theorem yields a direct relationship between (the different types of) dep-graphs of firing sequences of $\mathrm{C} / \mathrm{E}$ systems and (the different types of) processes of C/E systems. It turns out that this relationship can easily be extended to traces of firing sequences of $C / E$ systems.
5.42. Theorem. (1) For every contact-free $C / E$ system $M$, for every $\gamma \in \operatorname{RCP}(M)$ $(\gamma \in \operatorname{TCP}(M))$, and for every $x, y \in L(\gamma), x \equiv c(M) y$.
(2) For every contact-free $C / E$ system $M$, for every $\gamma \in \mathrm{CP}(M)(K \in P(M))$, and for every $x, y \in L(\gamma)\left(x, y \in L(K)\right.$ respectively) $x \equiv{ }_{C(M)} y$.

Proof. (1): Let $M$ be a contact-free C/E system, let $\gamma \in \operatorname{RCP}(M)(\gamma \in \operatorname{TCP}(M))$, and let $x, y \in L(\gamma)$. Then, by Theorem 5.41(1),

$$
\langle x\rangle_{C(M)}^{\ulcorner } \cong \gamma \cong\langle y\rangle_{C(M)}^{\ulcorner } \quad\left(\langle x\rangle_{C(M)}^{t} \cong \gamma \cong\langle y\rangle_{C(M)}^{t} \text { respectively }\right)
$$

Consequently, by Theorem 2.35, $x \equiv C(M) y$.
(2) directly follows from (1) above and from Theorem 5.20.
5.43. Theorem. (1) For every contact-free $C / E$ system $M$ and for every $\gamma \in \operatorname{RCP}(M)$ $(\gamma \in \operatorname{TCP}(M)), L(\gamma) \in \Theta(C(M))$.
(2) For every contact-free $C / E$ system $M$ and for every $\gamma \in \operatorname{CP}(M)(K \in P(M))$, $L(\gamma) \in \Theta(C(M))(L(K) \in \Theta(C(M))$ respectively $)$.

Proof. (1) Let $M=(P, Q, R, \mathscr{C})$ be a contact-free $C / E$ system and let $\gamma \in \operatorname{RCP}(M)$ $(\gamma \in \operatorname{TCP}(M))$. In order to prove that $L(\gamma) \in \Theta(C(M))$, one has to show that, for every $x, y \in L(\gamma), x \equiv_{C(M)} y$, and that, for every $x \in L(\gamma)$ and $y \in Q^{*}, x \equiv c(M) y$ implies that $y \in L(\gamma)$. Since the first requirement directly follows from Theorem 5.42(1), it suffices to prove the second requirement.

Let $x \in L(y)$ and let $y \in Q^{*}$ such that $x \equiv{ }_{C(M)} y$. From Theorem 5.21(2) it now follows that $x \in L(M)$, and thus, by Theorem 5.39(1), $y \in L(M)$. Hence, again by Theorem 5.21(2), there exists $\gamma^{\prime} \in \operatorname{RCP}(M)\left(\gamma^{\prime} \in \operatorname{TCP}(M)\right.$ respectively) such that $y \in L\left(\gamma^{\prime}\right)$. However, since by Theorems 2.35 and 5.41(1),

$$
\gamma \cong\langle x\rangle_{C(M)}^{\mathrm{r}} \cong\langle y\rangle_{C(M)}^{\ulcorner } \cong \gamma^{\prime} \quad\left(\gamma \cong\langle x\rangle_{C(M)}^{\mathrm{\imath}} \cong\langle y\rangle_{C(M)}^{\mathrm{t}} \cong \gamma^{\prime} \text { respectively }\right),
$$

$\gamma \cong \gamma^{\prime}$ and thus $y \in L(\gamma)$.
(2) directly follows from (1) above and from Theorem 5.20.

### 5.4. Appendix (proof of Theorem 5.19)

In this appendix we give a proof of Theorem 5.19. For this purpose we need a number of notions and results which are rather standard in the theory of C/E systems and which can be found, e.g., in [41]. To avoid recalling all of these notions and results, we simply refer to the appropriate places in the standard text book [41]. Whenever we make such a reference to [41], we indicate this by appending the letter "R" to the reference index; thus, e.g., "Lemma R 3.4(b)" stands for "Lemma 3.4(b) in [41]".

The notions we need in the proof of the theorem are the following:
(i) for a process $K$ of a $C / E$ system, the set of minimal elements of $K$, denoted by ${ }^{\circ} K$, and the set of maximai elements of $K$, denoted by $K^{\circ}$ (see Definition $R$ 3.1(i));
(ii) for two processes $K_{1}=\left(S_{1}, T_{1}, F_{1}, \Sigma_{1}, \phi_{1}\right)$ and $K_{2}=\left(S_{2}, T_{2}, F_{2}, \Sigma_{2}, \phi_{2}\right)$ of a C/E system such that $\phi_{1}\left(\left(K_{1}\right)^{\circ}\right)=\phi_{2}\left({ }^{\circ}\left(K_{2}\right)\right)$, the composition of $K_{1}$ and $K_{2}$, denoted by $K_{1} \circ K_{2}$ (see Definition R 3.4(c));
(iii) the case graph of a C/E system $M$, denoted by $\Phi_{M}$ (see Definition R 2.6(a)); and
(iv) for an edge $e$ in the case graph of a C/E system, the process of $e$ (Definition R 3.5(b)).

Now we are ready to prove Theorem 5.19.
5.19. Theorem. For every contact-free $C / E$ system $M$,

$$
L(M)=\bigcup\{L(K): K \in P(M)\}
$$

Proof. Let $M=(P, Q, R, \mathscr{C})$ be a contact-free $\mathrm{C} / \mathrm{E}$ system.
Let $x \in L(M)$ with $n=|x|$. Hence, there exist $q_{1}, \ldots, q_{n} \in Q$ and $\mu_{0}, \ldots, \mu_{n} \in \mathscr{C}$ such that $x=q_{1} \ldots q_{n}$ and, for every $1 \leqslant i \leqslant n, \mu_{i-1}\left[q_{i}\right) \mu_{i}$; 1 thus, by Definition $\mathrm{R} 2.6(\mathrm{a})$, for every $1 \leqslant i \leqslant n,\left(\mu_{i-1}, q_{i}, \mu_{i}\right)$ is an edge in $\Phi_{M}$. Let for every $1 \leqslant i \leqslant n, K_{i}=$ ( $S_{i}, T_{i}, F_{i}, P \cup Q, \phi_{i}$ ) be the process of the edge ( $\mu_{i-1}, q_{i}, \mu_{i}$ ) in $\Phi_{M}$; thus,
(i) for every $1 \leqslant i \leqslant n, K_{i}$ is a process of $M$ such that the set of $T$-elements of $K_{i}$ consists of only one $T$-element $t_{i}^{\prime}$ with $\phi_{i}\left(t_{i}^{\prime}\right)=q_{i}$;
(ii) $\phi_{1}\left({ }^{\circ}\left(K_{1}\right)\right)=\mu_{0}$ and $\phi_{n}\left(\left(K_{n}\right)^{\circ}\right)=\mu_{n}$; and
(iii) for every $1 \leqslant i \leqslant n-1$,

$$
\phi_{i}\left(\left(K_{i}\right)^{\circ}\right)=\phi_{i+1}\left({ }^{\circ}\left(K_{i+1}\right)\right)=\mu_{i} .
$$

Hence, by Lemma R 3.4(b), there exists a process $K=(S, T, F, P \cup Q, \phi)$ of $M$ isomorphic to $K_{1} \circ \cdots \circ K_{n}$ and slices $S_{0}, \ldots, S_{n}$ of $K$ such that
(i) $T=\left\{t_{1}, \ldots, t_{n}\right\}$, where, for every $1 \leqslant i, j \leqslant n, i \neq j$ implies that $t_{i} \neq t_{j}$;
(ii) $S_{0}=\{s \in S: \cdot s=\emptyset\}={ }^{\circ} K$ and $S_{n}=\left\{s \in S: s^{\circ}=\emptyset\right\}=K^{\circ}$;
(iii) $\phi\left(S_{0}\right)=\phi_{1}\left({ }^{\circ}\left(K_{1}\right)\right)=\mu_{0}$ and $\phi\left(S_{n}\right)=\phi_{n}\left(\left(K_{n}\right)^{0}\right)=\mu_{n}$;
(iv) for every $1 \leqslant i \leqslant n-1, \phi\left(S_{i}\right)=\phi_{i}\left(\left(K_{i}\right)^{\circ}\right)=\phi_{i+1}\left({ }^{\circ}\left(K_{i+1}\right)\right)=\mu_{i}$; and
(v) for every $1 \leqslant i \leqslant n, \phi\left(t_{i}\right)=\phi_{i}\left(t_{i}^{\prime}\right)=q_{i}$ and $S_{i-1}\left[t_{i}\right) S_{i}$. Consequently, for this process $K$ of $M, x=q_{1} \ldots q_{n}=\phi\left(t_{1}\right) \ldots \phi\left(t_{n}\right) \in \mathbb{L}(K)$, which proves the inclusion $L(M) \subseteq \bigcup\{L(K): K \in P(M)\}$.
Now, let $K=(S, T, F, P \cup Q, \phi)$ be a process of $M$ and let $x \in L(K)$ with $n=|x|$. Hence, there exist sets $S_{0}, \ldots, S_{n}$ of $S$-elements of $K$ and a sequence $t_{1}, \ldots, t_{n}$ without repetitions of all $T$-elements of $K$, such that $S_{0}=\{s \in S: \cdot s=\emptyset\}, S_{n}=$ $\left\{s \in S: s^{\prime}=\emptyset\right\}$, and, for every $1 \leqslant i \leqslant n, S_{i-1}\left[t_{i}\right\rangle S_{i}$ and $\phi\left(t_{i}\right)=x(i)$. We will now show that, for every $1 \leqslant i \leqslant n, \phi\left(S_{i-1}\right)\left[\phi\left(t_{i}\right)\right\rangle \phi\left(S_{i}\right)$. From this it directly follows that $x=\phi\left(t_{1}\right) \ldots \phi\left(t_{n}\right) \in L(M)$, which proves the inclusion $\bigcup\{L(K): K \in P(M)\} \subseteq$ $L(M)$.
Let $1 \leqslant i \leqslant n$. Clearly, $S_{i-1}\left[t_{i}\right\rangle S_{i}$ implies that ${ }^{\circ}\left(t_{i}\right) \subseteq S_{i-1}$ and thus, by the definition of a process,

$$
\cdot\left(\phi\left(t_{i}\right)\right)=\phi\left(\cdot\left(t_{i}\right)\right) \subseteq \phi\left(S_{i-1}\right) ;
$$

hence, since $M$ is contact-free, $\left(\phi\left(t_{i}\right)\right)^{\bullet} \subseteq P-\phi\left(S_{i-1}\right)$. Consequently, $\phi\left(S_{i-1}\right)\left[\phi\left(t_{i}\right)\right\rangle$. Also, $S_{i-1}\left[t_{i}\right\rangle S_{i}$ implies that $S_{i}=\left(S_{i-1}-^{\cdot}\left(t_{i}\right)\right) \cup\left(t_{i}\right)$ and thus, by the definition of a process and by Theorem 5.18,

$$
\begin{aligned}
\phi\left(S_{i}\right) & =\phi\left(\left(S_{i-1}-^{\cdot}\left(t_{i}\right)\right) \cup\left(t_{i}\right) \cdot\right) \\
& =\left(\phi\left(S_{i-1}\right)-\cdot\left(\phi\left(t_{i}\right)\right)\right) \cup\left(\phi\left(t_{i}\right)\right) .
\end{aligned}
$$

Consequently, $\phi\left(S_{i-1}\right)\left[\phi\left(t_{i}\right)\right\rangle \phi\left(S_{i}\right)$.

## Bibliographical comments

The theory of Petri nets was initiated by Petri in [40]. A basic text book on Petri nets is [41], where many of the notions that we have recalled in Subsection 5.1 can
be found. The relationship between the theory of Petri nets and the theory of traces was established already in [31]. In fact, the original motivation of [31] was to study the concurrent behavior of Petri nets. The fact that the firing sequence languages of C/E structures and C/E systems are regular (Theorem 5.8) is a well-known 'folklore' result-it can be traced to [21]. The notion of a reliance alphabet induced by a net is introduced in [7] (although a aifferent terminology is used there).

Subsection 5.2 is based essentially on [34]. The notion of projection was introduced in [20] and the notion of synchronization is close to the synchronization mechanism discussed in [23] and [28]. The proof of Theorem 5.34 can be found in [34], where also the notion of the composition of $\mathrm{C} / \mathrm{E}$ structures is introduced. The proof of the main theorem of Subsection 5.2 (Theorem 5.37) can also be found in [34].

As far as Subsection 5.3 is concerned, the proof of Theorem 5.39(1) can be found in [7]. The idea of relating Petri nei languages to partial order languages is also discussed in [10], although the approach there is quite different from the approach we have taken.
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