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#### Abstract

Background: Automatic and accurate control of heart rate (HR) during treadmill exercise is important for prescription and implementation of training protocols. The principal design issue for feedback control of HR is to achieve disturbance rejection of very-low-frequency heart rate variability (VLF-HRV) with a level of control signal activity (treadmill speed) which is sufficiently smooth and acceptable to the runner. This work aimed to develop a new method for feedback control of heart rate during treadmill exercise based on shaping of the input sensitivity function, and to empirically evaluate quantitative performance outcomes in an experimental study. Methods: Thirty healthy male subjects participated. 20 subjects were included in a preceding study to determine an approximate, average nominal model of heart rate dynamics, and 10 were not. The design method guarantees that the input sensitivity function gain monotonically decreases with frequency, is therefore devoid of peaking, and has a pre-specified value at a chosen critical frequency, thus avoiding unwanted amplification of HRV disturbances in the very-low-frequency band. Controllers were designed using the existing approximate nominal plant model which was not specific to any of the subjects tested. Results: Accurate, stable and robust overall performance was observed for all 30 subjects, with a mean RMS tracking error of 2.96 beats $/ \mathrm{min}$ and a smooth, low-power control signal. There were no significant differences in tracking accuracy or control signal power between the 10 subjects who were not in the preceding identification study and a matched subgroup of subjects who were (respectively: mean RMSE 2.69 vs. 3.28 beats $/ \mathrm{min}, p=0.24$; mean control signal power 15.62 vs. $16.31 \times 10^{-4} \mathrm{~m}^{2} / \mathrm{s}^{2}, p=0.37$ ). Substantial and significant reductions over time in RMS tracking error and average control signal power were observed. Conclusions: The input-sensitivity-shaping method provides a direct way to address the principal design challenge for HR control, namely disturbance rejection in relation to VLF-HRV, and delivered robust and accurate tracking with a smooth, low-power control signal. Issues of parametric and structural plant uncertainty are secondary because a simple approximate plant model, not specific to any of the subjects tested, was sufficient to achieve accurate, stable and robust heart rate control performance.


© 2016 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

## 1. Introduction

The ability to automatically and accurately control heart rate (HR) during treadmill exercise would bring important benefits for the prescription and implementation of exercise training protocols. Heart rate is used to delineate the exercise intensity regimes which form part of current recommendations for development and

[^0]maintenance of cardiorespiratory fitness [1]; these recommendations are given in terms of frequency, duration and intensity, the latter typically lying in the range of "moderate" to "vigorous" exercise. Exercise intensity, in turn, is described as a percentage of either maximal heart rate $\left(\mathrm{HR}_{\max }\right)$ or of heart rate reserve (HRR), which is the difference between maximal and resting heart rates: $H R R \triangleq H R_{\max }-H R_{\text {rest }}$. Using $H R R$, moderate and vigorous intensities correspond respectively to the ranges $40-59 \%$ and $60-89 \%$ of HRR [2].

High-intensity interval training (HIT), which combines periods of vigorous to high-intensity exercise with low or moderateintensity recovery periods, has been shown to provide additional


Fig. 1. Four principal frequency bands for heart rate variability analysis: ultra-low frequency (ULF), very-low frequency (VLF), low frequency (LF) and high frequency (HF). Amplitude spectrum of HR for subject S02 (orange trace, right-hand $y$-axis). Input sensitivity function magnitudes $\left|U_{0}(j \omega)\right|$ (left-hand $y$-axis) for naive feedback design (blue trace $\left|U_{o x}\right|$ ) and for shaped controller $C_{1}$ (red trace $\left|U_{01}\right|$; Eqs. (33) and (34)). (For interpretation of the references to colour in this legend, the reader is referred to the web version of the article.)
benefits for cardiorespiratory fitness and cardiovascular function when compared to constant-intensity training (systematic reviews: $[3,4]$ ). There is considerable flexibility in setting the durations and intensity levels of the different regimes within HIT in healthy adults [3] and in various patient groups, e.g. in cardiac rehabilitation [5]. This motivates the development of accurate and robust feedback approaches for automatic control of arbitrary heart rate reference profiles. For treadmill-based training, the feedback controller would automatically adjust the treadmill speed based on continuous observation of the reference and actual HR values.

The primary design challenge for feedback control of heart rate is to ensure that the control system maintains acceptable performance in the face of disturbances to the heart rate caused by physiological heart rate variability (HRV) [6]; this concept is supported by data presented in the preliminary observational case study below. Performance of heart rate control systems should always be quantified in terms of both tracking accuracy (e.g. root-mean-square heart-rate tracking error, RMSE) and the level of activity of the control signal (e.g. average power of the control signal, i.e. the treadmill speed reference). For the HR control application, the classical trade-off between tracking accuracy and control signal power - higher accuracy is usually achieved at the cost of increased control signal activity - is particularly pronounced and important: the HRV disturbance entering the system will be rejected to a degree defined by the frequency-response of the sensitivity function ( $S_{0}$, Eq. (11)), with a higher level of disturbance rejection leading generally to lower tracking error but requiring higher control signal power. Since the control signal in this case is the treadmill speed reference, changes in this variable directly impact on the human subject running on the treadmill, so these changes must be kept within acceptable limits, even if some degree of tracking accuracy has to be sacrificed; hence the importance of the input sensitivity function ( $U_{0}$, Eq. (12)), which links the HRV disturbance to the control signal.

Current standards for measurement and interpretation of HRV identify four principal frequency bands for analysis [7,8] (cf. Fig. 1):

- ultra-low frequency (ULF), with frequency $f<0.003 \mathrm{~Hz}$;
- very-low frequency (VLF), where $0.003 \leq f<0.04 \mathrm{~Hz}$;
- low frequency (LF), $0.04 \leq f<0.15 \mathrm{~Hz}$;
- high frequency (HF), $0.15 \leq f \leq 0.4 \mathrm{~Hz}$.

For design of heart rate controllers, the VLF component is of primary importance because this band usually incorporates the crossover region of the feedback loop; peaking of the sensitivity functions can occur in the crossover region, potentially leading to unwanted power in the control signal in the VLF frequency band, which manifests as changes in the treadmill speed which would be strongly perceptible to the runner. HRV in the ULF band, in contrast, represents a very slow disturbance which can readily be fully rejected by having high gain in the controller in this range (e.g. by using integral action); the resulting very-slow changes in the control signal would not be perceived as unpleasant or undesirable by the runner - the upper-frequency bound of the ULF range, 0.003 Hz , corresponds to an oscillation period of just over 5 min ( 333.3 s ). HRV in the LF and HF frequency bands, on the other hand, will typically lie outwith the bandwidth of the feedback loop and will have little effect on the control signal if the controller's frequency response is appropriately designed; one way to do this is to prescribe a strictlyproper controller transfer function so that the loop gain rolls off towards zero above the crossover region. This makes the control signal insensitive to HRV disturbances in the LF and HF bands.

These considerations emphasize that the feedback loop properties in the VLF band are paramount and that disturbance rejection behaviour is the key design issue; these concepts are further elucidated in the case presented in Section 2. To directly address these challenges, a novel design approach is derived and tested in the present work which is based on shaping the frequency response of the input sensitivity function ( $U_{0}$, Eq. (12): the transfer function between the HRV disturbance and the control signal) so that it has a pre-specified gain at a selected critical frequency in the crossover region within the VLF band. Moreover, the design approach is constrained to make the gain of the input sensitivity function monotonically decreasing with frequency, so that peaking of this gain cannot occur. Finally, the requirements of the ULF and $\mathrm{LF} / \mathrm{HF}$ bands are addressed respectively, as alluded to above, by including integral action in the feedback compensator and by making it strictly proper (i.e. low pass).

Previous work on treadmill HR control has focused not on the key issues of HRV and disturbance rejection, but rather on parametric and structural plant uncertainty [9-12]. A further novel element of the present work is the assumption of a very simple and approximate model of heart rate dynamics, which was the outcome of a companion identification study [13]. The control design approach detailed here uses this single approximate nominal plant model, and does not require any information on, or identification of, heart rate dynamics for individual runners. A similar nominal model strategy was taken in related reports of heart rate control during outdoor running [14] and in a comparison of linear and nonlinear heart rate controllers [15].

The aim of the present work was twofold: to set out the input-sensitivity-shaping method for feedback control of heart rate during treadmill exercise; and to empirically evaluate quantitative performance outcomes with the proposed method in an experimental study with a number of subjects sufficient to allow statistically valid conclusions to be drawn.

## 2. HRV - preliminary observational case study

The introductory discussion highlighted the importance of the VLF band of HRV for the design of HR control systems, and that disturbance rejection is the principal design issue. These concepts can be exemplified by considering data recorded from one
of the subjects who participated in the present study (subject S02, Figs. 1 and 2).

Spectral analysis of this subject's $H R$, obtained using FFT analysis of raw ECG data recorded during a 20 -min period of constant-speed, vigorous-intensity running, showed that HRV power was concentrated primarily within the VLF frequency band (Fig. 1). When this subject's $H R$ was controlled using a naive feedback design with substantial peaking of the input sensitivity function (blue trace $\left|U_{0 x}\right|$ in Fig. 1), very strong and wholly unacceptable variation of the treadmill speed was observed at a dominant frequency corresponding closely to the frequency of the resonant peak of the input sensitivity function during both reference tracking (Fig. 2(a)) and steady-state regulation (Fig. 2(c)): the peak value of $\left|U_{o x}\right|$ is $0.07(-23 \mathrm{~dB})$ at a frequency of 0.008 Hz (Fig. 1); the control signal (lower plots in Fig. 2(a) and (c)) can be seen to be oscillating at a frequency of about 0.01 Hz (e.g. there are about 10 clearly-identifiable peaks in the time range $600 \leq t \leq 1600 \mathrm{~s}$ in the lower plot of Fig. 2(c)).

Moreover, the ratio of the peak-to-peak amplitudes of the control signal oscillation and the principal component of HRV corresponds closely to the peak gain of the input sensitivity function $\left|U_{o x}\right|$, which was identified above as $0.07(-23 \mathrm{~dB})$ : considering the half-period following $t=820 \mathrm{~s}$ in Fig. 2(c), a rise in HR of about

11 bpm was seen, resulting in a change in speed of about $0.79 \mathrm{~m} / \mathrm{s}$, giving a gain of $0.79 / 11=0.07$. These oscillations were apparently driven by both the step changes in the reference signal (Fig. 2(a)) and by the VLF component of HRV (Fig. 2(c)); this is as expected, since the input sensitivity function links both the reference and the disturbance to the control signal (cf. Eq. (12)).

When a controller was employed which was designed using the proposed input-sensitivity-shaping approach (Section 4), denoted as controller $C_{1}$, where the gain of the input sensitivity function at the critical frequency 0.01 Hz within the VLF band was pinned down to a value which was one quarter of the value determined for the naive controller above, i.e. $0.0174\left(-35.19 \mathrm{~dB}\right.$, red trace $\left|U_{01}\right|$ in Fig. 1), and no peaking was permitted, oscillation of the control signal was eliminated (Fig. 2(b) and (d), lower plots). For this example, the LF and HF bands for HRV lie well above the closed-loop bandwidth (Fig. 1). ULF variability, on the other hand, is seen to be eliminated appropriately by integral action, apparent through the ultra-slow, decreasing trend for treadmill speed over time in each of the tests.

With this controller, $C_{1}$, it can again be seen that the ratio of the observed peak-to-peak amplitudes of the control signal and the principal component of HRV corresponds closely to the chosen peak


Fig. 2. Illustrative example - HR control measurements with subject SO2. Left column: reference tracking (a) and constant-reference regulation (c) using naive design with peaking input sensitivity function $U_{o x}$. Right column: reference tracking (b) and constant-reference regulation (d) using input-sensitivity-shaped controller $C_{1}$, $U_{o 1}$. In the upper part of each figure, $\mathrm{HR}^{*}$ is the heart rate reference, $\mathrm{HR}_{\text {nom }}$ is the target nominal heart rate response (simulated), and HR is the measured heart rate. In the lower graphs, $v$ is the control signal, i.e. the treadmill speed reference. RMSE: root-mean-square tracking error, Eq. (5). Power $P_{\Delta v}$ : average control signal power, Eq. (6).

Table 1
Subject characteristics.

|  | Mean (SD) | Range |
| :--- | :---: | :---: |
| Age $/(\mathrm{y})$ | $28.4(10.1)$ | $18-57$ |
| Body mass/(kg) | $75.3(9.9)$ | $60-101$ |
| Height $/(\mathrm{m})$ | $1.77(0.07)$ | $1.63-1.93$ |
| BMI $/\left(\mathrm{kg} / \mathrm{m}^{2}\right)$ | $24.0(2.5)$ | $19.6-30.2$ |

$n=30$, all male.
SD: standard deviation.
BMI: body mass index; BMI = mass/height ${ }^{2}$.
gain of the input sensitivity function, viz. $\left|U_{01}\right|_{f=0.01}=0.0174$ : the maximum peak-to-peak change in HR during the tests with $C_{1}$ was $\sim 10 \mathrm{bpm}$ (Fig. 2(b) and (d), upper plots); analysis of the time period $1625 \leq t \leq 1725$ s during the regulation test (Fig. 2(d)), where the largest change in speed during this test occurred, gave a change in speed of $0.174 \mathrm{~m} / \mathrm{s}$. Thus the observed gain was $0.174 / 10=0.0174$. This magnitude of change in speed in response to the largest observed variation in heart rate around the critical frequency of 0.01 Hz was barely perceptible to the runner. The critical gain and frequency values given by $\left|U_{01}\right|_{f=0.01}=0.0174$ were therefore taken forward for full experimental evaluation of controller $C_{1}$ as detailed in the sequel.

## 3. Experimental methods

### 3.1. Subjects and ethics

Thirty healthy males participated in the study (details - Table 1). Of these 30 subjects, 20 had taken part in a preceding study [13] to determine an approximate, average nominal model of heart rate dynamics, and 10 had not. The study was approved by the local ethics committee (Ethics Committee of the Swiss Canton of Bern, Ref. KEK-Nr. 313/14) and subjects provided written, informed consent during recruitment. The primary inclusion/exclusion criteria were: healthy males from 18 to 60 years of age, and absence of muscular, orthopaedic or cardiovascular issues contraindicating vigorous treadmill exercise. Prior to each test, subjects were required to avoid strenuous exercise, alcohol and smoking (all 24 h in advance), and also heavy meals ( 4 h ) and caffeine ( 12 h ).

### 3.2. Apparatus

A computer-controlled treadmill was employed (model Venus, $\mathrm{h} / \mathrm{p} /$ cosmos Sports and Medical GmbH, Germany) connected by an RS-232 serial communication link to a PC (Fig. 3). The heart rate controllers were implemented in the PC using Matlab/Simulink and the associated Real Time Workshop (The Mathworks, Inc., USA).

Controllers were designed in the continuous-time domain (Section 4) and implemented digitally using a sample interval of $T_{s}=5 \mathrm{~s}$. This choice of $T_{s}$ was based on the recommendation of having $\sim 4-10$ samples per rise time of the plant [16] - the nominal plant model had a time constant $\tau$ of 57.6 s (Eq. (1), Section 3.3), but this nominal time constant is an average obtained over 48 individual models, where individual values were seen to be as low as $\tau=27.3 \mathrm{~s}$ [13].

Heart rate was measured using a chest belt (model T34, Polar Electro Oy, Finland) and three associated wireless receivers arranged in a triangle configuration with respect to the treadmill surface, and integrated with the treadmill hardware control unit. Heart rate was transmitted from the treadmill to the PC via the serial link and read into the simulink real-time control model at the rate of 1 Hz . At each controller sample instant, i.e. every 5 s , the 5 heart rate samples obtained in the preceding 5 -s sample interval were averaged and fed into the control loop.


Fig. 3. Experimental setup showing the PC in which the real-time heart rate controllers were implemented (A), the treadmill control unit (B) and the treadmill (C).

### 3.3. Approximate nominal plant model and control approach

Feedback control design utilised an approximate nominal model $P_{o}$ of the dynamic response between the treadmill speed reference signal $v$ and heart rate HR [13]:
$v \rightarrow \mathrm{HR}: \quad P_{o}(s)=\frac{k}{\tau s+1}=\frac{24.2}{57.6 s+1}$,
where $k$ is the steady-state gain and $\tau$ is the time constant of this first-order model structure. The nominal plant parameter $k=24.2 \mathrm{bpm} /(\mathrm{m} / \mathrm{s})$ and $\tau=57.6 \mathrm{~s}$ were obtained in the previous study as averages of 48 individual models which were empirically identified from 24 healthy male subjects who each ran, in separate identification tests, at moderate and vigorous intensities, thus giving 24 subjects $\times 2$ models/subject $=48$ models in total [13].

The structure employed here for heart rate control comprised a feedback compensator $C$ and a reference prefilter $C_{p f}$ (Fig. 4). The signal $\mathrm{HR}^{*}$ is the heart rate reference, $v$ is the treadmill speed reference, which serves as the plant control input, and $d$ is a disturbance. $r^{\prime}$ and $e^{\prime}$ are intermediate signals which are used in the analysis that follows (Section 4).

The feedback compensator $C$ was designed using the input-sensitivity-shaping methodology detailed in the sequel (Section 4 ),


Fig. 4. Control structure: $C$ is the feedback compensator and $C_{p f}$ is a reference prefilter. The principal signals in this structure are the heart rate reference $H R^{*}$, the actual heart rate $H R$, the treadmill speed reference $v$ (plant control input), and a disturbance $d$ which mainly represents heart rate variability.
while the reference prefilter $C_{p f}$ was separately designed to set the dynamics of the HR reference tracking response.

Following the terminology and notation used classically by Kwakernaak [17], the input sensitivity function, denoted $U_{0}$, is defined as the transfer function from the disturbance $d$ to the plant control input $v$ :
$d \rightarrow v: \quad U_{o}(s)=\frac{C(s)}{1+C(s) P_{o}(s)}$.
In the present context of heart rate control, the disturbance signal $d$ is taken to represent natural, but unpredictable, changes in heart rate stemming from physiological heart rate variability.

The key idea of the input-sensitivity feedback design method (details in Section 4) is to shape the frequency response of the input sensitivity function such that its gain $\left|U_{0}(j \omega)\right|$ has a specified nominal value at a given critical frequency, and, moreover, such that $\left|U_{0}(j \omega)\right|$ is monotonically decreasing with frequency so that peaking cannot occur. These measures are intended to ensure that heart rate variability does not lead to an unacceptable level of activity in the treadmill speed around the critical frequency. Two different controllers were tested, denoted $C_{1}$ and $C_{2}$ (Section 4.5), where $C_{2}$ had a gain which was +4 dB higher (i.e. higher by an absolute factor of $\sim 1.6$ ) than $C_{1}$ at the chosen critical frequency.

The reference prefilter $C_{p f}$ was separately designed to set the dynamics of the HR reference tracking to an overall closed-loop transfer function $T_{c l}$, which had the form of the standard secondorder transfer function:
$\mathrm{HR}^{*} \rightarrow \mathrm{HR}: \quad T_{c l}(s)=\frac{\omega_{n}^{2}}{s^{2}+2 \zeta \omega_{n} s+\omega_{n}^{2}}$,
where $\zeta$ is the relative damping and $\omega_{n}$ is the undamped natural frequency of oscillation.

Considering the control structure employed (Fig. 4), the designated overall closed-loop transfer function is obtained by setting the prefilter to
$C_{p f}=T_{c l} \cdot T_{o}^{-1}$,
where $T_{0}$, the complementary sensitivity function (see Eq. (10)), is the transfer function from $r^{\prime}$ to HR.

For all controller tests, $\zeta$ was set to the critical value $\zeta=1$ while $\omega_{n}$ was obtained from a chosen $10-90 \%$ closed-loop rise time $t_{r}$ as $\omega_{n}=3.35 / t_{r}$, which is the approximation valid around $\zeta=1[18, \mathrm{p}$. 196]. In all tests, the rise time was set to $t_{r}=120 \mathrm{~s}$.

### 3.4. Testing protocol

All tests were carried out according to a systematic protocol (Fig. 5): subjects first warmed up for 10 min at a moderate intensity; a 10 min rest followed; then there was a formal measurement phase lasting 35 min ; finally, there was a 10 min cool down of running at low intensity. Prior to the warm up of their first test, resting heart rate $H R_{\text {rest }}$ was obtained for each subject by manual palpation at the wrist after they had lain resting for 5 min . Estimates of maximal heart rate were set to $\mathrm{HR}_{\max }=220$ - age (cf. [19]).

Following each test, the quantitative outcome measures (RMS tracking error, RMSE, and average control signal power, $P_{\Delta v}$, Eqs. (5) and (6), Section 3.5) were calculated over an evaluation period of $300 \leq t \leq 1800$ s. During the evaluation period, the heart rate reference $H R^{*}$ was varied by $\pm 10 \mathrm{bpm}$ around a mid level. The mid level was individually set for each subject using $70 \%$ of their own heart rate reserve (HRR) to the value $\mathrm{HR}_{70 \%} \triangleq 0.7\left(\mathrm{HR}_{\text {max }}-\mathrm{HR}_{\text {rest }}\right)+\mathrm{HR}_{\text {rest }}$. The heart rate reference thus changed in a square-wave format every 5 min as $\mathrm{HR}^{*}=\mathrm{HR}_{70 \%} \pm 10$ (Fig. 5). The cool down was at 15 bpm below the individual lower level of the evaluation period, viz. $\mathrm{HR}_{70 \%}-25$.


Fig. 5. Measurement protocol.

### 3.5. Primary outcome measures

Closed-loop control performance was quantitatively assessed using the root-mean-square tracking error (RMSE) for the heart rate, and the average power of changes in the control signal $v\left(P_{\Delta v}\right)$, where $v$ is the treadmill speed reference.

RMSE was evaluated on an interval $\left[i_{1}, i_{2}\right]$ corresponding to the evaluation period $300 \leq t \leq 1800$ s (Fig. 5), where $i$ denote the discrete sample indices, as:

RMSE $=\sqrt{\frac{1}{N} \sum_{i=i_{1}}^{i_{2}}\left(\operatorname{HR}_{\text {nom }}(i)-\operatorname{HR}(i)\right)^{2}}$
with $N=i_{2}-i_{1}+1 . \mathrm{HR}_{\text {nom }}$ is the target nominal heart rate response which was obtained by simulating the nominal closed-loop transfer function $T_{c l}$ for $\mathrm{HR}^{*} \rightarrow \mathrm{HR}$ (Eq. (3), Fig. 4), i.e. $\mathrm{HR}_{\text {nom }}=T_{c l} \mathrm{HR}^{*}$.

The intensity of the control signal was characterised as the average power of changes in $v$ over the same interval:
$P_{\Delta v}=\frac{1}{N-1} \sum_{i=i_{1}+1}^{i_{2}}(v(i)-v(i-1))^{2}$,
which is often referred to in the sequel for simplicity as "average control signal power."

### 3.6. Experimental design and statistical analysis

All 30 subjects were tested with controller $C_{1}$; the primary outcomes RMSE and $P_{\Delta v}$ are presented using descriptive statistics ( $n=30$ ).

To determine whether prior participation in the identification study [13] had any influence on the outcomes - 20 of the 30 subjects in the present study belonged to the group of 24 subjects whose individual models were used to determine the average nominal model - a comparative sub-analysis was carried out where the 10 subjects in the present study who had not been in the identification study were paired to 10 of the 20 who had been by matching according to age and BMI. Paired two-sided hypothesis tests were applied to the matched groups of 10 subjects $(n=10)$ to determine whether any significant differences existed in the outcomes RMSE and $P_{\Delta v}$. The null hypothesis for this analysis was that there were no differences in outcomes between the two groups, which are referred to below as " $C_{1}$ ID" and " $C_{1}$ no ID".

A second comparative analysis was carried out on the outcomes with controllers $C_{1}$ and $C_{2}$, where $C_{2}$ had an additional +4 dB of gain in the input sensitivity function $U_{o}$ at the critical frequency $\omega_{c}$ (Section 3.3), and also, therefore, a higher bandwidth (Section 4.5). For this analysis, 10 of the 30 subjects were tested with $C_{2}$ in addition to having been tested with $C_{1}$. Paired one-sided hypothesis tests ( $n=10$ ) were applied to the outcomes RMSE and $P_{\Delta v}$ to test the expectation, given the higher bandwidth and critical gain, that $C_{2}$ would lead to more accurate heart rate tracking (i.e. lower RMSE), but with the cost of higher control signal power (higher $P_{\Delta v}$ ). The null hypothesis here was that $C_{2}$ did not lead to these differences in outcomes.

Two further sub-analyses were carried out for controller $C_{1}$ to explore any dependencies in the outcomes RMSE and $P_{\Delta v}$ on time, both for steady-state regulation and for dynamic reference tracking. For steady-state regulation (all subjects, $n=30$ ), the outcomes were calculated and compared for two periods of constant reference tracking: "early", where $300 \leq t \leq 600$ ( $5-10 \mathrm{~min}$ ); and "late", where $1800 \leq t \leq 2100$ ( $30-35 \mathrm{~min}$ ); (cf. Fig. 5). Paired two-sided hypothesis tests $(n=30)$ were used to determine whether any significant differences existed in the outcomes for these two time periods, the null hypothesis being that no differences existed.

The data used in the above hypothesis tests were check for normality using a Kolmogorov-Smirnov test with Lilliefors significance correction. $t$-tests were applied when the hypothesis of normality was not rejected, and Wilcoxon signed rank tests otherwise.

The second analysis of possible time dependency evaluated and compared the outcomes RMSE and $P_{\Delta v}$ for the four individual dynamic step changes in heart rate reference at times $t=600,900$, 1200 and 1500 , whereby the step number $\in\{1,2,3,4\}$ served as a proxy to the single factor of time (Fig. 5). For each step, the outcomes were calculated over the 300-s time interval following the step onset. This analysis used one-way repeated-measures analysis of variance (ANOVA) with step number as the factor. When significance was determined, post-hoc pairwise comparisons with Bonferroni correction were carried out on all step-number pairs. The null hypothesis was that there were no differences in outcomes between the individual steps. This individual step analysis was done with $n=29$ because one subject (S22) was found to have an abnormally high RMSE for step 2 (cf. Fig. 7(c), upper graph, step 2): this RMSE lay outwith 3 standard deviations of the mean RMSE across all subjects for step 2 and was therefore considered to be an outlier, and S22 was excluded from this part of the analysis.

The significance level for all hypothesis tests was set at $5 \%$ ( $\alpha=0.05$ ). Paired hypothesis tests were carried out using the Matlab Statistics and Machine Learning Toolbox (The Mathworks, Inc.) and the ANOVAs with SPSS software (IBM Corp., USA).

## 4. Input sensitivity shaping

The input-sensitivity shaping approach developed here allows the gain of the input sensitivity function $U_{o}$ to be set to a desired, pre-specified value $g_{c}$ at a chosen critical frequency $\omega_{c}$, i.e. it is required that $\left|U_{o}\left(j \omega_{c}\right)\right|=g_{c}$. Further, $U_{o}$ is purposely structured so that $\left|U_{0}(j \omega)\right|$ is a monotonically decreasing function of frequency $\omega$ and therefore devoid of peaking. By this means, an acceptable nominal amplification/attenuation of the heart rate variability disturbance around the critical frequency within the VLF band can be set by choosing the primary feedback design parameter $g_{c}$.

The derivation is given first for the case of a general nominal plant $P_{o}=B_{0} / A_{0}$, i.e. with no restriction on the order of the system (Section 4.1), and then specialised to the first-order case, $n_{a}=1$ (Section 4.2).

We consider a control structure with feedback compensator $C$ and reference prefilter $C_{p f}$ (Fig. 4). The input-sensitivity approach pertains only to the feedback element $C$, while the prefilter $C_{p f}$ is designed separately to give the required reference tracking dynamics (Section 3.3).

### 4.1. General case

The plant is described by the strictly proper linear transfer function $P_{o}$ :
$v \rightarrow \mathrm{HR}: \quad P_{o}(s)=\frac{B_{o}(s)}{A_{o}(s)}, \quad n_{b}<n_{a}$,
where $n_{a}$ and $n_{b}$ are the respective degrees of the plant denominator and numerator polynomials $A_{o}$ and $B_{0}$. The strictly proper condition reflects the low-pass character of the plant transfer function, since $n_{b}<n_{a} \Leftrightarrow \lim _{\omega \rightarrow \infty}\left|P_{o}(j \omega)\right|=0$.

We seek a strictly proper compensator transfer function $C$, described in rational form by
$e^{\prime} \rightarrow v: \quad C(s)=\frac{G(s)}{H(s)}, \quad n_{g}<n_{h}$.
$C$ is assumed henceforth to be normalised such that $H$ is monic. The strictly proper condition for $C$ is a design choice which ensures high-frequency rolloff in the compensator (because $n_{g}<n_{h} \Leftrightarrow$
$\lim _{\omega \rightarrow \infty}|C(j \omega)|=0$ ) and, therefore, in the input sensitivity function $U_{o}$ $\omega \rightarrow \infty$ also, thus making the loop insensitive to high-frequency disturbance components. The compensator is further constrained to have integral action by including the factor $s$ in $H$ via $H(s)=s H^{\prime}(s)$, giving
$C(s)=\frac{G(s)}{s H^{\prime}(s)}, \quad n_{g}<n_{h^{\prime}}+1$,
where the integrator results in $\lim _{\omega \rightarrow 0}|C(j \omega)|=\infty$, i.e. the compensator has infinite steady-state gain.

Inspection of the feedback loop (Fig. 4) gives the key closed-loop transfer functions:
Complementary sensitivity, $r^{\prime} \rightarrow \mathrm{HR}: \quad T_{o}(s)=\frac{C P_{o}}{1+C P_{o}}$

$$
\begin{equation*}
=\frac{B_{0} G}{A_{0} H+B_{0} G} \tag{10}
\end{equation*}
$$

Sensitivity, $d \rightarrow$ HR: $\quad S_{o}(s)=\frac{1}{1+C P_{o}}=\frac{A_{0} H}{A_{0} H+B_{0} G}$;
Input sensitivity, $d \rightarrow v, \quad r^{\prime} \rightarrow v: \quad U_{o}(s)=\frac{C}{1+C P_{0}}=\frac{A_{0} G}{A_{0} H+B_{0} G}$,
from which the closed-loop characteristic polynomial $\Phi$ can be identified as
$\Phi=A_{0} H+B_{0} G=A_{0} s H^{\prime}+B_{0} G$.
A major algebraic-structural simplification can be obtained by using compensator zeros to cancel stable, well-damped plant poles (cf. [20]); the cancelled plant poles are then not shifted by the feedback and become poles of the closed-loop system. In this spirit, we constrain the compensator numerator to be $G=A_{0} G^{\prime}$. The compensator transfer function (9) then specialises to
$C(s)=\frac{A_{0} G^{\prime}(s)}{s H^{\prime}(s)}, \quad n_{a}+n_{g^{\prime}}<n_{h^{\prime}}+1$
and the characteristic polynomial to $\Phi=A_{0} s H^{\prime}+B_{0} A_{0} G^{\prime}$. Thus, for a solution to exist, $A_{0}$ must be a factor of $\Phi, \Phi=A_{o} \Phi^{\prime}$, showing explicitly that the cancelled plant poles become poles of the closed-loop system, and the reduced characteristic polynomial $\Phi^{\prime}$ is obtained as
$\Phi^{\prime}=s H^{\prime}+B_{0} G^{\prime}$.
For a unique algebraic solution based on equating coefficients on either side of (15), the total number of unknown coefficients in $G^{\prime}$ and $H^{\prime}, n_{h^{\prime}}+n_{g^{\prime}}+1$ (recall, $H$ is monic), must be set equal to the degree of (15), which is $n_{\phi^{\prime}}=n_{h^{\prime}}+1$ (the degree of $s H^{\prime}$, because of the strictly proper condition on $P_{o}$ and $C$ ). Thus $n_{h^{\prime}}+n_{g^{\prime}}+1=$ $n_{h^{\prime}}+1$, giving the solution $n_{g^{\prime}}=0$, that is $G^{\prime}$ is simply a constant, $G^{\prime}(s)=g_{0}^{\prime}$.

The strict-proper constraint for the compensator in (14) allows $n_{a}+n_{g^{\prime}}=n_{h^{\prime}}$ as one possible solution, viz. the solution giving $H$ with minimal degree. Since from above $n_{g^{\prime}}=0, n_{h^{\prime}}=n_{a}$ follows. The compensator structure is therefore
$C(s)=\frac{A_{0} g_{0}^{\prime}}{s H^{\prime}(s)}, \quad n_{h^{\prime}}=n_{a}$
where $g_{0}^{\prime}$ and $H^{\prime}$ are obtained in general as the unique solution of (15) with $n_{\phi^{\prime}}=n_{h^{\prime}}+1=n_{a}+1, n_{h^{\prime}}=n_{a}$ and $n_{g^{\prime}}=0$.

Attention now turns to the structure of the input sensitivity function $U_{0}$ which, from (12), generally has the form
$d \rightarrow v: \quad U_{o}(s)=\frac{A_{o} G}{\Phi}$.

As noted above, cancellation of plant poles using $G=A_{o} G^{\prime}$ results in $\Phi=A_{o} \Phi^{\prime}$ and consequently $U_{o}$ can be simplified to
$U_{o}=\frac{A_{o}^{2} G^{\prime}}{A_{0} \Phi^{\prime}}=\frac{A_{o} G^{\prime}}{\Phi^{\prime}}$.
This form shows that an additional major simplification in the structure of $U_{0}$ can be obtained by placing a further set of closedloop poles at the location of the open-loop poles, which is achieved by including $A_{o}$ as a factor of $\Phi^{\prime}$. Since $n_{\phi^{\prime}}=n_{a}+1, \Phi^{\prime}$ is then allowed to contain just one further pole; setting $\Phi^{\prime}=(s+p) A_{0}$, where $p$ is real, the input sensitivity function simplifies down to the following first-order transfer-function:
$U_{o}=\frac{G^{\prime}}{(s+p)}$.
Since, from above, $G^{\prime}=g_{0}^{\prime}\left(n_{g^{\prime}}=0\right)$, the final form for $U_{o}$ is
$U_{o}=\frac{g_{0}^{\prime}}{(s+p)}$.
The gain of this first-order transfer function, $\left|U_{0}(j \omega)\right|$, is, as desired, monotonically decreasing with frequency and cannot therefore have any peaking. It has a bandwidth equal to $p[\mathrm{rad} / \mathrm{s}]$. The coefficient $g_{0}^{\prime}=G^{\prime}$ is obtained, as noted above, as the unique solution of (15) with $\Phi^{\prime}=(s+p) A_{o}$ (thus $n_{\phi^{\prime}}=n_{a}+1$ ) and $n_{h^{\prime}}=n_{a}$.

### 4.2. First order case

Proceeding on the assumption of a first-order plant
$P_{o}(s)=\frac{B_{o}(s)}{A_{o}(s)}=\frac{k}{\tau s+1}=\frac{k / \tau}{s+(1 / \tau)}$,
i.e. $n_{a}=1$, we obtain $n_{h^{\prime}}=1$ and the final compensator structure can be written with $n_{g^{\prime}}=0, n_{h^{\prime}}=1 \Rightarrow G^{\prime}=g_{0}^{\prime}, H^{\prime}=s+h_{0}^{\prime}$ as
$C(s)=\frac{A_{0} G^{\prime}(s)}{s H^{\prime}(s)}=\frac{(s+(1 / \tau)) g_{0}^{\prime}}{s\left(s+h_{0}^{\prime}\right)}$.
An explicit, unique solution of (15) $\left(s H^{\prime}+B_{o} G^{\prime}=\Phi^{\prime}\right)$ can be obtained by noting that $n_{\phi^{\prime}}=n_{a}+1=2$, therefore $\Phi^{\prime}(s)=s^{2}+$ $\phi_{1}^{\prime} s+\phi_{0}^{\prime}$, and writing
$s\left(s+h_{0}^{\prime}\right)+\frac{k}{\tau} \cdot g_{0}^{\prime}=s^{2}+\phi_{1}^{\prime} s+\phi_{0}^{\prime}$
to give
$h_{0}^{\prime}=\phi_{1}^{\prime}, \quad g_{0}^{\prime}=\frac{\tau}{k} \cdot \phi_{0}^{\prime}$.
With $A_{o}=s+(1 / \tau), \Phi^{\prime}=(s+p) A_{o}$ is
$\Phi^{\prime}=(s+p)\left(s+\frac{1}{\tau}\right)=s^{2}+\left(p+\frac{1}{\tau}\right) s+\frac{p}{\tau}$.
Thus,
$\phi_{1}^{\prime}=p+\frac{1}{\tau}, \quad \phi_{0}^{\prime}=\frac{p}{\tau}$
and, from (24), the controller coefficients $h_{0}^{\prime}$ and $g_{0}^{\prime}$ are obtained directly in terms of the given plant parameters $k$ and $\tau$ and the bandwidth parameter $p$ :
$h_{0}^{\prime}=\phi_{1}^{\prime}=p+\frac{1}{\tau}, \quad g_{0}^{\prime}=\frac{\tau}{k} \cdot \phi_{0}^{\prime}=\frac{p}{k}$.
Substituting for $h_{0}^{\prime}$ and $g_{0}^{\prime}$ in (22), the compensator becomes
$C(s)=\frac{(s+(1 / \tau)) \cdot(p / k)}{s(s+p+(1 / \tau))}$
and, using (20), the input sensitivity function is
$U_{o}=\frac{g_{0}^{\prime}}{(s+p)}=\frac{(p / k)}{(s+p)}=\frac{(1 / k)}{(1 / p) \cdot s+1}$,
i.e. it is a first-order transfer function with steady-state gain $1 / k$ and bandwidth $p$. With (28) and (29), the compensator and inputsensitivity transfer functions are seen to depend only on the nominal plant parameters $k$ and $\tau$, and on the input-sensitivity bandwidth parameter $p$.

### 4.3. Bandwidth selection

The special and simple structure of the input sensitivity function in Eq. (29) allows the bandwidth parameter $p$ to be set according to a desired gain of $U_{0}$ at some critical frequency.

From (29), the magnitude of $U_{o}$ may be written
$\left|U_{o}(j \omega)\right|=\frac{p / k}{\left(\omega^{2}+p^{2}\right)^{1 / 2}}$.
This can readily be solved to obtain an explicit expression for $p$ :
$p=\frac{\omega}{\left(\left(1 /\left(k\left|U_{o}(j \omega)\right|\right)^{2}\right)-1\right)^{1 / 2}}$.
Defining a critical frequency $\omega_{c}$ and a corresponding critical gain $g_{c}$, i.e. $g_{c} \triangleq\left|U_{0}\left(j \omega_{c}\right)\right|$, the desired input-sensitivity bandwidth $p$ is
$p=\frac{\omega_{c}}{\left(\left(1 /\left(k g_{c}\right)^{2}\right)-1\right)^{1 / 2}}$.

### 4.4. Algorithm summary

The steps involved in calculation of the compensator transfer function can now be summarised as follows:

1. Given data: nominal plant $P_{o}=k /(\tau s+1)$ with steady-state gain $k$ and time constant $\tau$, Eq. (21).
2. Choose critical frequency and gain parameters, $\omega_{c}$ and $g_{c}$, and calculate input-sensitivity bandwidth parameter as $p=$ $\omega_{c} /\left(\left(1 /\left(k g_{c}\right)^{2}\right)-1\right)^{1 / 2}$, Eq. (32).
3. Implement feedback compensator as $C(s)=(s+(1 / \tau)) \cdot(p / k) /$ $(s(s+p+(1 / \tau)))$, Eq. (28).

### 4.5. Controller calculation

Two controllers, denoted $C_{1}$ and $C_{2}$, were designed and tested based on the approximate nominal plant model Eq. (1):
$P_{o}=\frac{k}{\tau s+1}=\frac{24.2}{57.6 s+1}=\frac{0.420}{s+0.0174}$.
As discussed in Section 2, the critical gain and frequency values given by $\left|U_{o 1}\right|_{f=0.01}=0.0174$ were selected for controller $C_{1}$. Controller $C_{2}$ was designed to have +4 dB of gain at the same critical frequency.

## Controller 1 ( $\mathrm{C}_{1}(\mathrm{~s})$ ):

1. Given data: the nominal plant, above, has steady-state gain $k=24.2 \mathrm{bpm} /(\mathrm{m} / \mathrm{s})$ and time constant $\tau=57.6 \mathrm{~s}$.
2. Choose critical frequency and gain parameters: $\omega_{c}=0.0628 \mathrm{rad} / \mathrm{s}$ $(=2 \pi \cdot 0.01 \equiv 0.01 \mathrm{~Hz})$ and $g_{c 1}=0.0174(\mathrm{~m} / \mathrm{s}) / \mathrm{bpm}(\equiv-35.19 \mathrm{~dB})$. Calculate input-sensitivity bandwidth parameter as $p_{1}=0.0292$, Eq. (32).
3. Implement feedback compensator as in Eq. (28):

$$
\begin{equation*}
C_{1}(s)=\frac{0.00121(s+0.0174)}{s(s+0.0465)} \tag{33}
\end{equation*}
$$



Fig. 6. Input sensitivity function magnitude $\left|U_{o}(j \omega)\right|$ for controllers $C_{1}\left(U_{01}\right)$ and $C_{2}$ ( $U_{02}$ ), where $C_{2}$ was designed to have a gain of +4 dB at the chosen critical frequency $f_{c}$. The latter is shown as $f_{c}=0.01 \mathrm{~Hz}\left(\equiv \omega_{c}=0.0628 \mathrm{rad} / \mathrm{s}\right.$ ). The critical gains $g_{c}$ for $C_{1}$ and $C_{2}$ are shown in dB as $g_{c 1 d B}$ and $g_{C 2 d B}$, respectively. Bandwidth: the vertical blue dotted line marks the bandwidth of $U_{01}$ at $f_{B 1}=0.0046 \mathrm{~Hz}$; the vertical red dotted line marks the bandwidth of $U_{02}$ at $f_{\mathrm{B} 2}=0.0090 \mathrm{~Hz}$; the horizontal black dotted line marks the associated gain reduction of -3 dB with respect to the steady-state gain. (For interpretation of the references to colour in this legend, the reader is referred to the web version of the article.)

For this compensator, the corresponding input sensitivity function is, (29),
$U_{01}=\frac{0.00121}{(s+0.0292)}=\frac{0.0413}{34.3 s+1}$.
This transfer function (Fig. 6) has steady-state gain $1 / k=$ $0.0413(\mathrm{~m} / \mathrm{s}) / \mathrm{bpm}$ ( $\equiv-27.7 \mathrm{~dB}$ ) and bandwidth $p_{1}=0.0292 \mathrm{rad} / \mathrm{s}$ ( $\equiv f_{B 1}=0.0046 \mathrm{~Hz}$ ).

## Controller $2\left(\mathrm{C}_{2}(\mathrm{~s})\right.$ ):

The second controller, $C_{2}$, was designed to have a substantially higher bandwidth than $C_{1}$ : the critical frequency for $U_{o}$ was kept the same, but the critical gain at this frequency was increased by 4 dB (i.e. by an absolute factor of 1.5849 ).

1. Given data: the same nominal plant as above with $k=24.2$ and $\tau=57.6$.
2. Choose critical frequency and gain parameters: $\omega_{c}=0.0628 \mathrm{rad} / \mathrm{s}$ (as above) and $g_{c 2}=0.0174 \times 1.5849=0.0276(\mathrm{~m} / \mathrm{s}) / \mathrm{bpm}$ ( $\equiv-35.19+4=-31.19 \mathrm{~dB}$ ). Calculate input-sensitivity bandwidth parameter as $p_{2}=0.0563$, Eq. (32).
3. Implement feedback compensator as in Eq. (28):

$$
\begin{equation*}
C_{2}(s)=\frac{0.00233(s+0.0174)}{s(s+0.0737)} \tag{35}
\end{equation*}
$$

The input sensitivity function is in this case, (29),
$U_{o 2}=\frac{0.00233}{(s+0.0563)}=\frac{0.0413}{17.8 s+1}$.
This input-sensitivity function (Fig. 6) has the same steady-state gain as for controller 1 , that is to say $1 / k=0.0413(-27.7 \mathrm{~dB})$, but a bandwidth $p_{2}=0.0563 \mathrm{rad} / \mathrm{s}\left(\equiv f_{B 2}=0.0090 \mathrm{~Hz}\right)$ which is approximately twice that for controller 1 (cf. Eqs. (34) and (36)), i.e. $0.0563 / 0.0292=1.93$.

The frequency responses of the two input sensitivity functions, $U_{01}$ and $U_{02}$, can conveniently be visualised and compared in a Bode plot (Fig. 6).

Table 2
Principal outcome measures for overall evaluation of $C_{1}$.

|  | Mean (SD) | $95 \% \mathrm{CI}$ | Range |
| :--- | :---: | :---: | :---: |
| RMSE $/(\mathrm{bpm})$ | $2.96(0.85)$ | $2.65-3.28$ | $1.40-4.58$ |
| $P_{\Delta v} /\left(10^{-4} \mathrm{~m}^{2} / \mathrm{s}^{2}\right)$ | $16.00(1.41)$ | $15.47-16.52$ | $14.05-19.94$ |

$n=30$.
SD: standard deviation.
95\% CI: 95\% confidence interval for the mean.
RMSE: root-mean-square tracking error; $P_{\Delta v}$ : average power of changes in $v$; bpm: beats per minute.

## 5. Results

Controller $C_{1}$ gave highly accurate, stable and robust overall performance for all 30 subjects tested, with a mean RMS tracking error of 2.96 bpm and a $95 \%$ confidence interval for the mean RMSE of 2.65-3.28 bpm (Table 2). The control signal $v$, i.e. the treadmill speed reference, was stable and acceptably smooth in all tests; the average power of changes in $v$ was $16.00 \times 10^{-4} \mathrm{~m}^{2} / \mathrm{s}^{2}(95 \% \mathrm{CI}$ : $15.47-16.52 \times 10^{-4} \mathrm{~m}^{2} / \mathrm{s}^{2}$ ). In addition to these quantitative outcomes, the control performance for $C_{1}$ can be qualitatively assessed

by inspection of heart rate HR and control signal $v$ for the tests with the lowest, median and highest RMSE values (Fig. 7).

Comparison between the performance of $C_{1}$ for the nonidentified subject group (" $C_{1}$ no ID") and for the matched subgroup of subjects who had participated in the identification study (" $C_{1}$ ID") showed no significant difference in tracking accuracy - mean RMSE 2.69 vs. $3.28 \mathrm{bpm}, C_{1}$ no ID vs. $C_{1}$ ID, $p=0.24$ or average control signal power - mean $P_{\Delta v} 15.62$ vs. $16.31 \times 10^{-4} \mathrm{~m}^{2} / \mathrm{s}^{2}, C_{1}$ no ID vs. $C_{1}$ ID, $p=0.37$ - (Table 3, upper rows; $C_{1}$ no ID vs. $C_{1}$ ID; Fig. 8).

Controller $C_{2}$, which was purposely designed with +4 dB of gain at the critical frequency $\omega_{c}$, showed significantly higher average control signal power (mean $P_{\Delta v} 18.54$ vs. $16.00 \times 10^{-4} \mathrm{~m}^{2} / \mathrm{s}^{2}, C_{2}$ vs. $C_{1}, p=0.0012$ ) and modest evidence of more accurate tracking (lower mean RMSE of $2.71 \mathrm{vs} .2 .95 \mathrm{bpm}, C_{2}$ vs. $C_{1}, p=0.062$ ) than $C_{1}$ (Table 3, middle rows; $C_{2}$ vs. $C_{1}$; Fig. 8).

Examination and comparison of the steady-state performance of $C_{1}$ during the early time interval of $300 \leq t \leq 600$ and the later time interval of $1800 \leq t \leq 2100$ showed substantial and significant improvement in tracking accuracy (decrease in mean RMSE from 2.88 to $2.17 \mathrm{bpm}, p<0.001$ ) and a significant reduction in average control signal power (mean $P_{\Delta v} 2.09$ vs. $1.40 \times 10^{-4} \mathrm{~m}^{2} / \mathrm{s}^{2}$, $p=0.0030$ ) over time (Table 3, lower rows; Fig. 8).

(b) Subject S33, median RMSE of $2.70 \mathrm{bpm}, P_{\Delta v}=$ $15.6 \times 10^{-4} \mathrm{~m}^{2} / \mathrm{s}^{2} . \mathrm{HR}^{*}=152.8 \pm 10 \mathrm{bpm}$.

Fig. 7. Results with $C_{1}$ with the lowest (a), median (b) and highest (c) values for RMS tracking error. In the upper part of each figure, $H R^{*}$ is the heart rate reference, $H R_{\text {nom }}$ is the target nominal heart rate response (simulated), and HR is the measured heart rate. In the lower graphs, $v$ is the control signal, i.e. the treadmill speed reference. RMSE: root-mean-square tracking error, Eq. (5). $P_{\Delta v}$ : average control signal power, Eq. (6).

Table 3
Principal outcome measures for paired comparisons and $p$-values for comparison of means.

|  | Mean (SD) |  | MD (95 \% CI) | $n$ | $p$-Value |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $C_{1}$ no ID | $\mathrm{C}_{1}$ ID |  |  |  |
| RMSE/(bpm)$P_{\Delta v} /\left(10^{-4} \mathrm{~m}^{2} / \mathrm{s}^{2}\right)$ | 2.69 (0.99) | 3.28 (0.88) | $-0.59(-1.66,0.48)$ | 10 | 0.24 |
|  | 15.62 (1.76) | 16.31 (1.33) | $-0.69(-2.33,0.95)$ | 10 | 0.37 |
|  | $C_{2}$ | $C_{1}$ |  |  |  |
| RMSE/(bpm)$P_{\Delta v} /\left(10^{-4} \mathrm{~m}^{2} / \mathrm{s}^{2}\right)$ | 2.71 (0.61) | 2.95 (0.83) | -0.24 (-0.55,0.08) | 10 | 0.062 |
|  | 18.54 (3.10) | 16.00 (1.75) | 2.55 (1.17,3.92) | 10 | 0.0012 |
|  | $C_{1}, 300 \leq t \leq 600$ | $C_{1}, 1800 \leq t \leq 2100$ |  |  |  |
| RMSE/(bpm) | 2.88 (0.93) | 2.17 (1.00) | 0.71 (0.34,1.07) | 30 | $4.4 \times 10^{-4}$ |
| $P_{\Delta v} /\left(10^{-4} \mathrm{~m}^{2} / \mathrm{s}^{2}\right)$ | 2.09 (1.66) | 1.40 (1.51) | 0.69 (0.08,1.30) | 30 | 0.0030 |

SD: standard deviation.
MD: mean difference.
$95 \% \mathrm{CI}: 95 \%$ confidence interval for the mean difference.
$p$-values are: for $C_{1}$ no ID vs. $C_{1}$ ID, paired two-sided $t$-test; for $C_{2}$ vs. $C_{1}$, paired one-sided $t$-test; for $C_{1}(300-600)$ vs. $C_{1}(1800-2100)$, paired two-sided $t$-test (RMSE) and paired two-sided Wilcoxon signed rank test ( $P_{\Delta v}$ ).
RMSE: root-mean-square tracking error; $P_{\Delta v}$ : average power of changes in $v$; bpm: beats per minute.

Comparison of tracking error and average control signal power during the dynamic changes of the four individual steps $1-4$ showed significant differences in RMSE (overall $p$-value of $p=0.0036$ ) but no significant difference in $P_{\Delta v}$ (overall, $p=0.14$ ) over time; (Table 4, Fig. 9). Proceeding to post-hoc pairwise comparisons of RMSE for the individual steps, modest evidence was

(a) RMS tracking error, RMSE.

(b) Average control signal power, $P_{\Delta v}$.

Fig. 8. Mean values of principal outcome measures for paired comparisons (cf. Table 3), with significance indicators: ${ }^{*} \Leftrightarrow p<0.05 ;{ }^{* *} \Leftrightarrow p<0.01 ;{ }^{* * *} \Leftrightarrow p<0.001$. The overall outcomes for $C_{1}$ are included for reference only.
found for a reduction between steps 1 and 2 (mean RMSE 3.31 vs. $2.69 \mathrm{bpm}, p=0.051$ ), while significant reductions were found between steps 1 and 3 ( 3.31 vs. $2.77 \mathrm{bpm}, p=0.017$ ), and 1 and 4 (3.31 vs. $2.59 \mathrm{bpm}, p=0.027$ ). No other paired comparisons for RMSE showed a significant difference.

(a) RMS tracking error, RMSE. Overall $p=0.0036$.

(b) Average control signal power, $P_{\Delta v}$. Overall $p=0.14$.

Fig. 9. Mean values of principal outcome measures for individual steps $1-4$ (cf. Table 4), with significance indicators for paired comparisons on RMSE: ${ }^{*} \Leftrightarrow p<0.05$. The overall outcomes for $C_{1}$ are included for reference only.

Table 4
Outcomes for individual steps with $C_{1}$.

|  | Mean (SD) <br> Step number | $p$-Value |  |  |
| :--- | :--- | ---: | ---: | ---: |
|  | 1 | 2 | 3 | 4 |
| RMSE/(bpm) | $3.31(1.35)$ | $2.69(0.80)$ | $2.77(1.11)$ | $2.59(0.84)$ |
| $P_{\Delta v} /\left(10^{-4} \mathrm{~m}^{2} / \mathrm{s}^{2}\right)$ | $19.20(2.60)$ | $20.26(2.63)$ | $18.86(2.67)$ | $19.61(2.45)$ |

$p$-values for post-hoc pairwise comparisons on RMSE: 1 vs. $2, p=0.051 ; 1 \mathrm{vs} .3, p=0.017 ; 1 \mathrm{vs} .4, p=0.027$; all other paired comparisons not significant.
n=29 (S22 excluded, see Section 3.6).
Steps 1 and 3: up; steps 2 and 4: down.
Values for RMSE and $P_{\Delta v}$ calculated over 300-s after step onset.
SD: standard deviation.
RMSE: root-mean-square tracking error; $P_{\Delta v}$ : average power of changes in $v$; bpm: beats per minute.

## 6. Discussion

This research work had two main objectives: to develop a new method for feedback control of heart rate during treadmill exercise based on shaping of the input sensitivity function, and to empirically evaluate quantitative performance outcomes with the proposed method in an experimental study. The control approach was motivated by the principal design issue of achieving a suitable degree of disturbance rejection of very-low-frequency heart rate variability, while maintaining a level of control signal activity which is sufficiently smooth and acceptable to the runner.

The control design method was found meet the disturbance rejection and control signal requirements: controller $C_{1}$ was robust across all 30 subjects tested; overall heart rate tracking performance was accurate with a mean RMSE of $\sim 3 \mathrm{bpm}$; and the control signal (treadmill speed) was very smooth with a low average power on a tight range of $\sim 14-20 \mathrm{~m}^{2} / \mathrm{s}^{2}$ across all subjects. The ability of the input sensitivity function to absorb a substantial degree of inter-subject differences in HRV is most strikingly apparent when considering the results with $C_{1}$ with the lowest, median and highest RMS tracking errors (Fig. 7). Subject S26 (lowest RMSE of 1.40 bpm , Fig. 7(a)) is clearly an individual with intrinsically low HRV, while subject S22, in contrast, has high-amplitude HRV, leading to the highest RMSE of 4.58 bpm (Fig. 7(c)), a factor of $\sim 3.3$ higher than that for S26. Despite this wide range of HRV magnitudes, the average control signal power and its qualitative behaviour remained satisfactory throughout, with $P_{\Delta v}$ on the proportionately narrow range of $14.2-17.2 \times 10^{-4} \mathrm{~m}^{2} / \mathrm{s}^{2}$ for these three subjects, namely the subjects with the "best," "middle" and "worst" tracking performance.

The design method guarantees that the nominal input sensitivity function $U_{o}$ has a gain which is monotonically decreasing with frequency, is therefore devoid of peaking, and which takes on a pre-specified and desirable value at a chosen critical frequency: the only design parameters which have to be chosen are the critical gain and frequency; calculation of the controller parameters is then explicit and straightforward. The empirical comparison of two different controllers, $C_{1}$ and $C_{2}$, demonstrated that tuning of these parameters to modify the tradeoff between performance outcomes is clear and simple: controller $C_{2}$, with +4 dB of gain in $\left|U_{0}\right|$ at a common critical frequency, delivered more accurate tracking at the cost of higher average control signal power.

It was hypothesised at the outset that parametric and/or structural uncertainty in the plant play only a secondary role in heart rate control systems: the nominal plant model assumed here was a linear time-invariant (LTI) first-order system whose parameters were obtained as average values from a previous system identification study [13]; the input-sensitivity-shaping design approach thus used a single approximate nominal plant model, and did not require any information on, or identification of, heart rate dynamics for individual participants in the present work.

The experimental comparison of the identified and non-identified subject groups showed no significant differences in performance outcomes, thus lending support to the proposal that a very approximate and simple LTI plant model is sufficient to achieve accurate, stable and robust heart rate control performance.

The analysis of control loop performance over time showed a tendency for both RMS tracking error and average control signal power to decrease: the early vs. late regulation comparison showed substantial and significant reductions in both RMSE and $P_{\Delta v}$ in the later time interval; and the dynamic tracking analysis for individual steps showed that RMSE decreased significantly over time. There are two possible explanations for these observations. First, analysis of all test results from this study indicates that the amplitude of the HRV disturbance generally decreases as the exercise progresses, presumably due to on-going physiological adaptations in body temperature, fatigue level etc. This reduction in disturbance amplitude will naturally lead to more accurate tracking and lower control signal power. Second, changes in performance will also be attributable in part to variations in plant parameters over time. The preceding identification study, [13], reported a significant reduction in steady-state gain $k$ over time: $k$ had the relatively high value of $\sim 33 \mathrm{bpm} /(\mathrm{m} / \mathrm{s})$ in the early stage of exercise (after $10-15 \mathrm{~min}$ ), but this value was observed to reduce rapidly towards the overall nominal value of $\sim 24 \mathrm{bpm} /(\mathrm{m} / \mathrm{s})$ with continuing exercise. This pattern of change in plant gain would lead to an increase in the gain of the input sensitivity function (the steady-state gain of $U_{0}$ is $1 / k$, Eq. (29)) thus, theoretically, giving a higher loop bandwidth and, correspondingly, a reduction in RMS tracking error and an increase in control signal power. Since only the former change was seen in the experimental results (i.e. lower RMSE), it can be concluded that reduction in HRV amplitude over time is the primary mechanism leading to simultaneously lower RMS tracking error and average control signal power; the effects of changes in plant gain are apparently secondary.

## 7. Conclusions

The empirical results obtained in this study strongly support the concept that the principal design issue for feedback control of heart rate is disturbance rejection behaviour in relation to very-low-frequency heart rate variability. There is a strong degree of intra-subject and inter-subject inconstancy in observed heart rate variability: the HRV is itself highly variable.

The input-sensitivity-shaping method provides a direct and straightforward way to address this design challenge, leading to robust and accurate tracking and to a smooth, low-power control signal.

Issues of parametric and structural plant uncertainty appear to play a secondary and indeed minor role, because the results obtained here were achieved using a simple approximate plant model which was not specific to any of the subjects tested.
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