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1. Introduction

Inflatable structures are membrane-like structures which acquire their stiffness and bearing capacities when inflated by air or another gas. They possess highly interesting mechanical properties which account for their increasing development in space industry: compared to standard structures, they are light, easy to be folded, rapidly deployable, their storage volumes are small, their manufacturing is less expensive, and moreover they have better thermal properties. The successful inflatable antenna experiment (IAE) carried out by Freeland and Veal (1998) showed that inflatable structures can be used in space applications as an alternative to conventional electromechanical deployable systems. Many types of inflatable structures have then been developed especially in building large-scale systems such as solar arrays, solar sails, radar antennas, thermal or light shields, and a lot of studies have been devoted to them. Yet not everything is easy with the deployment of inflatable structures. The main difficulty is to control the change of geometry all along the deployment stage and further experimental or numerical investigations are still necessary in order to better understand the deployment mechanism.

As far as the numerical computations are concerned, one has to take into account different types of nonlinearities due to the large deformations and finite strains, the material nonlinearities, the inflating pressure which is a follower loading, the contact of the membranes with external obstacles and particularly the self-contact. Bifurcation may also be involved as wrinkles and folds can appear in the membranes. Such nonlinear problems are usually dealt with by means of the standard finite element method based on the discretization of principle of virtual work, where the equation of motion is discretized and solved at each increment by an iterative Newton-like scheme. The specific difficulty encountered is due to the fact that the in-plane stiffness is much higher than the flexural stiffness which is quite negligible, and, as a consequence, the stiffness matrix is almost singular as long as the inflatable structure is not fully deployed and taut. This singularity can be avoided by considering the deployment in the dynamic context, as done by Salama et al. (1999), Clem et al. (2000) and Wang and Johnson (2002) using an explicit scheme. In the first computational steps when the stiffness matrix is singular, the inertial terms allow the global tangent matrix to be regularized. In general, the deployment scenario depends on the rate of the inflating pressure, as shown in Wang and Johnson (2002).

On the other hand, the dynamical solution may be difficult especially when the deployment takes place in so low speed that the inertial forces are not significant. In this case, one had better abandon the dynamic point of view and solve the deployment problem in the quasi-static framework. Few works have been devoted to the self-contact of the inflatable membranes in large deformations. The aim of this paper is to propose a numerical approach to correctly predict the deployment process.
approach to solve the quasi-static deployment problem, which cope with the above-mentioned singularity difficulty in a simple and efficient way. The self-contact is assumed to be frictionless so that all forces are conservative and the solution is obtained by minimizing a convenient total potential energy. A descent algorithm of first order will be chosen to achieve the minimization, as done in Bouzidi and Levan (2004) and Gil (2006). Although first order methods have only a linear rate of convergence, they have a great advantage over the Newton iterative scheme of requiring the gradient of the energy only – not the stiffness matrix – thus allowing one to compute all the equilibrium configurations, even when the inflatable structure is not fully stretched. The proposed approach is particularly interesting in the case of weak inflating pressures, as those used in space applications.

The paper is outlined as follows. First, the basic equations of the contact problem will be set out and then it will be shown how to recast the resulting strong formulation into a minimization problem under constraints. Next, the algorithm of the projected gradient method used to solve the minimization problem and the finite implementation will be described. Numerical computations of the deployment will be carried out on a simply folded membrane tube in Section 6. Experimental results obtained on the same tube will be presented in Section 7, which prove the ability of the proposed numerical approach to correctly predict the deployment process.

2. Strong formulation of the self-contact problem

2.1. The membrane structure

Let us consider a membrane structure with no bending stiffness, which undergoes large deformations so that it may come into self-contact over a part of its surface and during some time interval. We shall describe the basic equations of the problem using a Lagrangian description. The reference position of the membrane is defined by the reference middle surface \( S_0 \) and the reference thickness \( h \). The current position \( S \) of the middle surface at any time \( t \) in the time interval \([0, T]\) of interest is given by the deformation \( \phi \):

\[
\forall t \in [0, T], \quad \phi(x, t) : \quad S_0 \ni x \rightarrow X = \phi(x, t)
\]

where \( X \) and \( x \) are the reference and current positions of any particle on the middle surface. The positions \( X \) and \( x \) are parameterized by the curvilinear coordinates \( \xi = (\xi^1, \xi^2) \) via the following chain (Fig. 1):

\[
\xi = (\xi^1, \xi^2) \mapsto X = \theta(\xi) \mapsto x = \phi(X, t) = \kappa(\xi, t) \quad (K = \phi \circ \theta)
\]

Assuming that all the mappings introduced are smooth enough, the covariant local base on the reference middle surface is defined as

\[
A_1 = X_{x_1} = \frac{\partial \theta}{\partial \xi^1}, \quad A_2 = X_{x_2} = \frac{\partial \theta}{\partial \xi^2}, \quad A_0 = N = \frac{A_1 \times A_2}{|A_1 \times A_2|}
\]

where Greek indices are equal to 1 or 2. \( A_0 = N \) is the unit normal vector at point \( X \in S_0 \). Similarly, the covariant local base on the current middle surface is defined as

\[
a_0 = x_{\xi_0} = \frac{\partial \kappa}{\partial \xi_0}, \quad a_1 = \frac{a_1 \times a_2}{|a_1 \times a_2|}
\]

The covariant components of the Green strain tensor \( \gamma \) on the middle surface are

\[
\gamma_{ab} = \frac{1}{2} (\gamma_{ab} - \delta_{ab})
\]

where \( \gamma_{ab} = \gamma_a A_b \) and \( \delta_{ab} = \gamma_a \cdot \gamma_b \) are the covariant components of the metric tensor in the reference and current configurations, respectively.

The membrane is assumed to be made of a hyperelastic material defined by a strain energy density \( w(E) \) per unit volume. The second Piola-Kirchhoff stress tensor \( \Sigma \) is related to strain tensor \( E \) via the constitutive relationship

\[
\Sigma = \frac{\partial w(E)}{\partial E}
\]

The plane stress assumption in the membranes is satisfied by zeroing the normal stress, \( \gamma_{33} = 0 \), in the energy density evaluation. The reference surface \( S_0 \) is partitioned into three non-overlapping and pairwise disjoint parts denoted \( S_{0U}, S_{0T} \), and \( S_{0C} \), where \( S_{0U} \) and \( S_{0T} \) are the parts where the displacement \( U = X - X \) and the tractions are prescribed, respectively, and \( S_{0C} \) is the part where self-contact potentially takes place during the time interval \([0, T]\). The boundary conditions on \( S_{0U} \) and \( S_{0T} \) are standard:

\[
\forall t \in [0, T], \quad \forall X \in S_{0U}, U(X, t) = \bar{U}(X, t), \quad \forall X \in S_{0T}, T(X, t) \cdot N(X) = \bar{T}(X, t)
\]

where \( \bar{U}, \bar{T} \) are the prescribed displacement and nominal traction, respectively; \( \Pi \) is the first Piola-Kirchhoff (nominal) stress tensor. The boundary conditions on the contact surface are deferred to Section 2.4 where the contact law is specified.

2.2. Contact kinematics

Contact, or more precisely self-contact, is one of the chief agents of the deployment and has to be taken into account in the analysis. It is assumed that one portion \( S_{0C}^{(1)} \) of the reference membrane surface can potentially come into contact with another portion \( S_{0C}^{(2)} \) (so that the above-mentioned contact surface \( S_{0C} \) is \( S_{0C}^{(1)} \cup S_{0C}^{(2)} \)). In order to describe the relative motion of surfaces \( S_{0C}^{(1)} \) and \( S_{0C}^{(2)} \), we arbitrarily choose one, say \( S_{0C}^{(1)} \), as the reference (the target or master) and evaluate the proximity of the other, thus \( S_{0C}^{(2)} \) (the contactor...
or slave), with respect to each. In the sequel, the spatial counterpart of $S^{(i)}_{\text{de}}$, $i \in \{1,2\}$, will be denoted $S_{\text{de}}^{(i)}$, e.g., $S_{\text{de}}^{(1)} = \phi(S_{\text{de}}^{(0)}, t)$.

For contact purposes, let us define the following parametrizations for the reference surface $S_{\text{de}}^{(0)}$ and the current surface $S_{\text{de}}^{(i)}$ (Fig. 2):

$$\xi = (\xi^{(0)}, \xi^{(2)}) \rightarrow X^{(0)} = \theta^{(0)}(\xi^{(0)}) \rightarrow X^{(2)} = \phi(X^{(0)}, t) = \kappa^{(0)}(\xi^{(2)}, t)$$

(8)

The mappings $\theta^{(0)}$ and $\kappa^{(0)}(., t) = \phi(., t) \circ \theta^{(0)}$ are specific to the contact surfaces, they are not necessarily the same as the membrane parametrization (2). The target surface $S_{\text{de}}^{(2)}$ should be conveniently parametrized so that the normal at point $x^{(2)}$ to $S_{\text{de}}^{(2)}$ is directed toward the contactor $S_{\text{de}}^{(0)}$.

Now let $x$ be a particular point on contactor surface $S_{\text{de}}^{(0)}$, one defines the opposite point $y \in S_{\text{de}}^{(2)}$ as the closest point to $x$ in the Euclidean sense (Fig. 3):

$$y = \arg \min_{x \in S_{\text{de}}^{(0)}} ||x - x^{(2)}||$$

(10)

In writing (10), we assume that point $y$ is unique without discussing the case of non-uniqueness, which is not of major consequence in numerical computations. The interested readers may consult comprehensive comments on this issue in the literature, e.g., Heggard and Curnier (1993), Wriggers (2002, p. 48), Laursen (2002, p. 115), and references quoted therein. If the target surface $S_{\text{de}}^{(2)}$ is smooth at $y$, then $y$ is the projection of $x$ on $S_{\text{de}}^{(2)}$. As may be seen, the notation $x^{(i)}$, $i \in \{1,2\}$, in (8) designates any point on $S_{\text{de}}^{(0)}$, whereas the notation $x$ designates a particular point of interest on $S_{\text{de}}^{(0)}$ and $y$ the opposite point of $x$ on $S_{\text{de}}^{(2)}$ defined by (10).

The point $x \in S_{\text{de}}^{(0)}$ being associated to (at least) one point $y \in S_{\text{de}}^{(2)}$, the proximity $g$ is defined by

$$g = -v \cdot (x - y)$$

(11)

where $v$ is the normal at point $y$. The sign convention chosen in (11) entails that the proximity $g$ is positive when there is interpenetration and negative when there is a gap between the two bodies. Thus, symbol $g$ is the opposite of what is referred to as the gap in the literature. In order to check that $g$ is an objective quantity, let us consider a change of reference frames defined by

$$x^{(0)} = Q(t) \cdot x + c(t)$$

(12)

where vector $c(t)$ represents the relative body rotation between the original reference frame and the new one (denoted by superscript ‘$0$’ and $Q(t)$ is an orthogonal tensor representing the relative rotation of the reference frames. From relations $x^{(0)} - y^{(0)} = Q(t) \cdot (x - y^{(0)})$ and $v^{(0)} = Q(t) \cdot v$, one derives

$$g^{(0)} = -v^{(0)} \cdot (x^{(0)} - y^{(0)}) = -v \cdot Q(t)Q(t)^{T}(x - y)$$

(13)

using equality $Q(t)Q(t)^{T} = I$ (identity tensor). Relation (13) shows that the proximity $g$ is objective.

Let us now convert all the spatial quantities defined above into material ones defined on the reference configuration, by means of the deformation $\phi$ in (1). Considering the point $X \in S_{\text{de}}^{(0)}$ related to the given point $x$ by $X = \phi(x, t)$, and the point $V \in S_{\text{de}}^{(2)}$ related to point $y$ by $Y = \phi(y, t)$, the inverse image of $X$ (resp. $Y$) under the parametrization $\theta^{(0)}$ (resp. $\theta^{(2)}$) will be denoted $\xi$ (resp. $\eta$). Points $\xi, \eta$ are linked through the following chain:

$$\eta = \arg \min_{\xi \in \xi^{(0)}} ||\xi - \kappa^{(2)}(\xi^{(2)}, t)||$$

(14)

whereas points $\xi, \eta$ are linked by

$$\eta = \arg \min_{\xi \in \xi^{(0)}} ||\xi - \kappa^{(2)}(\xi^{(2)}, t)||$$

(15)

By making $X^{(0)} = \kappa^{(1)}(\xi^{(0)}, t)$ in (10), one finds that $\eta$ is characterized by

$$\eta = \arg \min_{\xi \in \xi^{(0)}} ||\xi - \kappa^{(2)}(\xi^{(2)}, t)||$$

(16)

For notational conveniences, the dependencies on $\phi$ and $\kappa^{(2)}$ will be omitted in the material kinematics variables and only the dependency on $(X, t)$ will be shown. Thus, for instance, one will write $\eta = \eta(X, t)$ and $g = g(X, t)$.

2.3. Contact tractions

We assume frictionless contact during the deployment process and resolve the contact Cauchy traction vector $t(x, t)$ at a typical point $x \in S_{\text{de}}^{(1)}$ in terms of the normal vector $v$ at the projection point $y \in S_{\text{de}}^{(2)}$ as follows

$$t = t_{N}v$$

(17)

The normal component $t_{N}$ of traction vector $t$ in the direction of normal $v$ is the contact pressure, positive when the contact occurs. Consider the change of reference frames defined by (12) again. Since the Cauchy traction vector $t$ itself is objective, $t^{(0)} = Q(t) \cdot t$, one can recast the contact pressure in the new frame as

$$t_{N}^{(0)} = t^{(0)} \cdot v^{(0)} = (Q(t) \cdot t) \cdot (Q(t) \cdot v) = t \cdot Q^{T}(t)Q(t)$$

(18)

which means that the contact pressure $t_{N}$ is an objective variable.

Let $T(X, t) = \Pi \cdot N$ be the nominal Piola–Kirchhoff traction vector at point $X \in S_{\text{de}}^{(1)} (N$ is the normal vector at $X$ to $S_{\text{de}}^{(1)}$). According to relation $dS^{(3)} = T_{dS^{(1)}}$ (a differential reference area, $dS^{(1)}$ its spatial counterpart), the nominal traction $T$ can be resolved in terms of normal $v$ at $y \in S_{\text{de}}^{(2)}$ as follows

$$T(X, t) = T_{N}(X, t)v$$

(19)

where the material and spatial normal traction components are related by $t_{N}dS^{(1)} = T_{N}dS^{(1)}$.

2.4. Contact law

The contact law describing the interfacial response at current time $t$ is naturally expressed with spatial variables. Here, it is recast...
by means of relation $\text{d}s^{(1)} = T \text{d}s^{(1)}$ into the mixed form involving the spatial proximity and the nominal contact tractions, which is more suitable for the numerical implementation within the Lagrangian description framework. The contact law in frictionless contact then reads

$$\forall t \in [0, T], \quad \forall x \in S_c, \quad g(x, t) \leq 0$$

- if $g(x, t) < 0$, then $T_N(x, t) = 0$
- if $g(x, t) = 0$, then $T_N(x, t) \geq 0$

(20)

In this work, use will be made of the penalty method and the above contact law will be replaced by a smoother one:

$$T_N = \epsilon_N \langle g \rangle$$

(21)

where $\epsilon_N > 0$ is the penalty parameter and the Macaulay brackets $\langle g \rangle$ are defined as

$$\langle g \rangle = \begin{cases} g & \text{if } g \geq 0 \\ 0 & \text{if } g < 0 \end{cases}$$

(22)

One can check that the contact laws (20) and (21) are objective by combining Relations (13) and (18).

3. The constrained minimization problem for the deployment

3.1. Potentials

The internal potential energy of elastic strains $\Pi_{\text{int}}$ is defined from the strain energy density $w(E)$ via

$$\Pi_{\text{int}}(U) = \int_{S_0} H w(E) \text{d}S_0$$

(23)

The external loadings are of two types: (i) a follower force which is the internal pressure $p(t)$ inflating the membrane structure during its deployment and (ii) a dead load such as the weight of the membrane itself. Since the pressure is applied on a closed surface, it is a conservative load like the dead load. Thus, all the external loadings give rise to the potential

$$\Pi_{\text{ext}}(U, t) = \int_{S_{\text{tr}}} T \cdot UdS_0 + p(t)V(U)$$

(24)

where $T$ is the dead load per unit surface prescribed over $S_0$, $V(U)$ is the volume enclosed by the membrane surface, which depends on the current position of the membrane and can be expressed as a function of the displacement field $U$ by

$$V(U) = \frac{1}{3} \int_S x \cdot ndS = \frac{1}{3} \int_S (x + U) \cdot ndS$$

(25)

where $n$ is the outward unit normal vector to the membrane surface, as shown in Fig. 1.

In fact, the membrane considered in this work is very thin so that its weight is almost negligible. One then has to add some other dead loads – which will be specified later in the numerical and experimental parts – in order to stabilize the quasi-static deployment process.

From the contact law (21), the potential of the contact forces $\Pi_c$ is a quadratic functional of $\langle g \rangle$:

$$\Pi_c(U) = \int_{S_0} \frac{1}{2} \epsilon_N \langle g \rangle^2 \text{d}S_0$$

(26)

3.2. The constrained minimization problem

To determine the solution of the problem, one may use the well-known principle of minimum total potential energy which states that the actual displacement field $U$ minimizes the total potential energy $\Pi(U, t) = \Pi_{\text{int}}(U) - \Pi_{\text{ext}}(U, t) + \Pi_c(U)$ among all kinematically admissible displacements. The energy minimization method was successfully applied by Bonet et al. (2000) to air-supported membrane structures and Gil (2006) to prestressed membranes undergoing large strains.

Here, the minimization problem will be transformed into another one which proves to be more convenient for the deployment computations. Indeed, as we shall see in the experimental works (Section 7), the inflating pressure $p(t)$ is not a monotonous function during the deployment: it first increases up to a maximum value and then decreases as soon as the deployment is in a sufficiently advanced stage. There is not a one-to-one relationship between the internal pressure and the maximum displacement for instance. Meanwhile, the volume $V(U)$ enclosed by the membrane surface keeps on increasing till the end of the deployment.

As a consequence, one had better take volume $V(U)$ as the control parameter, instead of pressure $p(t)$. To do this, let us rewrite the total potential energy as

$$\Pi(U) = \int_{S_0} H w(E) \text{d}S_0 - \int_{S_{\text{tr}}} T \cdot UdS_0 + \int_{S_0} \frac{1}{2} \epsilon_N \langle g \rangle^2 \text{d}S_0$$

(27)

where only the potential due to external dead loads is retained in $\Pi_{\text{ext}}$ and there is no more potential due to the pressure. Solving the problem then reduces to the following minimization problem of $\Pi(U)$ under constraint: given a prescribed volume $V$,

$$\text{find } U \text{ minimizing } \Pi(U) = \int_{S_0} H w(E) \text{d}S_0 - \int_{S_{\text{tr}}} T \cdot UdS_0 + \int_{S_0} \frac{1}{2} \epsilon_N \langle g \rangle^2 \text{d}S_0 \text{ subject to } h(U)$$

$$= \frac{1}{3} \int_S x \cdot ndS - V = 0$$

(28)

Besides the volume constraint $h(U) = V(U) - V = 0$, there exist other constraints to be taken into account as well, such as the boundary conditions and the symmetry conditions (only half the tube is modeled in finite element computations). In Relation (28), only the volume constraint is mentioned since it is less standard than others and deserves particular attention in the deployment problem. The other constraints are not mentioned explicitly for the sake of clarity.

3.3. Algorithm of the projected gradient method

Minimization problems are usually solved by means of either first order methods (Gil, 2006) or second order methods (Bonet et al., 2000; Gil, 2006). Second order methods necessitate the tangent stiffness matrix which is often singular when the membrane is not yet taut. Although first order methods have only a linear rate of convergence, they prove to be particularly efficient for inflatable structures as they require computing the first gradient of the total potential energy only, not the Hessian matrix. Thus, it is possible to compute equilibrium configurations which exist when the membranes are not taut. Here, use will be made of the projected gradient method formulated by Goldstein (1964) and Levitin and Poljak (1966) in order to solve the minimization problem under volume control (28). This is a first order method of the same type as those used in Bouzidi and Levan (2004) and Gil (2006).

Let $\Pi(U)$ be the functional to be minimized under the constraints $h(U) = (h_1(U), h_2(U), \ldots, h_k(U)) = 0$. The simple update relation $U^{(i+1)} = U^{(i)} + \alpha s^{(i)}$, where $s^{(i)}$ is the descent direction at iteration $i$ and $\alpha$ the descent step, needs to be corrected since it does not fulfill the constraints $h(U) = 0$. The key idea of the algorithm lies in using the projected point $U^*$ of $U^{(i)}$ onto the constraints subspace $h(U) = 0$ and searching the solution increment $U^{(i+1)} - U^{(i)}$ in
the tangent hyperplane of $h(U) = 0$, see Fig. 4. Thus, the update relation writes
\[ U^{i+1} = U^i + x s^i + (U^i - U^i) \]  
where the descent direction $s^i$ is chosen to be a unit vector tangent to the constraints subspace.

Therefore, problem (28) with unknown $U$ is transformed into another one whose unknown is the descent direction $s^i$:

Find $s^i$ minimizing $s^i V_0 \Pi$
subject to $B^T s = 0$ and $s^i s = 1$ 

where $B = V_0 h$ is the gradient matrix of $h$. Here, the functional to minimize represents the first variation of energy $\Pi$ defined in (27). The Lagrangian $\mathcal{L}$ associated to problem (30) is
\[ \mathcal{L}(s, \lambda, \mu) = s^T V_0 \Pi \lambda - s^T B \lambda - \mu (s^T s - 1) \]  
whence the stationarity condition of $\mathcal{L}$
\[ \frac{\partial \mathcal{L}}{\partial s} = V_0 \Pi - B \lambda - 2 \mu s = 0 \]  

Premultiplying Relation (32) by $B^T$ gives the Lagrange multiplier $\lambda$:
\[ \lambda = \left[ B^T B \right]^{-1} B^T V_0 \Pi \]  

Re-inserting $\lambda$ in (32) then leads to $s^i$:
\[ s^i = \frac{1}{2 \mu} \left[ I - B \left[ B^T B \right]^{-1} B^T \right] V_0 \Pi \]  

where the multiplier $\mu$ has to be adjusted so that $\|s^i\| = 1$. Furthermore, it can be shown from the relation $h(U^i) = -B^T (U^i - U^i)$ that
\[ U^i - U^i = - \frac{1}{2 \mu} \left[ BB^T \right]^{-1} B h(U^i) \]  

Finally, the update scheme (29) becomes
\[ U^{i+1} = U^i + \frac{x}{2 \mu} \left[ I - B \left[ B^T B \right]^{-1} B^T \right] V_0 \Pi - \left[ BB^T \right]^{-1} B h(U^i) \]  

The unknown $x$ is obtained by minimizing the energy $\Pi(U^{i+1}) = \Pi(U + x s^i)$ with respect to scalar variable $x$ by the so-called line search method. The iterative process is stopped when the displacement increment $\|U^{i+1} - U^i\|$ is small enough.

4. Finite element implementation

The projected gradient method is implemented by means of the finite element method. We shall focus on the discretization of the contact potential (26) and, as other terms in (28) can be dealt with in a standard way. In the sequel, the following notational convention is adopted for the matrix representations: curly brackets $\{\}$ designate a column vector and the square brackets $[\]$ a general matrix.

Let the contactor surface $S_0^{(i)}$ be subdivided into a number of isoparametric finite elements $e^{(i)}$ (the superscript (i) is used throughout to remind of the contactor surface $S_0^{(i)}$), then the contact potential (26) can be recast as the sum of the element terms related to elements $e^{(i)}$ and evaluated using the Gauss quadrature rule:
\[ \Pi_e = \sum_{e^{(i)}} \frac{\epsilon}{2} \sum_{\text{Gauss points}} (g_2^{(i)} j(\xi) w(\xi) \)  

where $\epsilon$ is the reference element of $e^{(i)}$, $\xi = (\xi_1, \xi_2) \in \mathbb{R}^2$ the parent coordinates of point $X \in e^{(i)}$ (see Fig. 3) and $j(\xi) = ||X_i - (\xi \times X_i)(\xi)||$ is the area Jacobian. In the last sum in Relation (37) all terms are computed at Gauss point $\xi$ and $w(\xi)$ is the associated weight.

In any element $e^{(i)} \subset S_0^{(i)}$, the reference and current coordinates are interpolated by
\[ \{X\} = [\cdot \cdot \cdot ](\xi) \{X\}^{(i)} \]  
\[ \{X\} = [\cdot \cdot \cdot ](\xi) \{X\}^{(i)} \]  

In (38a) for instance, $\{X\}$ is the column vector containing the three coordinates of point $x$ in a fixed Cartesian orthonormal basis $(e_1, e_2, e_3)$. The column vector $\{X\}^{(i)}$ contains the nodal coordinates of element $e^{(i)}$, and the matrix $[\cdot \cdot \cdot ](\xi)$ contains the shape functions of element $e^{(i)}$.

In a similar way, the target surface $S_0^{(j)}$ is subdivided into a number of isoparametric finite elements. Given a quadrature point $X$ in element $e^{(j)}$, i.e., $x = \phi(X, t)$, let $e^{(j)}$ the (or an) element of $S_0^{(j)}$ containing the reference point $Y$ corresponding to the projection $y = proj_e x \in S_0^{(j)}$. In element $e^{(j)}$, the reference and current coordinates are interpolated by
\[ \{Y\} = [\cdot \cdot \cdot ](\eta) \{Y\}^{(j)} \]  
\[ \{Y\} = [\cdot \cdot \cdot ](\eta) \{Y\}^{(j)} \]  

where $\eta = (\eta_1, \eta_2) \in \mathbb{R}^2$ is the parent coordinate of $Y$ and the superscript (i) is used to remind of element $e^{(i)} \subset S_0^{(i)}$. The column vector $\{Y\}^{(j)}$ contains the nodal coordinates of element $e^{(j)}$ and the matrix $[\cdot \cdot \cdot ](\eta)$ contains the shape functions of element $e^{(j)}$.

Given a quadrature point $X$ in element $e^{(i)} \subset S_0^{(i)}$, there is at least one element $e^{(j)} \subset S_0^{(j)}$ containing the reference point $Y$ of $y = proj_e x$. Both element $e^{(j)}$ and its node number, which depend on the projection $y$, vary as functions of the quadrature point $X$. Moreover, one element $e^{(i)}$ can be in contact with several elements $e^{(j)}$: consequently, the whole set of quadrature points of a given element $e^{(i)}$ in (37) generally involves several elements $e^{(j)} \subset S_0^{(j)}$. It results that the approach presented herein is of the node-to-segment rather than the segment-to-segment type (for the mentioned types, see, e.g., Kikuchi and Song, 1981; Harnau et al., 2005 and Puso and Laursen, 2004).

By using Relations (38) and (39), the potential of the contact forces (26) is computed from
\[ \Pi_c = \sum_{e^{(i)}} \frac{\epsilon}{2} \sum_{\text{Gauss points}} \left( [\cdot \cdot \cdot ](\eta) \{Y\}^{(j)} - [\cdot \cdot \cdot ](\xi) \{X\}^{(i)} \right) \left( \frac{\partial}{\partial X} \right)^2 \{Y\} w(\xi) \]  

0. The reference middle surface $S_0$ is discretized into isoparametric elements $e$. The volume (25) of the structure is
\[ V(U) = \frac{1}{2} \sum_{\varepsilon} \int_{\varepsilon} (x, a_1 \times a_2) \, d\varepsilon \, d\varepsilon \]
where $e_i$ is the reference element of $e$, the current position $x$ is interpolated as in (38) by $(x) = [4^T(x)]x$ and $a_s = [4^T x(x)]x$.

5. Contact detection

The main task in evaluating the contact potential (40) and its gradient is to determine the projection $y$ of an integration point $x$ onto the target surface $S^C$. The contact detection is a nonlinear procedure which may be highly CPU time consuming and requires an iterative process as explained in Benson and Hallquist (1990). In order to reduce the computational cost, most algorithms involve a preliminary vicinity test, which consists in identifying the closest elements likely to interpenetrate so that the contact computation can be restricted to those elements only, for more details see Kane et al. (1999).

It should be mentioned here another difficulty specific to the deployment of membrane structures. Usually, the contactor surface $S^{(1)}$ may come into contact with the target surface $S^{(2)}$ from one side of the target body, namely the outward side as defined by the outward normal vector $n^2$ to $S^{(2)}$, see the convention about normal $n^2$ in definition (9). This situation is shown in Fig. 5a for the points $x$ and $y$ of the target surface $S^{(2)}$ from either side (Wang and Nakamura, 1997). As can be seen in Fig. 5b, point $y$ may potentially come into contact with point $x$ or $x'$, located in both sides of $S^{(2)}$ with respect to normal $v$. Point $x$ is in the same situation as in Fig. 5a and is treated as usual. Point $x'$ needs a special operation: in order to prevent it from crossing point $y$, one has to replace normal $v$ by the opposite normal $-v$.

5.1. Validation of the contact algorithm

The contact algorithm is tested on the following simple example which admits of an analytical expression for the contact surface. Consider two identical spherical balloons of initial radius $R$ inflated by an internal pressure $p$ and compressed by two opposite forces of same magnitude $F$ passing through the centers of the spheres, as shown in Fig. 6a. The problem is symmetrical with respect to the mid-plane perpendicular to forces $F$ and the contact surface is a planar disk. The balloons are modeled as membranes (thus having no bending stiffness) and the contact is assumed to be frictionless. By writing the equilibrium balance for one of the two balloons with its air and without the surface of contact, see Fig. 6b, one finds that the contact area $S_c$ is simply the ratio of the compressive load to the internal pressure: $S_c = F/p$, thus independent of the geometry and the constitutive material.

The numerical computations are done with the radius $R = 50 \text{ cm}$, the membrane thickness $H = 50 \mu\text{m}$ and by assuming the Saint-Venant Kirchhoff potential $w(E) = \mu E : E + \frac{1}{2}(trE)^2$, so that it comes from (6):

$$\Sigma = 2\mu E + \lambda tr(E)I \iff E = \frac{1 + \nu}{E} \Sigma - \nu \frac{E}{E} tr(\Sigma)I$$

(42)

where $I$ is the unit second order tensor, $\lambda$ and $\mu$ are the Lamé constants, $E$ is the Young's modulus and $\nu$ the Poisson's ratio. Here, we take $E = 5 \times 10^7 \text{ Pa}$, $\nu = 0.3$. For symmetry reasons, only a quarter of the system is discretized, the mesh is made of three-node triangle elements as shown in Fig. 7. The penalty parameter is $\epsilon_n = 10^8 \text{ N/m}^3$ and the convergence criterion in the iterative loop (36) is set to $10^{-4}$. Numerical tests show that the penalty parameter $\epsilon_n$ may be given any value within a large range, say $10^5 \text{ N/m}^3$ to $10^8 \text{ N/m}^3$, without much changing the final results. However, if $\epsilon_n$ is greater than $10^6 \text{ N/m}^3$, the iteration number required for convergence rises notably. As a consequence, the penalty parameter should be chosen as a compromise between the accuracy of the results and the speed of convergence.

Two series of finite element computations are done: (i) the first with constant internal pressure $p = 1000 \text{ Pa}$ and force $F$ ranging from $10 \text{ N}$ to $70 \text{ N}$, (ii) the second with constant force $F = 10 \text{ N}$

---

<Fig. 5. (a) Usual contact condition; (b) contact from either sides in deployment.>

<Fig. 6. Contact between two spherical balloons.>

<Fig. 7. Contact between two spherical balloons. Initial and deformed meshes.>
and internal pressure \( p \) increasing from 350 Pa to 850 Pa. At each computational step, we search the whole surface of the balloons and as soon as an element is found to be in contact, its entire area is added to the contact area. Thus, the numerical value of the contact area can only vary in a discontinuous way, however fine the mesh is and however small the computational step is. It is difficult to precisely evaluate the contact area and the mesh chosen here is fine enough for the discontinuity to be acceptable. The results are displayed in Tables 1 and 2 for the numerical contact area in comparison with the theoretical values, together with the axial displacement \( u \) of the point of application of force \( F \). In the second calculation, the contact area decreases as pressure \( p \) increases, it is the volume of the two balloons that increases with \( p \).

Because of the above-mentioned discontinuity, the error increases when few finite elements are in contact, i.e. when the load is small or the pressure is high. The numerical values are in good agreement with the analytical ones: the maximum error is less than 4% in the first calculation and 3% in the second one. This example shows that the numerical developments for deployment by contact and self-contact work well.

### 6. Numerical computations of the deployment

The numerical computations of the quasi-static deployment are performed on a folded cylindrical membrane tube (length = 80 cm, diameter = 15 cm or 20 cm, thickness = 50 \( \mu \)m), made of a hyperelastic St Venant Kirchhoff material with Young's modulus \( E = 5 \times 10^8 \) Pa and Poisson's ratio \( \nu = 0.3 \).

Initially, the tube is completely flattened and then folded in two equal parts as shown in Fig. 8. The bottom edge is fixed while the top edge is constrained to move freely along the \( z \)-axis perpendicular to the flattened position of the tube. At each step of the deployment, the volume of the tube is set to a prescribed value as stated in (28), which amounts to inflate the tube with a certain internal pressure. The computations are carried out in quasi-statics and a dead load \(-Fz\) is uniformly distributed on the top edge in order to stabilize the deployment process. Here, the dead load is due to a mass of 691.7 g, 1383.9 g, 2050.7 g or 2742.9 g, i.e. \( F = 6.78 \) N, 13.62 N, 20.11 N or 26.9 N.

Because of the symmetry of the problem with respect to the middle vertical plane, only half of the tube is modeled. A very small initial gap of 0.01 cm is prescribed between the top and the bottom edges (equivalent to an opening angle of about 0.01\( \degree \)), so that the contact surfaces are very close yet not in contact at the first computational step. Fig. 8 shows the mesh used containing 529 nodes and 1024 three-node triangular elements. The penalty parameter for the contact is \( \kappa = 10^6 \) N\( m^3 \) in all the numerical computations.

As noticed by Salama et al. (1999) in their study of the dynamic deployment of inflatable structures, high values of the Young's modulus may cause a numerical instability. This kind of difficulty and internal pressure \( p \) increasing from 350 Pa to 850 Pa. At each computational step, we search the whole surface of the balloons and as soon as an element is found to be in contact, its entire area is added to the contact area. Thus, the numerical value of the contact area can only vary in a discontinuous way, however fine the mesh is and however small the computational step is. It is difficult to precisely evaluate the contact area and the mesh chosen here is fine enough for the discontinuity to be acceptable. The results are displayed in Tables 1 and 2 for the numerical contact area in comparison with the theoretical values, together with the axial displacement \( u \) of the point of application of force \( F \). In the second calculation, the contact area decreases as pressure \( p \) increases, it is the volume of the two balloons that increases with \( p \).

Because of the above-mentioned discontinuity, the error increases when few finite elements are in contact, i.e. when the load is small or the pressure is high. The numerical values are in good agreement with the analytical ones: the maximum error is less than 4% in the first calculation and 3% in the second one. This example shows that the numerical developments for deployment by contact and self-contact work well.

### Table 1
Analytical and numerical contact areas versus the applied load (pressure \( p \leq 1000 \) Pa).

<table>
<thead>
<tr>
<th>Force ( F ) (N)</th>
<th>Contact area ( S_c ) (m²)</th>
<th>Top displacement ( u ) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analytical</td>
<td>Numerical</td>
<td>Difference (%)</td>
</tr>
<tr>
<td>20</td>
<td>0.020</td>
<td>0.0203</td>
</tr>
<tr>
<td>30</td>
<td>0.030</td>
<td>0.0310</td>
</tr>
<tr>
<td>60</td>
<td>0.060</td>
<td>0.0613</td>
</tr>
<tr>
<td>70</td>
<td>0.070</td>
<td>0.0693</td>
</tr>
</tbody>
</table>

### Table 2
Analytical and numerical contact areas versus the internal pressure (force \( F = 10 \) N).

<table>
<thead>
<tr>
<th>Pressure ( p ) (Pa)</th>
<th>Contact area ( S_c ) (m²)</th>
<th>Top displacement ( u ) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analytical</td>
<td>Numerical</td>
<td>Difference (%)</td>
</tr>
<tr>
<td>350</td>
<td>0.0286</td>
<td>0.0290</td>
</tr>
<tr>
<td>400</td>
<td>0.0250</td>
<td>0.0256</td>
</tr>
<tr>
<td>450</td>
<td>0.0220</td>
<td>0.0224</td>
</tr>
<tr>
<td>500</td>
<td>0.0200</td>
<td>0.0202</td>
</tr>
<tr>
<td>550</td>
<td>0.0182</td>
<td>0.0182</td>
</tr>
<tr>
<td>650</td>
<td>0.0154</td>
<td>0.0158</td>
</tr>
<tr>
<td>750</td>
<td>0.0133</td>
<td>0.0137</td>
</tr>
</tbody>
</table>

---

**Fig. 8.** Deployment of a folded membrane tube.

**Fig. 9.** Deployment configurations of the 20cm-diameter tube with applied dead load \( F = 13.62 \) N.
is commonly observed in the deployment computations. In the present work, one finds a similar numerical locking phenomenon, which can be accounted for by two main reasons: (i) the facetization of the membrane surface due to the finite element mesh, and (ii) the significant difference between the in-plane and out-of-plane stiffnesses inherent to the membrane model. With a high value of the Young’s modulus $E$, the strain energy is found to be prevalent compared to other energies and generates a numerical noise, leading to a premature convergence towards local minima of the total potential energy. This noise may decrease with the mesh refinement but it remains a major hindrance to the convergence. To remedy the situation, a simple solution is to artificially and temporarily diminish the membrane stiffness of the tube, by reducing $E$ in the first iterations of each computational step and resetting it to its real value in the final iterations of the step. The choice of the artificial value for $E$ has little influence on the deployment kinematics since the deployment involves large displacements and rotations, rather than large strains. For our example considered herein, we set $E = 5 \times 10^7$ Pa in the first iterations – a small value conveniently chosen so as to avoid the above-mentioned numerical difficulties and yet maintain small strains – and reset the Young’s modulus to its real value $E = 5 \times 10^9$ Pa in the final iterations of the step.

Fig. 9 shows the 20 cm-diameter tube at different stages of deployment with applied dead load $F = 13.62$ N. The numerical results show that the deployment is possible only if the diameter of the tube is large enough or load $F$ is small enough: for the heaviest load $F = 26.9$ N (2742.9 g), convergence is achieved for the 20 cm-diameter tube, not for the smaller tube. The inflating pressure $p$ is

**Fig. 10.** Internal pressure versus top displacement.

**Fig. 11.** Finite element model of a Z-folded tube.

**Fig. 12.** Deployment stages of the Z-folded tube with applied dead load $F = 1$ N.
plotted versus the top displacement along direction $z$ in Fig. 10 for the prescribed $F$ values. As can be seen, for a given dead load $F$, the pressure reaches a maximum value at about halfway and then decreases until the end of the deployment. The higher the load $F$, the higher the maximum pressure is. On the other hand, the volume of the tube is monotonically increasing throughout the deployment process.

6.1. Deployment of a Z-folded tube

Another example is briefly described here to show how the numerical computations work on more complex geometries with multiple self-contact surfaces. We consider the same tube as in the previous section and assume now that it is folded in four equal parts. As before, only half of the tube with respect to the middle vertical plane is modeled. The boundary conditions are prescribed so that the top and medium edges of the tube slide freely along the vertical direction and a dead load force $F = 1 \text{ N}$ is applied on the top edge. The finite element model is shown in Fig. 11.

As may be seen in Fig. 12, the upper and lower parts of the tube are deployed in a symmetrical way in the first stages of the deployment. However, the symmetry is broken as soon as one crosses the limit point corresponding to the maximum pressure on the deployment curve. The displacement field of the tube then bifurcates from the symmetrical branch and the lower half of the tube is completely deployed before the upper one. Further investigations could be made to control the symmetrical and asymmetrical branches in the bifurcation context but they fall out of the scope of this work.

7. Experimental validation

This section describes the experimental works conducted in order to validate the numerical results obtained in the previous Section. Experiments on deployment have been investigated by a large number of authors in the dynamical context, see, e.g., Freeland and Veal (1998), and Miyasaki and Uchiki (2002). The study presented here differs from these works in that the deployment is conducted in a quasi-static way, as done in Buytet et al. (2006). We consider the membrane tube folded in two, having the same geometries and material properties as in the numerical part. The tube has a length of 80 cm, a diameter of 15 cm or 20 cm, it is made of a flexible and isotropic thin film (50 $\mu$m thick) with Young’s modulus $E = 5 \times 10^8 \text{ Pa}$ and Poisson’s ratio $\nu = 0.3$.

At the beginning, the tube is completely flattened and folded in two. During the deployment, the bottom of the tube is kept in fixed position by a pivot pin and the top is attached to an airborne carriage mounted on a fixed vertical axis, see Figs. 13 and 14. The airborne carriage is designed so as to allow the top of the tube to move freely with as little friction as possible. A vertical dead weight $F$ is applied on the top of the tube in order to stabilize the deployment in quasi-statics.

The deployment takes place as air is injected in the tube and the tube increases in volume. For each given quantity of air, the position of the top is measured when the internal pressure inside the tube is stable. The quantity of the inflating air is increased until the tube is almost completely deployed, namely when the top displacement is about 65 cm. From this moment on, the tube is gradually deflated until it returns to the initial flattened and folded configuration, see Figs. 13 and 14. The inflation and deflation curves do not coincide, giving rise to a hysteresis, contrary to what can be expected for a conservative system. For a given geometry and dead load, distribution of the wrinkles changes from one test to the next; however, this has insignificant influence on the global response of the deployment.

It is noteworthy that wrinkles may appear virtually randomly all over the membranes throughout the deployment process. For a given geometry and dead load, the distribution of the wrinkles changes from one test to the next; however, this has insignificant influence on the global response of the deployment.

As can be seen in Fig. 15, the inflation and deflation curves do not coincide, giving rise to a hysteresis, contrary to what can be expected for a conservative system. For a given position of the tube top, the pressure in the inflation stage is always higher than that in the deflation stage. The same phenomenon is observed in all tubes, for all applied dead loads and for various materials used.

One may think that the hysteresis is due to the fact that some friction can exist between the airborne carriage and the vertical
axis, or over the surfaces where the membrane comes into self-contact. However, that should not be the cause since a lot of precautions have been taken in the experimental settings in order to diminish the friction: in addition to the above-mentioned air cushion system, the surfaces of the membrane are lubricated with oil. Also, the vertical dead load applied to the top of the tube is precisely measured by means of a force sensor inserted between the dead load and the top of the tube (see the load gauge in Fig. 13). The measured load is plotted in Fig. 16 in the case of the 20 cm-diameter tube submitted to $F = 6.78$ N and $F = 26.9$ N. It is found that the measured load is equal to the theoretical load $F$ in the inflation stage, but it is slightly lowered in the deflation stage, about 0.4 N for $F = 26.9$ N. Additional masses are then used to compensate for this difference so that the same dead load is actually applied during the inflation and the deflation, as shown in Fig. 17. In spite of this correction, the hysteresis observed in Fig. 15 remains unchanged. The conclusion is that the friction introduced by the carriage, if any, cannot be accountable for this hysteresis.
A close look at the membrane surface reveals that the wrinkles are pronounced in the beginning of the inflation stage and most of them disappear when pressure $p$ gets across its peak value. In the subsequent deflation stage, the membrane is always smoother with fewer wrinkles. The wrinkles appearing in the first stage are so marked that the membrane could be plastified at these locations and the mechanical energy used to smooth out the wrinkles may be the cause of the observed hysteresis.

Fig. 18 shows that the numerical results obtained in Section 6 agree very well with the experimental results. In particular, the limit point in the inflating pressure $p$ encountered at halfway of the full deployment is predicted with a good precision. The difference between the numerical and the experimental pressure increases with the dead load; its maximal value is about 10%.

8. Conclusions

The deployment of inflatable structures in quasi-static conditions is a difficult problem as it involves different types of nonlinearities such as the large deformations, the inflating pressure which is a follower loading, the contact and self-contact phenomenon; and most importantly the difficulty due to the singularity of the structural stiffness during the deployment stage. The minimization formulation combined with the method of projected gradient has been proposed as a simple tool to solve the problems of this type. The efficiency of the approach has been proved through the case of a simply folded tube as the numerical results obtained have been found to be in good accordance with the experimental results.
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