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Abstract

We construct an analogue of von Neumann’s affiliated algebras for sofic group algebras ov
trary fields. Consequently, we settle Kaplansky’s direct finiteness conjecture for sofic groups.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction

The following conjecture is due to Kaplansky.

Conjecture 1. For any group G and commutative field K , the group algebra K(G) is
directly finite. That is ab = 1 in K(G) implies ba = 1.

Recently Ara, O’Meara and Perera [1] settled the conjecture for residually ame
groups even in the case of group algebrasD(G), whereD is a division ring. They also
proved that Matn×n(D(G)) is directly finite as well. It is important to note that Conjectur
holds for any groupG if D = C, the complex field [6]. Indeed,C(G) is a subalgebra o
the von Neumann algebraN(G). The algebraN(G) always satisfies the Ore-conditio
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with respect to its non-zero divisors. Hence one can consider its classical ring of fra
U(G). The algebraU(G) is the so-calledaffiliated algebra of G and it is a continuous vo
Neumann regular ring [3,7], hence it is known to be directly finite. Let us turn to an
conjecture due to Gottschalk [4].

Conjecture 2. Let G be a countable group and X a finite set. Consider the compact
metrizable space XG of X-valued functions on G equipped with the product topology.
Let f :XG → XG be a continuous map that commutes with the natural right G-action.
Then if f is injective, it is surjective as well.

In [5] Gromov proved Gottschalk’s conjecture in the case ofsofic groups (the name
“sofic groups” was coined by Weiss [9]). We shall review the definitions and basic pr
ties of sofic groups in Section 4, nevertheless, let us note that residually amenable
are sofic groups as well, and in [2] we constructed sofic groups that are not resi
amenable. On the other hand, there seems to be no example yet of a group whic
sofic. Let us observe that Conjecture 2 implies Conjecture 1 for finite fieldsF . Indeed, it
is enough to prove Conjecture 1 for countable groups. Then any elementa of the group
algebraF(G) induces a continuous linear map onFG commuting with the rightG-action.
Simply,a acts as convolution on the left. ThenF(G) can be identified with the dense set
elements inFG having only finitely many non-zero values. Ifab = 1 on this dense subs
thenab must be equal to the identity on the wholeFG. Thereforeb is injective and thus i
is a bijective continuous map by our assumption. Consequently,a is the inverse ofb, thus
ba = 1. The goal of this paper is to replace the notion of the affiliated algebras of com
group algebras with something similar for group algebras of sofic groups over arb
division rings.

Theorem 1. Let G be a sofic group and let D be a division ring. Then D(G) can be
embedded into a simple continuous von Neumann regular ring R(G).

Therefore we extend the result of Ara, O’Meara and Perera to the class of sofic g

2. Continuous von Neumann regular rings

In this section we give a brief summary of the theory of continuous von Neum
regular rings, based upon the monograph of Goodearl [3]. Recall that a unital ringR is von
Neumann regular if for any x ∈ R there existsy ∈ R such thatxyx = x. It is equivalent to
say that any finitely generated right ideal ofR can be generated by one single idempot
A ring R is calledunit-regular if for any x ∈ R there exists a unity such thatxyx = x.
A ring is calleddirectly finite if xy = 1 implies yx = 1 and it is calledstably finite if
Matn×n(R) is directly finite for alln � 1. Any unit-regular ring is necessarily stably finit
A latticeL is called acontinuous geometry if it is modular, complete, complemented an
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for any linearly ordered subset{bα}α∈I ⊂ L. A von Neumann regular ring is calledcontin-
uous if the lattices of both its finitely generated right ideals and left ideals are contin
geometries. The continuous von Neumann regular rings are unit-regular, hence th
stably finite as well. Division rings and matrix rings over division rings are the sim
examples of continuous von Neumann regular rings. The first simple continuous von
mann rings which do not satisfy either the ascending or the descending chain co
had already been constructed by John von Neumann [8]. The following proposition
marizes what we need to know about such rings.

Proposition 2.1. If R is a simple continuous, von Neumann regular ring that does not
satisfy either the ascending or the descending chain condition, then

• K0(R) = R, in fact there exists a unique non-negative real-valued dimension function
dimR on the set of finitely generated projective right modules over R taking all non-
negative values such that
(1) dimR(R) = 1.
(2) dimR(0) = 0.
(3) dimR(A ⊕ B) = dimR(A) + dimR(B).
(4) dimR(A) = dimR(B) if and only if A � B .

• If A,B are finitely generated submodules of a projective module then so is A ∩B , and

dimR(A ∩ B) + dimR(A + B) = dimR(A) + dimR(B).

• If a ∈ R then Ann(a) = {x ∈ R: ax = 0} is a principal right ideal and

dimR

(
Ann(a)

) + dimR(aR) = 1.

• If A � B are finitely generated projective modules and dimR(A) = dimR(B) then
A = B .

3. A pseudo-rank function on the direct product of matrix rings

Let I be a set and let{Aα}α∈I be finitely generated rightD-modules, whereD is a
division ring. Consider the direct productE = ∏

α∈I EndD(Aα), where EndD(Aα) is the
endomorphism ring ofAα . This ring is directly finite, von Neumann regular, right and l
self-injective. Now we recall the notion of a pseudo-rank function [3].

Definition 3.1. A pseudo-rank function on a von Neumann regular ringR is a mapN :R →
[0,1] such that

(a) N(1) = 1,N(0) = 0.
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(b) N(xy) � N(x),N(xy) � N(y), for all x, y ∈ R.
(c) N(e + f ) = N(e) + N(f ) for all orthogonal idempotentse, f ∈ R.

Before stating our proposition let us recall the notion of ultralimit as well. Letω be
an ultrafilter on the setI . Then limω is the unique real valued functional on the space
bounded real sequences{aα}α∈I such that: if limω({aα}α∈I ) = t , then for anyε > 0,{

α ∈ I | aα ∈ [t − ε, t + ε]} ∈ ω.

Note that limω({aα + bα}α∈I ) = limω({aα}α∈I ) + limω({bα}α∈I ).

Proposition 3.2. Define N :E → [0,1] the following way. If rα ∈ EndD(Aα),

N
({rα}α∈I

) = lim
ω

dimD(Ran(rα))

dimD(Aα)
,

where dimD denotes the dimension function on finite dimensional right D-modules. Then
N is a pseudo-rank function.

Proof. Clearly,N(1) = 1 andN(0) = 0. Let r = {rα}α∈I , s = {sα}α∈I . Then

dimD

(
Ran(rαsα)

)
� dimD

(
Ran(rα)

)
and dimD

(
Ran(rαsα)

)
� dimD

(
Ran(sα)

)
.

HenceN(r s) � N(r),N(r s) � N(s). Now lete = {eα}α∈I , f = {fα}α∈I ∈ E be orthogo-
nal idempotents. Then for anyα ∈ I, eα andfα are orthogonal idempotents in EndD(Aα).
Thus

dimD

(
Ran(eα + fα)

) = dimD

(
Ran(eα)

) + dimD

(
Ran(fα)

)
.

Consequently,N(e + f ) = N(e) + N(f ). �
Note that Ker(N) = {x ∈ E | N(x) = 0} is a two-sided ideal ofE.

Proposition 3.3. The ring RN = E/Ker(N) is a simple continuous von Neumann regular
ring.

Proof. The direct product ringE is a right and left self-injective von Neumann regula
ring, therefore by Corollary 13.5 [3],E is continuous. IfM is a maximal two-sided idea
of E, then by Corollary 13.27 [3],E/M is a simple continuous von Neumann regular ri
Thus it is enough to show that Ker(N) is a maximal ideal. LetQ ⊂ E be the following
two-sided ideal:{aα}α∈I ∈ Q if {α ∈ I | qα = 0} ∈ ω. Then of courseE/Q is just the ul-
traproduct of the rings EndD(Aα). Note thatQ is a prime ideal since the ultraproduct
prime rings is a prime ring as well. By Corollary 9.15 [3],E satisfies the general com
parability axiom. Hence, by Corollary 8.21 [3], the ideal Ker(N), which containsQ, is a
prime ideal. Proposition 16.25 [3] immediately implies that Ker(N) is in fact a maximal
two-sided ideal ofE. This completes the proof of the proposition.�
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4. Sofic groups

In this section, we recall the notion of asofic group from [2] and prove Theorem 1.

Definition 4.1 [2]. For a finite setV let Map(V ) denote the monoid of self-maps ofV

acting on the left, the monoid operation is the composition of self-maps. We say that t
elementse, f ∈ Map(V ) areε-similar for a real numberε ∈ (0,1), if the number of el-
ementsv ∈ V with e(v) 
= f (v) is at mostε|V |. We say thate, f are (1 − ε)-different,
if the number of elementsv ∈ V with e(v) = f (v) is less thanε|V |, i.e., if they are not
(1− ε)-similar.

Definition 4.2 [2]. The groupG is sofic if for each numberε ∈ (0,1) and any finite subse
F ⊆ G there exists a finite setV and a functionφ :G → Map(V ) with the following
properties:

(a) For any two elementse, f ∈ F the mapφ(ef ) is ε-similar toφ(e)φ(f ).
(b) φ(1) is ε-similar to the identity map ofV .
(c) For eache ∈ F \ {1} the mapφ(e) is (1− ε)-different from the identity map ofV .

Remark. The origin of this notion is [5], where Gromov introduced the concept of initi
subamenable graphs. The term “sofic group” is introduced in [9]: a finitely generated
is called sofic if its Cayley graph is initially subamenable. The above definition is t
from [2] (with right action replaced by left action, which is more appropriate here). This
the formulation which suits our need the best. In the case of finitely generated grou
two definitions in [9] and [2] are equivalent. Although we shall not use it later, for the
of completeness we prove their equivalence.To begin with, we recall some notation, a
the definition from [9].

Definition 4.3 [9]. Let G be a finitely generated group, andB ⊂ G a fixed finite, symmetric
(i.e.,B = B−1) generating set. The Cayley graph ofG is a directed graphΓ , whose edge
are labeled by the elements ofB: the set of vertices is justG, and the edges with labe
b ∈ B are the pairs(g, bg) for all g ∈ G. Let Nr denote ther-ball around 1∈ Γ (it is an
edge-colored graph, and also a finite subset inG). The groupG is called sofic in [9], if for
eachδ > 0 and eachr ∈ N there is a finite directed graph(V ,E) edge-labeled byB, and a
subsetV0 ⊂ V with the properties, that:

(1) For each pointv ∈ V0 there is a functionψv :Nr → V which is an isomorphism (o
labeled graphs) betweenNr and ther-ball in V aroundv.

(2) |V0| � (1− δ)|V |.

Proposition 4.4. For a finitely generated group G the above two notions of soficity are
equivalent. In particular, Definition 4.3 does not depend on the choice of the generating
set B .
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Proof of 4.3 ⇒ 4.2. Let ε > 0 andF ⊆ G a finite subset. We choser ∈ N such that
the product setF · F is contained inNr . Let (V ,E) andV0 ⊂ V be the labeled directe
graph, and subset corresponding toδ = ε andr. We shall use this finite setV , and define
the functionφ :G → Map(V ) as follows. Forg ∈ Nr andv ∈ V0 let φ(g)(v) = ψv(g).
Otherwise, forg ∈ G \ Nr and/orv ∈ V \ V0, we defineφ(g)(v) arbitrarily. It is an easy
calculation to check conditions (a)–(c) of Definition 4.2.�
Proof of 4.2 ⇒ 4.3. Let δ > 0 andr ∈ N. We setF = N2r+2, and choose anyε > 0.
Let φ :G → Map(V ) be the function of Definition 4.2 for this(F, ε). We use thisV as
the vertex set of our new graph, and for eachv ∈ V we defineψv :Nr+1 → V , ψv(g) =
φ(g)(v). Let V0 be the set of thosev ∈ V for which

(A) ψv(bg) = ψψv(g)(b) for all g ∈ Nr and allb ∈ B,
(B) ψv(1) = v,
(C) ψv(g) 
= ψv(h) wheneverg,h ∈ Nr+1 are different elements.

Finally we build the labeled edges ofV : for eachb ∈ B and v ∈ V we add the edge
(v,ψv(b)) with labelb. It is easy to see that conditions (A) and (C) imply that ifv ∈ V0
then the restriction ofψv to Nr is an isomorphism of labeled graphs, and condition
implies that its image is ther-neighborhood ofv in V . Hence Definition 4.3(1) is satis
fied. There are|Nr | · |B| + 1 equations to check in (A) and (B), and less than|Nr+1|2
inequalities in (C). We know from Definition 4.2(a) that each of the equations can
on at mostε|V | exceptionalv. Now we estimate the number of elementsv ∈ V such that
ψv(g) = ψv(h), whereg,h are two fixed distinct elements ofNr+1. If ψv(g) = ψv(h) then
φ(g)(v) = φ(h)(v), therefore

φ
(
g−1)(φ(g)(v)

) = φ
(
g−1)(φ(h)(v)

)
. (1)

The following sets have at least(1− ε)|V | elements:

Wg = {
v ∈ V

∣∣ φ
(
g−1)(φ(g)(v)

) = φ(1)(v)
}
,

Wh = {
v ∈ V

∣∣ φ
(
g−1)(φ(h)(v)

) = φ
(
g−1h

)
(v)

}
,

W ′
g,h = {

v ∈ V
∣∣ φ

(
g−1h

)
(v) 
= φ(1)(v)

}
.

If v satisfies (1) thenv /∈ Wg ∩Wh ∩W ′
g,h. Hence each inequality in (C) can fail on at mo

3ε|V | exceptionalv. Hence Definition 4.3(2) holds if we choose

ε <
δ

3|Nr+1|2 + |Nr | · |B| + 1
. �

For the sake of completeness, we quote without proof some important properties o
groups:
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Proposition 4.5 [2]. Direct products, subgroups, inverse limits, direct limits, and free prod-
ucts of sofic groups are sofic. If N � G, N is sofic and G/N is amenable, then G is also
sofic.

Proposition 4.6 [2,9]. If G is a residually amenable group then G is sofic. In particular,
amenable and residually finite groups are sofic.

Proof of Theorem 1. Let G be a sofic group. We define the index set:

I = {
(F, ε)

∣∣ F ⊆ G finite andε ∈ (0,1)
}

and for each index(H, δ) ∈ I we define the non-empty subset

IH,δ = {
(F, ε) ∈ I

∣∣ H ⊆ F andε � δ
} ⊆ I.

The collection of non-empty subsets{IH,δ} is closed under finite intersection, so there is
ultrafilterω of subsets ofI containing allIH,δ . Next, for each index(F, ε) ∈ I we choose a
finite subsetVF,ε and a functionφF,ε :G → Map(VF,ε) satisfying the conditions (a)–(c) o
Definition 4.2. As in Section 3, for each indexα ∈ I Aα denotes theD-D-bimodule with
right (and left) basisVα , EndD(Aα) denotes the endomorphism ring ofAα as a rightD-mo-
dule,E denotes the product of the rings EndD(Aα) andN is the pseudo-rank function o
Proposition 3.2. FinallyR(G) = RN denotes the quotient ringE/Ker(N). ThisR(G) is a
simple continuous von Neumann regular ring, the ring we seek in the Theorem. Th
multiplication onAα by anyd ∈ D is a rightD-module endomorphism (mapping ea
v ∈ Vα to dv). So,D is embedded as a subring of EndD(Aα). ThenD is embedded (via
the diagonal map) as a subring ofE, and (composing with the quotient map) as a sub
of R(G). D also embeds as a subring of the group algebra (the subset{d · 1 | d ∈ D,
1 ∈ G} ⊂ D(G)). The elements ofMap(Vα) extendD-linearly (with respect to the leftD
action onAα) to endomorphisms of the rightD-moduleAα , hence the functionsφα induce
functionsG → EndD(Aα), and can be extended to (left)D-linear functions

Tα :D(G) → EndD(Aα).

Taking the product of theseTα , and then composing with the quotient mapE → R(G), we
obtain theD-linear functions:

T̃ :D(G) → E,

T :D(G) → R(G).

We shall prove that thisT is an injective homomorphism, completing the proof of T
orem 1. Note, that the subsetG ⊂ D(G) commutes with the subringD ↪→ D(G), and
its imageTα(G) ⊂ EndD(Aα) commutes with the above subringD ↪→ EndD(Aα). Hence
T (G) ⊂ R(G) also commutes with the subringD ↪→ R(G). We still need to check that th
restriction ofT to the groupG ⊂ D(G) is a group homomorphism. We see from prope
(a) of Definition 4.2 that for eachg,h ∈ G
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(b)
N
(
T̃ (g)T̃ (h) − T̃ (gh)

) = lim
ω

rankD(Tα(g)Tα(h) − Tα(gh))

dimD(Aα)

� lim
ω

|{v ∈ Vα | φα(g)(φα(h)(v)) 
= φα(gh)(v)}|
|Vα|

� lim
ε→0

ε = 0.

Similarly, it follows from property (b) thatN(T̃ (1)−1) = 0. Therefore the mapT is a ring
unital homomorphism. The only that thing remains to be shown is the injectivity ofT . So
let S ⊂ G be a finite subset, and for eachs ∈ S let ks ∈ D be a non-zero element. We sh
show thatT (

∑
s∈S kss) = ∑

s∈S ksT (s) 
= 0 in R(G). For each indexα = (F, ε) ∈ I we
choose a maximal subsetXα ⊂ Vα such that ifp,q ∈ Xα ands, t ∈ S with eitherp 
= q or
s 
= t thenTα(s)(p) 
= Tα(t)(q). SinceXα is maximal, for eachp ∈ Vα \ Xα either there
exist elementss 
= t ∈ S such that

Tα(s)(p) = Tα(t)(p) (2)

or there is an elementq ∈ Xα and elementss, t ∈ S such that

Tα(s)(p) = Tα(t)(q). (3)

If S ∪ S−1 ⊂ F then by the argument applied in Proposition 4.4, for a fixed pairs 
=
t ∈ S the number of elementsp for which (2) holds is at most 3ε|Vα|. Hence (2) holds
(with somes 
= t in S) for at most 3ε|Vα||S|2 possible values ofp. The right hand side
of (3) can take at most|S| · |Xα| different values. On the other hand, by Definition 4.2
and (c), if S ∪ S−1 ⊂ F then the subsetsW1 = {v ∈ Vα | Tα(1)(v) 
= v} andWs = {v ∈
Vα | Tα(s−1)(Tα(s)(v)) 
= Tα(1)(v)} have at mostε|Vα| elements, and the mapTα(s) is
injective onVα \ (W1 ∪Ws). Hence for each value ofs there are at most 2ε|Vα|+ |S| · |Xα|
possible values ofp satisfying (3) for somet ∈ S. Therefore ifS ∪ S−1 ⊂ F ;

|Vα \ Xα| � 2ε|S| · |Vα| + |S|2 · |Xα| + 3ε|Vα||S|2.

Thus

|Xα| � 1− 2ε|S| − 3ε|S|2
|S|2 + 1

|Vα|.

If a non-zero elementx of Aα is spanned byXα then(
∑

s∈S ksTα(s))(x) 
= 0. Hence

N

(∑
s∈S

ksT̃ (s)

)
� lim

ω

|Xα|
|Vα| � lim

ε→0

1− 2ε|S| − 3ε|S|2
|S|2 + 1

= 1

|S|2 + 1
> 0.

This proves thatT (
∑

s∈S kss) 
= 0. Theorem 1 is proved now.�
Corollary 4.7. If G is a sofic group and D is a division ring then D(G) is stably finite.
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