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Abstract 
 

Document paper conversion into electronic format has become indispensable task in many areas, especially for 
digitizing and translating printed texts. In this context, several approaches have been studied focusing mainly on 
character recognition for diacritic-free languages.  However  in  this  paper,  we  are  interested  in  the  Amazigh 
language transcribed in Latin, distinguished by its diacritical characters. Thus, we propose to use a system based 
on neural networks, and to study its behavior against this type of characters. 
 
© 2015 The Authors. Published by Elsevier B.V. 
 Peer-review under responsibility of organizing committee of the International Conference on Advanced Wireless, Information, 
and     Communication Technologies (AWICT 2015). 
 
Keywords: OCR; Amazigh; neural network. 

 
 

1. Introduction 
 

Optical character recognition (OCR) is a field of research in pattern recognition, artificial intelligence and 
computer vision. It has been applied as a recent technology across a spectrum of industries, revolutionizing the 
document management process. This technology allows scanned documents to be transformed into fully 
searchable documents with text content recognized by computers. 

 
The Amazigh language is spoken by a significant part of the population in North Africa. Recently, it was 
recognized as an official language in Morocco, after being exclusively reserved for family and informal domains. 
Hence, the importance to  develop  an  OCR  system treating  Amazigh  writing  transcribed  in  Latin,  to  
contribute into  its preservation by digitizing its literary heritage, especially that the most existing systems for 
Amazigh focus on Tifinagh writing1, 2. 
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Generally, OCR systems are composed of different modules. The architecture of each system varies from one to 
another as needed. The studies undertaken, in this field, have proposed several approaches and techniques for 
each 

module3. In the remaining of this paper, we introduce the OCR system architecture, in Section 2. In Section 3, 
we present the different approaches developed for classification module. In Section 4, we introduce the 
Amazigh language writing systems. In section 5, we present our proposed system. Then, we show, in section 6, 
the evaluation of the proposed system tested on a set of documents extracted from different books. Finally, in 
Section 7, we draw conclusions and suggest further related research. 

 
2. Optical character recognition systems 

 
An OCR system takes a text image as input and applies certain treatments through modules making up the system 
in order to output editable file with the same text4, 5. Generally, an OCR system is composed of the following 
phases6: 

  Preprocessing phase: It consists on a set of treatments applied to the image in order to increase its quality. 
It prepares the sensor data to the next phase. 

  Segmentation phase: It delimits document elements (line, word, character ...) with the purpose to 
increase the performance of OCR systems. 

     Feature extraction phase: It defines features characterizing the delimited elements of the document. 
  Feature extraction: It is one of the most important steps in the system. It describes various 

features characterizing the segmented elements. 
  Classification phase: It is the most important phase of an OCR system. It has the aim to recognize 

and identify each element. It is performed based on the extracted features. 
     Post-processing phase: It is an optional phase. It allows result’s verification. 

 
 
 
 
 
 
 
 
 
 

 
                    Fig 1. Steps of OCR Systems 

 
3. State of Art 

 
Each  OCR  module  has  an  important  role  in  the  system’s  functioning  and  the  success  rate.  However, the 
classification module is considered as the main phase of all systems. This module consists in identifying each 
character by assigning it to a correct character class. It helps to decide on the identity of a character from a 
learning form. In this context two kinds of approaches have been developed: 

 
Statistical approaches: 

 
They are based on the statistical study of measurements of the shapes to be recognized3. The study of their 
distribution in a metric space and statistical characterization of classes allow taking a decision on recognition of 
the type "highest probability of belonging to a class"7. For this kind of approaches, we mention four statistical 
methods among those most commonly used: 
 
 



300   Khadija El Gajoui et al.  /  Procedia Computer Science   73  ( 2015 )  298 – 305 

 

 
 
 

     Bayesian method 
The Bayesian method consists in selecting from a set of characters one for which the following primitive 
extracted 
has the highest posterior probability relative to the characters previously 
learned. 

     Nearest neighbor 
The KNN (K Nearest Neighbors) method compares the unknown form with forms stored in a reference class 
named prototype and assigns it to its closest class. This method has the advantage of being easy to implement and 
provides good results. Nevertheless, its main disadvantage is related to the low speed of classification due to the 
large number of distances to calculate. 

     Neural networks 
Artificial neural networks are composed of simple connected elements (or neurons). These elements were 
strongly inspired by the biological nervous system 7, 8. The choice of the network architecture is a compromise 
between the computational complexity and the recognition rate. However, the strength of neural networks is 
their ability to generate a region of decision of any form, required by a classification algorithm, at the cost of 
integrating additional layers of cells in the network. 

     Hidden Markov Model 
The Hidden Markov Model (HMM) is a probabilistic method whose model is composed of a set of states, 
transition probabilities between these states and the observations made by the system on an image. These 
observations are represented by random variables, whose distribution depends on the state9.The HMM is a 
sequential representation of the characteristics of the input image. 

 
Structural approaches: 

 
Structural methods are based on the physical structure of characters. They try to find simple or primitive 
elements and describe their relationships4, 5. Primitives are topological type as: a loop, an arc…. A relationship 
may be the relative position of a primitive compared to another 6, 7. 
Among the structural methods, we can 
mention: 

     Test methods 
They consist in applying tests on each character concerning the presence or absence of single elements or 
primitives to determine its class. 

     Chain comparison 
The characters are represented by chains of primitives. Comparison of character treated with the reference 
model 
consists in measuring the similarity between two chains and decide on it. The measure of similarity can be done 
by calculating the distance or by the examination of the inclusion of all or a part of a chain in the other. 

 
4. Amazigh writing 

 
The Amazigh language, or Tamazight, is present in a dozen of countries across the Maghreb-Sahel-Sahara: 
Morocco, Algeria, Tunisia, Libya, Egypt, Niger, Mali, Burkina Faso and Mauritania. But Algeria and Morocco are 
by far the two countries with the largest Amazigh population. 
Three writing systems are used9, 10 to transcribe Amazigh language in 
Morocco: 

     Tifinagh is the authentic alphabet, attested in Libyan inscriptions since antiquity, and the official script 
in Morocco since 2003. 
     Arabic alphabet used since the Arab arrival on the 6th century. 
     Latin alphabet used since the end of the 19th century by colonial scholars, and later by national 

researchers. In this work, we focus on Amazigh language transcribed in Latin. 
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After exploring a set of Amazigh documents transcribed in Latin, such as “CHOICE OF BERBER TALK 
VERSION OF SOUTHWEST MOROCCAN” by Arsène Roux11  “MOTS ET CHOSES BERBERES” by Emile 
Laoust12  and “THE ARGAN TREE AND ITS TASHELHIYT BERBER LEXICON” by Harry Stroomer13, we 
found that the Latin characters used in the transcription are represented in Latin, Extended-A Latin and Extended 
Additional Latin encoding blocks. 
The figure and table below show respectively an example of text written in Amazigh language transcribed in 
Latin and an example of characters used in this transcription. These characters are composed of Latin 
alphabet and diacritics that represent a set of marks accompanying a letter or grapheme. Diacritics can be placed 
above (superscript diacritic), below (subscribed diacritic) or after (adscript diacritic). 
 

Table 1.  An example of characters used in Amazigh transcription 
in Latin 

             
Fig 2. An example of text excerpt from the book  “THE ARGAN TREE 

AND ITS TASHELHIYT BERBER LEXICON” 
 

5. The proposed system 

 
With the aim to elaborate an OCR system, able to meet the needs of recognizing the Amazigh language 
characters containing diacritical marks, we proposed to adopt the neural network approach for classification 
phase. This step is considered as the most important phase of an OCR system. For this reason, we choose to use 
neural network classifier, known by its good ability to generalize and learn from data and examples, similarly to 
the human ability to learn from experiences. 
Neural networks are based on two phases:  learning and recognition. The first phase consists in descending 
iteratively the network layers and adjusting the weights at each passage. 
The type of neural network chosen is Multilayer Perceptron (MLP), because it is the most used in literature. It 
has a general-purpose model, with a huge number of applications. MLP is characterized by its capacity of 
modeling complex functions and its robustness. Furthermore, it is good at ignoring irrelevant inputs and noise14. 

 
Fig 3. MLP architecture 
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Multilayer Perceptron function: 
 

Considering the most classical case of a single hidden layer neural network, mapping a d -vector to an m -
vector (e.g. for regression): 
 

g(x) = b + W tanh (c + Vx) 
 
Where: 
 
                   x is a d-vector (the input) 
 

                  V is an k * d matrix (called input-to-hidden weights) 
 
                     c is a K-vector (called hidden units offsets or hidden unit biases) 
 

                   b is an  m -vector (called output units offset or output units biases) 
 

                 W is an m * h matrix (called hidden-to-output weights). 
 

With their remarkable ability to derive meaning from complicated or imprecise data, neural networks are an 
excellent solution for the OCR classification. They can be used to extract patterns and detect trends that are too 
complex to be noticed by either humans or other computer techniques. The OCR process is characterized by 
noisy inputs, image distortion, and differences between typefaces, sizes, and fonts. Hence, the importance of the 
neural networks’ approach in performing character recognition, due to their high noise tolerance. 

 
 

6. Experiments & Results 
 

6.1. Working environment 
 

For this study, we created first a corpus containing Latin characters used in the transcription of the 
Amazigh language. Then, we used OCRopus tool for experimentation. 

 
6.1.1. Data 

 
To train our system, we created images containing a text line. The training corpus is composed of 10,000 images 
and the test corpus of 1,000 images. Learning is run in more than 20,000 iterations and gives birth to 20 different 
neural network models. The test phase shows that the best model gives a percentage of 97%. This model is then 
chosen and the system is tested on a set of documents taken from different books. The documents used are 220 
pages collected from 4 different books12,13,15,16, 17 written in Amazigh language transcribed into Latin. 
Part of this collection has undergone a pretreatment to increase the image quality, while the other is kept with 
low quality in order to view the system behavior in both cases. The documents are divided into two parts: 

Doc 1: documents in good quality. 
Doc 2: Skewed documents in low quality. 

Figure 3 and Figure 4 show an example of those documents. 
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Fig 4. An example of Doc 1                                                                        Fig 5. An example of Doc 2 
 

6.1.2. OCRopus 
 

OCRopus is a free document analysis and optical character recognition (OCR) tool, featuring pluggable layout 
analysis, pluggable character recognition, statistical natural language modeling, and multi-lingual capabilities. It is 
based on statistical approaches using multi-layer perceptrons (MLPs) for character recognition 18. 

 
OCRopus is becoming a powerful tool for optical character recognition, capable to analyze a complex layout 
(containing columns and boxes…). OCRopus does not reconstitute the page layout after processing, but performs 
the recognition in a logical order after analyzing the layout. Although, its use on the command line is very 
simple, OCRopus is not yet available as a GUI, or integrated into an existing graphical tool (like gscan2pdf or 
XSane ...). 

 
Fig 6. Architecture of the OCRopus tool 



304   Khadija El Gajoui et al.  /  Procedia Computer Science   73  ( 2015 )  298 – 305 

 
 
 
 
 

ʷ 

 
The overall architecture of OCRopus consists of three major components: 

  Layout analysis: Identifies text columns, text blocks, text lines, and determines the reading order. 
  Text line recognition: Separates text line of images into a collection of characters. Then, it performs 

the character recognition based on a hypothesis graph. 
  Statistical language modeling: Integrates alternative recognition hypotheses with prior knowledge 

about language, vocabulary, grammar, and the domain of the document. 
 
 

6.2. Results & Analysis 
 

We test our system with documents of different qualities containing text in Amazigh transcribed into Latin 
alphabet and English. The purpose of this test is to study the behavior of this based neural network system against 
diacritical language (Amazigh) and diacritic-free language (English). Moreover, to visualize the impact of 
variation in the quality of the image on the proposed system. 
The results obtained are shown in the following table: 

 
Table 2. Recognition rates 

 

 
Recognition rates 

Nature of language 
Diacritical language Diacritic-free language 

Document 
quality 

variation 

Doc 1 96% 99% 

Doc 2 60% 65% 

 
We note that the recognition of good quality documents (Doc 1) provides important percentages for diacritical 
and diacritic-free language. The recognition rate for Amazigh language reaches 96%. However there are some 
misclassifications errors for examples: 

 
     The capital letters are confused with lowercase in some cases. 
     The character "G" is confused with "Ḡ", "Ů" with "U" and "ɛ" with "s". 
      "   " is generally not recognized. 
     Spaces are sometimes missed. 

 
In the low-quality documents case (Doc 2), the rate varies remarkably compared to good quality documents. 
Several recognition errors appear in both cases. Those errors are usually due to breaks in characters that are either 
broken or losing a part of their body. 
The errors remarked on diacritical language 
are: 

 
     Characters that are recognized as two characters, such: "ů" is recognized as "ii" or "u" as "ṛr".  
 Confusion between characters: "ḏ" and "ṯ" with "ḷ", "g" with "ġ", …. 

 
The same types of errors are found for diacritic-free language. We remark confusion between "e" and "c", "a" 
and 
"u", "nn" and "m", "h" and "lr", …. 
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7. Conclusion 
 

In this work, we described OCR systems and their architecture composed of several modules. We also presented a 
state of the art of the most important module which is the classification phase. 
We created a corpus containing over than 10,000 text line images of the Amazigh language transcribed into 
Latin alphabet. Using the OCRopus system, we compared the behavior of our system based on neural networks 
to a diacritical language and a diacritic-free language with a different quality paper. 
The results showed that good quality document provides interesting recognition rate for the Amazigh language 
but the percentage for diacritic-free language remains more important. For poor quality documents the rate 
decreases due to some problems related to image’s preprocessing. 
This work opens us interesting prospects, especially for OCRopus system that gives the opportunity to add new 
modules. Hence, the interest to develop a particular module for diacritical languages likes Amazigh. 
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