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In the present paper the authors prove a theorem which asserts an interesting relationship between the classical Laplace transform, a certain class of Whittaker transforms, and a Weyl fractional integral involving a general class of polynomials with essentially arbitrary coefficients. By specializing the various parameters involved, this general theorem would readily yield several (known or new) results involving simpler integral operators. It is also shown how the relationship asserted by the theorem can be applied to evaluate the generalized Weyl fractional integrals of various special functions. © 1990 Academic Press, Inc.

## 1. Introduction, Definitions, and Preliminaries

Over two decades ago, Srivastava [14] considered an interesting unification of many familiar generalizations of the classical Laplace transform (cf., e.g., [27]; see also [5, Vol. I, Chaps. 4 and 5])

$$
\begin{equation*}
\mathscr{L}\{f(t): s\}=\int_{0}^{\infty} e^{-s t} f(t) d t \tag{1.1}
\end{equation*}
$$

in the form:

$$
\begin{equation*}
\mathscr{S}_{\psi, \kappa, \mu}^{(p, \sigma)}\{f(t): s\}=\int_{0}^{\infty} e^{-\mu s t / 2}(s t)^{\sigma-1 / 2} W_{\kappa, \mu}(\rho s t) f(t) d t, \tag{1.2}
\end{equation*}
$$

where $W_{\kappa, \mu}(z)$ denotes the Whittaker function of the second kind (cf. [26, p. 339, Sect. 16.12 et seq.]; see also [4, p. 264, Sect. 6.9]). Since

$$
\begin{equation*}
W_{0 . v}(2 z)=\sqrt{\frac{2 z}{\pi}} K_{r}(z) \tag{1.3}
\end{equation*}
$$

in terms of the modified Bessel function $K_{v}(z)$, the integral transform (1.2) contains each known generalization of the classical Laplace transform (1.1), involving the Bessel function $K_{v}(z)$ or the Whittaker function $W_{\kappa . \mu}(z)$ in the kernel. Furthermore, since

$$
\begin{equation*}
W_{\mu+1 / 2, \pm \mu}(z)=z^{\mu+1 / 2} e^{-\Sigma / 2} \quad \text { and } \quad K_{ \pm 1 / 2}(z)=\sqrt{\frac{\pi}{2 z}} e^{-z} \tag{1.4}
\end{equation*}
$$

each of these generalizations would, in turn, reduce to the classical Laplace transform (1.1) upon suitably specializing the parameters $q, \kappa, \mu, \rho$, and $\sigma$ occurring in Srivastava's generaiized Whittaker transform (1.2). For several interesting properties and characteristics of Srivastava's transform (1.2), see the subsequent works by (for example) Srivastava and Vyas [21], Srivastava [15], Srivastava and Panda [19], Sinha [13], Munot and Padmanabham [8], Tiwari and Ko [24], Rao [11], Malgonde and Saxena [7], Akhaury [1], and Carmichael and Pathak [2,3]. Of our concern here is merely the following particular case of (1.2) considered earlier by Varma [25]:

$$
\begin{equation*}
\mathscr{V}_{\kappa, \mu}\{f(t): s\}=\mathscr{J}_{1, \kappa, \mu}^{(1, \mu)}\{f(t): s\} \tag{1.5}
\end{equation*}
$$

which, in view of the first relationship in (1.4), would reduce immediately to the classical Laplace transform (1.1) upon setting $\kappa=(1 / 2)-\mu$.

The main object of the present paper is to establish an interesting theorem which provides a useful relationship between the classical Laplace transform (1.1), the Varma (or special Whittaker) transform (1.5), and the generalized Weyl fractional integral defined by

$$
\begin{equation*}
\mathscr{W}_{\mu ; p, 0}^{z ; m, n}\{f(t): s\}=\frac{1}{\Gamma(\mu)} \int_{s}^{\infty}(t-s)^{\mu-1} S_{n}^{m}\left[z t^{-a}(t-s)^{\rho}\right] f(t) d t \tag{1.6}
\end{equation*}
$$

where $S_{n}^{m}[x]$ denotes a general class of polynomials introduced by Srivastava (cf. [16, p. 1, Eq. (1)]):

$$
\begin{equation*}
S_{n}^{m}[x]=\sum_{j=0}^{[n / m]} \frac{(-n)_{m j}}{j!} A_{n, j} x^{j} \quad(n=0,1,2, \ldots) \tag{1.7}
\end{equation*}
$$

Here, and in what follows, $(\lambda)_{v}=\Gamma(\lambda+v) / \Gamma(\lambda), m$ is an arbitrary positive integer, and the coefficients $A_{n, j}(n, j \geqslant 0)$ are arbitrary constants, real or complex (see also Srivastava and Singh [20] and Srivastava and Garg [17]).

For $n=0$ and $A_{0.0}=1$, (1.6) would reduce immediately to the familiar Weyl fractional integral (cf., e.g., [5, Vol. II, Chap. 13]; see also [12]). Moreover, (1.6) with $\rho=\sigma$ corresponds to the one-dimensional case of the generalized Weyl fractional integral considered elsewhere by us [22].

The following result involving the classical Laplace transform will be required in our investigation (cf. [9, p. 24, Entry 3.22]; see also [5, Vol. I, p. 139, Entry 4.3(22) with $b=0]$ ):

$$
\begin{align*}
\mathscr{L}\left\{t^{\mu}(t+\zeta)^{v}: s\right\}= & \Gamma(\mu+1) \zeta^{(\mu+v) / 2} s^{-1-(\mu+v) / 2} e^{\zeta s / 2} \\
& \cdot W_{(v-\mu) / 2,(1+v+\mu) / 2}(\zeta s)  \tag{1.8}\\
& (\operatorname{Re}(s)>0 ; \operatorname{Re}(\mu)>-1 ;|\arg (\zeta)|<\pi)
\end{align*}
$$

Making use of (1.8) and the definition (1.7), it is fairly straightforward to deduce

Lemma 1. Let

$$
\begin{align*}
& \min \{\operatorname{Re}(s), \operatorname{Re}(\mu+\rho j), \operatorname{Re}(\sigma)\}>0 \\
& \quad(j=0,1, \ldots,[n / m] ; n=0,1,2, \ldots ; m=1,2,3, \ldots) \tag{1.9}
\end{align*}
$$

Suppose also that $|\arg (\zeta)|<\pi$.
Then

$$
\begin{align*}
& \mathscr{L}\left\{t^{\mu-1}(t+\zeta)^{-\lambda} S_{n}^{m}\left[z t^{\rho}(t+\zeta)^{-\sigma}\right]: s\right\} \\
& \quad=e^{\zeta s / 2} \sum_{j=0}^{[n / m]} \frac{(-n)_{m j}}{j!} \Gamma(\mu+\rho j) A_{n, j} z^{j} \zeta^{\beta(j)-1 / 2} s^{-\beta(j)-1 / 2} \\
& \quad \cdot W_{\alpha(j), \beta(j)}(\zeta s), \tag{1.10}
\end{align*}
$$

where, for convenience,

$$
\begin{equation*}
\alpha(j)=\frac{1}{2}\{1-\mu-\lambda-(\rho+\sigma) j\}, \quad \beta(j)=\frac{1}{2}\{\mu-\lambda+(\rho-\sigma) j\} . \tag{1.11}
\end{equation*}
$$

We shall also require two important properties of the classical Laplace transform (1.1). For the sake of ready reference, we recall these properties as Lemma 2 and Lemma 3 below.

Lemma 2 (cf., e.g., Erdélyi et al. [5, Vol. I, p. 129, Entry 4.1(8)]). Suppose that the Laplace transform of each of the functions $f^{(k)}(t)$ $(k=0,1, \ldots, N)$ exist. Also let

$$
\begin{equation*}
F(s)=\mathscr{L}\{f(t): s\} . \tag{1.12}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathscr{L}\left\{f^{(N)}(t): s\right\}=s^{N} F(s)-\sum_{k=0}^{N-1} s^{N-k-1} f^{(k)}(0) \tag{1.13}
\end{equation*}
$$

for every nonnegative integer $N$, an empty sum being interpreted as zero.
Lemma 3 (The Parseval-Goldstein Theorem [6, p. 106, Eq. (8)]). Let $F(s)$ be given by (1.12), and suppose that

$$
\begin{equation*}
G(s)=\mathscr{L}\{g(t): s\} . \tag{1.14}
\end{equation*}
$$

Then

$$
\begin{equation*}
\int_{0}^{\infty} f(t) G(t) d t=\int_{0}^{\infty} F(t) g(t) d t \tag{1.15}
\end{equation*}
$$

provided that each integral involved is absolutely convergent.

## 2. The Main Result

We begin by stating our main result contained in the following

Theorem. Under the hypotheses of Lemma 2, let

$$
\begin{equation*}
f(0)=f^{\prime}(0)=\cdots=f^{(N-1)}(0)=0 \tag{2.1}
\end{equation*}
$$

where $N$ is a positive integer. Suppose that the hypothesis (1.9) of Lemma 1 holds true, and let $\alpha(j)$ and $\beta(j)$ be defined by Eq. (1.11).

Then

$$
\begin{align*}
\mathscr{W}_{\mu ; \rho, \sigma}^{z ; m, n}\{ & \left\{t^{N-2} F(t): s\right\} \\
= & \sum_{j=0}^{[n / m]}(-n)_{m j}(\mu)_{\rho j} A_{n, j} \frac{z^{j}}{j!} \\
& . \mathscr{V}_{\alpha(j), \beta(j)}\left\{t^{-2 \beta(j)} f^{(N)}(t): s\right\} \quad(N=0,1,2, \ldots), \tag{2.2}
\end{align*}
$$

provided further that each member of (2.2) exists.
Proof. In view of the hypothesis (2.1), Lemma 2 immediately yields

$$
\begin{equation*}
s^{N} F(s)=\mathscr{L}\left\{f^{(N)}(t): s\right\} \quad(N=0,1,2, \ldots) \tag{2.3}
\end{equation*}
$$

where $F(s)$ is given by (1.12).

By appealing appropriately to Lemma 1, we also have

$$
\begin{align*}
& \mathscr{L}\left\{t^{-\lambda}(t-\tau)^{n-1}\right. \\
&=\left.e_{n}^{m}\left[z t^{-\sigma}(t-\tau)^{\rho}\right] H(t-\tau): s\right\} \\
& \sum_{j=0}^{[n / m]} \frac{(-n)_{m j}}{j!} \Gamma(\mu+\rho j) A_{n, j} z^{j} \tau^{\beta(j)-1 / 2} s^{-\beta(j)-1 / 2}  \tag{2.4}\\
& \cdot W_{\alpha(j), \beta(j)}(\tau s) \quad(\tau \geqslant 0),
\end{align*}
$$

where $H(t)$ denotes the Heaviside unit function, and $\alpha(j)$ and $\beta(j)$ are given by Eq. (1.11).

Now make use of the Laplace transform pairs (2.3) and (2.4) in Lemma 3, and we obtain

$$
\begin{gather*}
\int_{0}^{\infty} t^{N-\lambda}(t-\tau)^{\mu-1} S_{n}^{m}\left[z t^{-\sigma}(t-\tau)^{\rho}\right] H(t-\tau) F(t) d t \\
\quad=\int_{0}^{\infty} e^{-\tau t / 2} f^{(N)}(t) \sum_{j=0}^{[n / m]} \frac{(-n)_{m j}}{j!} \Gamma(\mu+\rho j) A_{n, j} z^{j} \\
 \tag{2.5}\\
\quad \cdot \tau^{\beta(j)-1 / 2} t^{-\beta(j)-1 / 2} W_{\alpha(j), \beta(j)}(\tau t) d t
\end{gather*}
$$

or, equivalently,

$$
\begin{align*}
& \frac{1}{\Gamma(\mu)} \int_{\tau}^{\infty} t^{N-\lambda}(t-\tau)^{\mu-1} S_{n}^{m}\left[z t^{-\sigma}(t-\tau)^{\rho}\right] F(t) d t \\
&= \sum_{j-0}^{[n / m]}(-n)_{m j}(\mu)_{\rho j} A_{n, j} \frac{z^{j}}{j!}  \tag{2.6}\\
& \quad \cdot \int_{0}^{\infty} e^{-\tau / / 2}(\tau t)^{\beta(j)-1 / 2} t^{-2 \beta(j)} f^{(N)}(t) W_{\alpha(j), \beta(j)}(\tau t) d t \\
&(N=0,1,2, \ldots),
\end{align*}
$$

provided that the integrals involved converge absolutely.
The assertion (2.2) follows when we interpret this last result (2.6) by means of the definitions (1.5) and (1.6), and the proof of the theorem is thus completed.

## 3. Applications and Illustrative Examples

The relationship (2.2) asserted by the theorem can be suitably applied not only to deduce several (known or new) results connecting simpler integral operators, but also to evaluate the generalized Weyl fractional integrals of various special functions. First of all, setting $\lambda=\sigma=0$ in the theorem, and applying the first reduction formula in (1.4), we get

Corollary 1. Under the hypothesis (2.1) of the theorem, let $F(s)$ be defined by Eq. (1.12).

Then

$$
\begin{align*}
\mathscr{W}_{\mu ; \rho, 0}^{z ; m, n}\left\{t^{N} F(t): s\right\}= & \sum_{j=0}^{[n / m]}(-n)_{m j}(\mu)_{\rho j} A_{n, j} \frac{z^{j}}{j!} \\
& \cdot \mathscr{L}\left\{t^{-\mu-\rho j} f^{(N)}(t): s\right\} \quad(N=0,1,2, \ldots), \tag{3.1}
\end{align*}
$$

provided that each member of (3.1) exists.
For $N=0$, the assertion (2.2) immediately yields

Corollary 2. If $F(s)$ is defined by Eq. (1.12), and $\alpha(j)$ and $\beta(j)$ are given by Eq. (1.11), then

$$
\begin{align*}
\mathscr{W}_{\mu ; \rho, \sigma}^{z ; m, n}\left\{t^{-\lambda} F(t): s\right\}= & \sum_{j=0}^{[n / m]}(-n)_{m j}(\mu)_{\rho j} A_{n, j} \frac{z^{j}}{j!} \\
& \cdot \mathscr{V}_{x(j), \beta(j)}\left\{t^{-2 \beta(j)} f(t): s\right\}, \tag{3.2}
\end{align*}
$$

provided that each member of (3.2) exists.
Finally, upon setting

$$
n=0 \quad \text { and } \quad A_{0,0}=1
$$

in the theorem, we obtain the following known relationship between the familiar Weyl fractional integral and the Varma (or special Whittaker) transform (1.5):

Corollary 3 (cf. Pathan [10, p. 885, Theorem I]). Under the hypothesis (2.1) of the theorem, let $F(s)$ be defined by Eq. (1.12).

Then

$$
\begin{align*}
\mathscr{W}_{\mu}\left\{t^{N-\lambda} F(t): s\right\}= & \mathscr{F}_{(1-v-\lambda / 2,(v-i) / 2}\left\{t^{\hat{\lambda}-\mu} f^{(N)}(t): s\right\}  \tag{3.3}\\
& (N=0,1,2, \ldots),
\end{align*}
$$

provided that each member of (3.3) exists.
The relationship (2.2), as well as its special cases (3.1), (3.2), and (3.3), can be used (for example) to evaluate the Weyl fractional integrals of various special functions by computing the corresponding simpler integral transforms involved. We illustrate this aspect of applicability of our results by considering the following examples.

Example 1. Let

$$
\begin{equation*}
f(t)=t^{v} e^{-\zeta t} \quad(t \geqslant 0 ; \operatorname{Re}(v)>0) \tag{3.4}
\end{equation*}
$$

Then

$$
\begin{equation*}
F(s)=\mathscr{L}\left\{t^{v} e^{-\zeta t}: s\right\}=\frac{\Gamma(v+1)}{(s+\zeta)^{v+1}} \quad(\operatorname{Re}(v)>-1 ; \operatorname{Re}(s+\zeta)>0) \tag{3.5}
\end{equation*}
$$

Furthermore, by the Leibniz rule for derivatives, we have

$$
\begin{equation*}
f^{(N)}(t)=e^{-\zeta t} \sum_{k=0}^{N}\binom{N}{k} \frac{\Gamma(v+1)}{\Gamma(v-k+1)}(-\zeta)^{N-k} t^{v-k}, \tag{3.6}
\end{equation*}
$$

which shows that the hypothesis (2.1) of the theorem is satisfied when

$$
\begin{equation*}
\operatorname{Re}(v)>N-1 \quad(N=1,2,3, \ldots) \tag{3.7}
\end{equation*}
$$

Substituting these values of $f(t)$ and $F(s)$ in the theorem, and evaluating the resulting Varma (or special Whittaker) transform on the right-hand side of (2.2) by means of a well-known integral formula (cf. [5, Vol. I, p. 216, Entry 4.22(16)]; see also [9, p. 189, Entry 17.105]), we obtain

$$
\begin{align*}
& \mathscr{W}_{\mu ; \rho, \sigma}^{z ; m, n}\left\{t^{N-\lambda}(t+\zeta)^{-v-1}: s\right\} \\
& =\sum_{j=0}^{[n / m]} \sum_{k=0}^{N}\binom{N}{k}(-n)_{m j}(\mu)_{\rho j}(-\zeta)^{N-k} \\
& \cdot A_{n, j} s^{\mu} \quad v \quad \lambda \left\lvert\,(\rho \quad \sigma) j+k \quad \frac{\Gamma\{\lambda-\mu+v-(\rho-\sigma) j-k+1\}}{\Gamma(v+\lambda+\sigma j-k+1)} \frac{z^{j}}{j!}\right. \\
& \cdot{ }_{2} F_{1}\left[\begin{array}{r}
v-k+1, \lambda-\mu+v-(\rho-\sigma) j-k+1 ; ~
\end{array} \begin{array}{r}
\zeta \\
v+\lambda+\sigma j-k+1 ;
\end{array}\right], \tag{3.8}
\end{align*}
$$

provided that

$$
\begin{align*}
& \operatorname{Re}(s+\zeta)>0 ; \operatorname{Re}\{\lambda-\mu+v-(\rho-\sigma) j-k+1\}>0 \\
& \operatorname{Re}(v-k+1)>0(j=0,1, \ldots,[n / m] ; k=0,1, \ldots, N  \tag{3.9}\\
& n, N=0,1,2, \ldots ; m=1,2,3, \ldots)
\end{align*}
$$

The $k$-series involved in (3.8) can be expressed in a closed form by appealing to the special case $p=q=1$ of the hypergeometric identity:

$$
\begin{gather*}
\sum_{k=0}^{N}\binom{N}{k} \frac{\prod_{j=1}^{p} \Gamma\left(a_{j}-k\right)}{\prod_{j=1}^{q} \Gamma\left(b_{j}-k\right)}{ }_{p+1} F_{q}\left[\begin{array}{r}
c-k, a_{1}-k, \ldots, a_{p}-k ; \\
b_{1}-k, \ldots, b_{q}-k ;
\end{array}\right] z^{N-k} \\
=\frac{\prod_{j=1}^{p} \Gamma\left(a_{j}-N\right)}{\prod_{j=1}^{q} \Gamma\left(b_{j}-N\right)}{ }^{p+1} F_{q}\left[\begin{array}{r}
c, a_{1}-N, \ldots, a_{p}-N ; \\
b_{1}-N, \ldots, b_{q}-N ;
\end{array}\right] \tag{3.10}
\end{gather*}
$$

or, equivalently,

$$
\begin{gather*}
\sum_{k=0}^{N}\binom{N}{k} \frac{\prod_{j=1}^{p}\left(a_{j}\right)_{k}}{\prod_{j=1}^{q}\left(b_{j}\right)_{k}} p+1 F_{q}\left[\begin{array}{r}
c+k, a_{1}+k, \ldots, a_{p}+k ; \\
b_{1}+k, \ldots, b_{q}+k ;
\end{array}\right] z^{k} \\
={ }_{p+1} F_{q}\left[\begin{array}{r}
c+N, a_{1}, \ldots, a_{p} ; \\
b_{1}, \ldots, b_{q} ;
\end{array}\right] \tag{3.11}
\end{gather*}
$$

which can indeed be deduced from the Leibniz rule in view of the derivative formulas

$$
\begin{align*}
& \frac{d^{N}}{d z^{N}}\left\{z^{c+N-1}{ }_{p+1} F_{q}\left[\begin{array}{r}
c, a_{1}, \ldots, a_{p} ; z \\
b_{1}, \ldots, b_{q} ;
\end{array}\right]\right\} \\
& \quad=(c)_{N} z^{c-1}{ }_{p+1} F_{q}\left[\begin{array}{r}
c+N, a_{1}, \ldots, a_{p} ; z \\
b_{1}, \ldots, b_{q} ;
\end{array}\right] \tag{3.12}
\end{align*}
$$

and

$$
\frac{d^{N}}{d z^{N}}\left\{{ }_{p} F_{q}\left[\begin{array}{l}
a_{1}, \ldots, a_{p} ;  \tag{3.13}\\
b_{1}, \ldots, b_{q} ;
\end{array}\right]\right\}=\frac{\prod_{j=1}^{p}\left(a_{j}\right)_{N}}{\prod_{j=1}^{q}\left(b_{j}\right)_{N}}{ }_{p} F_{q}\left[\begin{array}{l}
a_{1}+N, \ldots, a_{p}+N ; \\
b_{1}+N, \ldots, b_{q}+N ;
\end{array}\right]
$$

We thus find from (3.8) that

$$
\begin{align*}
\mathscr{W}_{\mu ; \rho, \sigma}^{z ; m, n} & \left\{t^{N-i}(t+\zeta)^{-v-1}: s\right\} \\
= & \sum_{j=0}^{[n / m]}(-n)_{m j}(\mu)_{\rho j} A_{n, j} \frac{z^{j}}{j!} \\
& \cdot s^{\mu-v-\lambda+(\rho-\sigma) j+N-1} \frac{\Gamma\{\lambda-\mu+v-(\rho-\sigma) j-N+1\}}{\Gamma(v+\lambda+\sigma j-N+1)} \\
& \left.\cdot{ }_{2} F_{1}\left[\begin{array}{r}
v+1, \lambda-\mu+v-(\rho-\sigma) j-N+1 ; \\
v+\lambda+\sigma j-N+1 ;
\end{array}\right), \begin{array}{l}
s
\end{array}\right], \tag{3.14}
\end{align*}
$$

which holds true under the constraints listed in (3.9).
Example 2. In terms of the modified Bessel function $I_{v}(z)$, we put

$$
\begin{equation*}
f(t)=I_{v}(\zeta t) \quad(t \geqslant 0 ; \operatorname{Re}(v)>0) \tag{3.15}
\end{equation*}
$$

so that [5, Vol. I, p. 195, Entry 4.16(1)]

$$
\begin{equation*}
F(s)=\frac{\zeta^{v}\left(s+\sqrt{s^{2}-\zeta^{2}}\right)^{-v}}{\sqrt{s^{2}-\zeta^{2}}} \quad(\operatorname{Re}(v)>-1 ; \operatorname{Re}(s)>|\operatorname{Re}(\zeta)|) . \tag{3.16}
\end{equation*}
$$

It also follows easily from the Leibniz rule that

$$
\begin{equation*}
f^{(N)}(t)=\left(\frac{1}{2} \zeta\right)^{N} \sum_{k=0}^{N}\binom{N}{k} I_{v-N+2 k}(\zeta t) \tag{3.17}
\end{equation*}
$$

Thus the hypothesis (2.1) is satisfied when the constraint (3.7) holds true.
Upon evaluating the Laplace transform resulting on the right-hand side of (3.1) by means of a known formula [5, Vol. I, p. 196, Entry 4.16(8)], Corollary 1 yields

$$
\begin{align*}
\mathscr{W}_{\mu ; \rho, 0}^{z ; m, n}\{ & \left.t^{N}\left(t^{2}-\zeta^{2}\right)^{-1 / 2}\left(t+\sqrt{t^{2}-\zeta^{2}}\right)^{-v}: s\right\} \\
= & 2^{-N \zeta \zeta^{N-v}} \sum_{j=0}^{[n / m]} \sum_{k=0}^{N}\binom{N}{k}(-n)_{m j}(\mu)_{\rho j} A_{n, j} \frac{z^{j}}{j!} \\
& \cdot \Gamma(v-\mu-\rho j+2 k-N+1)\left(s^{2}-\zeta^{2}\right)^{(\mu+\rho j-1) / 2} P_{-\mu-\rho j}^{N-v-2 k}\left(\frac{s}{\sqrt{s^{2}-\zeta^{2}}}\right), \tag{3.18}
\end{align*}
$$

in terms of the associated Legendre function, provided that

$$
\begin{align*}
& \operatorname{Re}(s)>|\operatorname{Re}(\zeta)| ; \operatorname{Re}(v-\mu-\rho j+2 k-N+1)>0 \\
& \operatorname{Re}(v)>N-1(j=0,1, \ldots,[n / m] ; k=0,1, \ldots, N  \tag{3.19}\\
& n, N=0,1,2, \ldots ; m=1,2,3, \ldots)
\end{align*}
$$

Example 3. As an interesting generalization of Example 1, we take

$$
f(t)=t^{v}{ }_{p} F_{q}\left[\begin{array}{l}
a_{1}, \ldots, a_{p} ;-\zeta t  \tag{3.20}\\
b_{1}, \ldots, b_{q} ;
\end{array}\right] \quad(t \geqslant 0 ; \operatorname{Re}(v)>0)
$$

which reduces immediately to (3.4) when $p=q=0$. It is easily seen that

$$
f^{(N)}(t)=\frac{\Gamma(v+1)}{\Gamma(v-N+1)} t^{v-N}{ }_{p+1} F_{q+1}\left[\begin{array}{c}
v+1, a_{1}, \ldots, a_{p} ;-\zeta t  \tag{3.21}\\
v-N+1, b_{1}, \ldots, b_{q} ;
\end{array}\right]
$$

where, for the validity of the hypothesis (2.1), the constraint (3.7) is assumed to hold true.

We also have [5, Vol. I, p. 219, Entry 4.23(17)]

$$
\begin{align*}
F(s)= & \frac{\Gamma(v+1)}{s^{v+1}}{ }_{p+1} F_{q}\left[\begin{array}{c}
v+1, a_{1}, \ldots, a_{p} ; \\
b_{1}, \ldots, b_{q} ;
\end{array}\right] \\
& (\operatorname{Re}(v)>-1 ; p \leqslant q ; \operatorname{Re}(s)>0 \text { if } p<q  \tag{3.22}\\
& \operatorname{Re}(s+\zeta)>0 \text { if } p=q) .
\end{align*}
$$

Upon making use of the known integral formula [5, Vol. I, p. 216, Entry 4.22 (16)] once again, the assertion (2.2) of the theorem yields the following generalization of (3.14):

$$
\begin{align*}
& \mathscr{W}_{\mu ; \rho, \sigma}^{z ; m, n}\left\{t^{N-v-\lambda-1}{ }_{p+1} F_{q}\left[\begin{array}{r}
v+1, a_{1}, \ldots, a_{p} ; \\
b_{1}, \ldots, b_{q} ;
\end{array}\right]: s\right\} \\
& =\sum_{j=0}^{[n / m]}(-n)_{m j}(\mu)_{\rho j} A_{n, j} \frac{z^{j}}{j!} s^{\mu-v-\lambda+(\rho-\sigma) j+N-1} \\
& \cdot \frac{\Gamma\{\lambda-\mu+v-(\rho-\sigma) j-N+1\}}{\Gamma(v+\lambda+\sigma j-N+1)} \\
& \cdot{ }_{p+2} F_{q+1}\left[\begin{array}{r}
v+1, \lambda-\mu+v-(\rho-\sigma) j-N+1, a_{1}, \ldots, a_{p} ; \\
v+\lambda+\sigma j-N+1, b_{1}, \ldots, b_{q} ;
\end{array} \quad \begin{array}{r}
s
\end{array}\right], \tag{3.23}
\end{align*}
$$

provided that

$$
\begin{align*}
& p \leqslant q ; \operatorname{Re}(s)>0 \text { if } p<q ; \operatorname{Re}(s+\zeta)>0 \text { if } p=q ; \operatorname{Re}(v-N+1)>0 ; \\
& \operatorname{Re}\{\lambda-\mu+v-(\rho-\sigma) j-N+1\}>0(j=0,1, \ldots,[n / m] ;  \tag{3.24}\\
& n, N, p, q=0,1,2, \ldots ; m=1,2,3, \ldots) .
\end{align*}
$$

In its special case when $p=q=0$, this last result (3.23) reduces at once to (3.14). With a view to giving a similar generalization of Example 2, we note that

$$
\begin{equation*}
I_{v}(z)=\frac{(z / 2)^{v}}{\Gamma(v+1)}{ }_{0} F_{1}\left[-1 ;{ }^{\frac{1}{4} z^{2}}\right], \tag{3.25}
\end{equation*}
$$

which naturally motivates the choice

$$
f(t)=t^{v}{ }_{p} F_{q}\left[\begin{array}{l}
a_{1}, \ldots, a_{p} ; \frac{1}{2} \zeta^{2} t^{2}  \tag{3.26}\\
b_{1}, \ldots, b_{q} ;
\end{array}\right] \quad(t \geqslant 0 ; \operatorname{Re}(v)>0) .
$$

Then it is readily observed that

$$
\begin{align*}
f^{(N)}(t)= & \frac{\Gamma(v+1)}{\Gamma(v-N+1)} \\
& \cdot t^{v-N}{ }_{p+2} F_{q+2}\left[\begin{array}{c}
\Delta(2 ; v+1), a_{1}, \ldots, a_{p} ; \\
\Delta(2 ; v-N+1), b_{1}, \ldots, b_{q} ; \zeta^{2} \zeta^{2} t^{2}
\end{array}\right], \tag{3.27}
\end{align*}
$$

where, for convenience, $\Delta(m ; \lambda)$ abbreviates the array of $m$ parameters

$$
\frac{\lambda}{m}, \frac{\lambda+1}{m}, \ldots, \frac{\lambda+m-1}{m} \quad(m=1,2,3, \ldots),
$$

it being assumed that the constraint (3.7) holds true in order to validate the hypothesis (2.1) of the theorem.

We also have [5, Vol. I, p. 219, Entry 4.23(18)]

$$
\begin{align*}
F(s)= & \frac{\Gamma(v+1)}{s^{v+1}}{ }_{p+2} F_{q}\left[\begin{array}{c}
\Delta(2 ; v+1), a_{1}, \ldots, a_{p} ; \zeta^{2} \\
b_{1}, \ldots, b_{q} ;
\end{array}\right] \\
& (\operatorname{Re}(v)>-1 ; p \leqslant q-1 ; \operatorname{Re}(s)>0 \text { if } p<q-1 ;  \tag{3.28}\\
& \operatorname{Re}(s)>|\operatorname{Re}(\zeta)| \text { if } p=q-1) .
\end{align*}
$$

Upon substituting these values for $f(t)$ and $F(s)$ in the assertion (2.2) of the theorem, and evaluating the resulting Varma (or special Whittaker) transform as above, we finally have

$$
\begin{align*}
& =\sum_{j=0}^{[n / m]}(-n)_{m j}(\mu)_{\rho j} A_{n, j} \frac{z^{j}}{j!} s^{\mu-v-\lambda+(\rho-\sigma) j+N-1} \\
& \cdot \frac{\Gamma\{\lambda-\mu+\nu-(\rho-\sigma) j-N+1\}}{\Gamma(v+\lambda+\sigma j-N+1)} \\
& { }_{p+4} F_{q+2}\left[\begin{array}{r}
\left.\Delta(2 ; v+1), \Delta\{2 ; \lambda-\mu+v-(\rho-\sigma) j-N+1\}, a_{1}, \ldots, a_{p} ; \frac{\zeta^{2}}{\overline{s^{2}}}\right], \\
\Delta(2 ; v+\hat{\lambda}+\sigma j-N+1), b_{1}, \ldots, b_{q} ;
\end{array}\right. \tag{3.29}
\end{align*}
$$

provided that
$p \leqslant q-1 ; \operatorname{Re}(s)>0$ if $p<q-1 ; \operatorname{Re}(s)>|\operatorname{Re}(\zeta)|$ if $p=q-1 ;$
$\operatorname{Re}(v-N+1)>0 ; \operatorname{Re}\{\hat{\lambda}-\mu+\nu-(\rho-\sigma) j-N+1\}>0(j=0,1, \ldots,[n / m] ;$
$n, N, p=0,1,2, \ldots ; m, q=1,2,3, \ldots)$.
In view of the relationship (3.25), a special case of our result (3.29) when $p=q-1=0$ would correspond to (3.18) if we further set $\sigma=0$.

Numerous other examples leading to the generalized Weyl fractional integrals of the various classes of multivariable hypergeometric functions (cf. $[18,23]$ ) can be given in a manner illustrated above.
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