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#### Abstract

A convergence theory is given for approximation techniques to treat inverse problems involving systems of nonlinear parabolic partial differential equations. These techniques can be used to estimate density-dependent dispersal coefficients in population models, as well as nonlinear growth and predation terms. Numerical experiences with the resulting algorithms on both conventional (scalar) and vector computers are reported along with an indication of performance of the methods with field data from prey-predator experiments. © 1989 Academic Press, Inc.


## 1. Introduction

The purpose of this paper is to give the mathematical and computational foundations for techniques we have developed to use with inverse problems involving nonlinear density-dependent dispersal, growth, and predation in population models. These models entail nonlinear parabolic systems of partial differential equations and are playing an increasingly important role in studies by population biologists and ecologists [11, 14, 15]. As we shall explain briefly in the context of one of the numerical examples presented in Section 4, we have already successfully used the techniques investigated in

[^0]this paper in studies with data from experiments for aphid-ladybird beetle interaction in goldenrod stands [4].
While the work reported below is thus well motivated by real applications, the focus of this paper is mathematical in nature. We present in Section 2 a theory for the convergence of approximation schemes in inverse problems (this theory also yields a stability or continuous dependence of parameter estimates on data similar to that discussed in [1]). The approach we take here involves variational arguments in the spirit of those discussed in [1] and sometimes employed in presentations on convergence of finite element techniques. Although we announced these results earlier in [7], this is the first rigorous presentation of the mathematical foundations of these methods.
In Section 2 we give a fairly general theoretical framework and show in Section 3 how several specific examples (density-dependent dispersal, nonlinear growth, predation) of interest fit readily into this framework.
We discuss computational aspects (implementation and numerical examples) in Section 4. In addition to the example involving application of the methods to field data already mentioned above, we present in this section several numerical test examples designed to demonstrate efficacy of the methods. Since (due to the nature of the inverse problems addressed) the methods can be computationally quite intensive on sequential computers, we also discuss an example to demonstrate how vector machines such as a CRAY 1-S can be used to significant advantage in such inverse problem methods.

The mathematical notation we use throughout is quite standard: The usual notations $L^{\infty}, H^{j}(0,1), W^{1, \infty}(0,1)$ represent standard Banach and Sobolev spaces. At times we denote spatial differentiation by $D=d / d x$.

## 2. Theoretical Foundations

For our model equations, we consider the system ( $i=1,2$ )

$$
\begin{align*}
\frac{\partial u_{i}}{\partial t} & =\frac{\partial}{\partial x}\left(\mathscr{X}_{i}\left(t, x, u_{i}\right) \frac{\partial u_{i}}{\partial x}\right)+f_{i}\left(u_{1}, u_{2}\right) \quad \text { for } \quad t \in[0, T], \quad x \in[0,1] \\
\frac{\partial u_{i}}{\partial x}(t, 0) & =\frac{\partial u_{i}}{\partial x}(t, 1)=0  \tag{1}\\
u_{i}(0, x) & =u_{0 i}(x) .
\end{align*}
$$

In this system, $u_{i}(t, x)$ represents the density of the $i$ th species at time $t$ and position $x$; due to the nature of the experiments which motivated this work, we will consider movement as though constrained to one spatial
dimension. The parameters on which we would like to focus here are the nonlinearities $\mathscr{D}_{i}$ and $f_{i}$. We believe we are the first to treat the problem (at the level of generality we do) of estimating such unknown functions. The terms $\mathscr{D}_{i}$ (which we shall refer to as "diffusion" terms, by analogy with diffusion/reaction equations) model random spreading (as opposed to directed movement). A growing number of biologists now feel a simple constant diffusion term is insufficient to describe insect dispersal (see, for example, [11]); here we assume that it is density dependent. The nonlinearities $f_{i}$ (which we shall refer to as the "reaction" nonlinearities), also assumed to be unknown, represent mechanisms such as birth/death, immigration/emigration, and predation. We will establish convergence results for estimation of a very general class of the unknown parameters described above, but will then present specific, motivating examples of such classes which are of interest to population biologists; our numerical examples are drawn from these.

We note that the biological problems motivating our efforts here influenced our choice of Neumann boundary conditions in the model system (1); we could readily treat other standard types of boundary conditions (e.g., Robin or Dirichlet) with straightforward modifications of the ideas presented here.

We define our general class $\Lambda=\Lambda_{1} \times \Lambda_{2}$ of admissible diffusion coefficient functions by listing hypotheses that the member elements must satisfy. We assume for each $i=1,2$ the following:
(A1) Every $\mathscr{D} \in \Lambda_{i}$ is such that $\xi \rightarrow \mathscr{D}(t, x, \xi)$ is continuous for $\xi \in \mathbb{R}$.
(A2) There is a constant $\theta_{i}>0$ such that

$$
\langle\mathscr{D}(t, \cdot, v) D \psi, D \psi\rangle_{0} \geqslant \theta_{i}|\psi|_{1}^{2}
$$

for every $\mathscr{Q} \in \Lambda_{i}, v \in L^{\infty}(0,1)$, and $\psi \in H^{1}(0,1)$.
(A3) There is a constant $\Theta_{i}>0$ such that

$$
|\mathscr{D}(t, \cdot, v) \psi|_{0} \leqslant \Theta_{i}|\psi|_{0}
$$

for every $\mathscr{D} \in \Lambda_{i}, v \in L^{\infty}(0,1)$, and $\psi \in H^{0}(0,1)$.
(A4) There exists $B_{i} \in L^{\infty}([0, T] \times[0,1])$ such that

$$
|\mathscr{D}(t, x, \xi)-\mathscr{D}(t, x, \eta)| \leqslant B_{i}(t, x)|\xi-\eta|
$$

for every $\mathscr{D} \in \Lambda_{i}, \xi, \eta \in \mathbb{R}$.
Assumption (A4) implies
(A5) There exists a constant $K_{i}$ such that

$$
\left|\mathscr{D}\left(t, \cdot, v_{1}\right)-\mathscr{D}\left(t, \cdot, v_{2}\right)\right|_{0} \leqslant K_{i}\left|v_{1}-v_{2}\right|_{0}
$$

for every $\mathscr{D} \in \Lambda_{i}$, and $v_{1}, v_{2} \in L^{\infty}(0,1)$.
We will further assume that the sets $\Lambda_{i}$ are compact in the following sense:
(A6) Any sequence in $\Lambda_{i}$ has a convergent subsequence $\left\{\mathscr{D}^{k}\right\}$ with limit $\mathscr{D}$ in $\Lambda_{i}$ in the sense that

$$
\left|\mathscr{D}^{k}(t, \cdot, v)-\mathscr{D}(t, \cdot, v)\right|_{\infty}^{2} \rightarrow 0 \quad \text { in } H^{0}(0, T)
$$

for every $v \in L^{\infty}(0,1)$.
We turn next to a discussion of the admissible class $\mathscr{F}=\mathscr{Y}_{1} \times \mathscr{F}_{2}$ of reaction nonlinearities. We assume that there exist numbers $w_{i}>0$ such that $f_{i}$ is constant for all $\left(\eta_{1}, \eta_{2}\right)$ outside $W \equiv W_{1} \times W_{2}$, where $W_{i} \equiv\left[0, w_{i}\right]$. Hence it is sufficient to estimate $f_{i}$ on the bounded region $W$. We will further assume that each $\mathscr{F}_{i}$ is a compact subset of $C(W)$. Finally, we assume that each $f \in \mathscr{F}_{i}$ satisfies a Lipschitz condition of the following form:
(B1) $\left|f\left(\eta_{1}, \eta_{2}\right)-f\left(\xi_{1}, \xi_{2}\right)\right| \leqslant \mu\left(\left|\eta_{1}-\xi_{1}\right|+\left|\eta_{2}-\xi_{2}\right|\right)$ for every $f \in \mathscr{F}_{i}$ and all $\left(\eta_{1}, \eta_{2}\right),\left(\xi_{1}, \xi_{2}\right) \in \mathbb{R}^{2}$.

Before stating the parameter estimation problem precisely, we first rewrite the original equation (1) in weak, or variational, form. We shall use the notation $\vec{f}=\left(f_{1}, f_{2}\right)^{T}$ to denote a vector function, $D \vec{f}=\left(D f_{1}, D f_{2}\right)^{T}$, $\overline{\mathscr{D}}(t, x, \bar{u})=\left(\mathscr{\mathscr { O }}_{1}\left(t, x, u_{1}\right), \mathscr{\mathscr { O }}_{2}\left(t, x, u_{2}\right)\right)^{T}$, and $\langle\cdot, \cdot\rangle,|\cdot|$ will be used to represent the inner product and norm for either $H^{0}(0,1)$ or $H^{0}(0,1) \times H^{0}(0,1)$ whenever it is clear from the context which is meant. Equation (1) is then equivalent to

$$
\begin{gather*}
\left\langle\bar{u}_{i}, \bar{\varphi}\right\rangle+\langle\overline{\mathscr{D}}(t, \cdot, \bar{u}) \otimes D \bar{u}, D \bar{\varphi}\rangle=\langle\bar{f}(\bar{u}), \bar{\varphi}\rangle \\
\text { for all } \bar{\varphi} \in H^{1}(0,1) \times H^{1}(0,1),  \tag{2}\\
\bar{u}(0, \cdot)=\bar{u}_{0}
\end{gather*}
$$

We will introduce an approximation scheme and pose a parameter estimation problem involving approximating (computationally tractable) differential equations. We are interested in questions of convergence for our numerical schemes. We want to know when one can expect that optimal parameter fits obtained using this approximating system (call these parameters $q^{N}$ ) will yield useful information regarding best-fit parameters for the original system (call these parameters $q^{*}$ ), i.e., we want to prove that $q^{N} \rightarrow q^{*}$ as $N \rightarrow \infty$, in some sense. As we shall see, assumptions (A1)-(A6) and (B1) are conditions under which we can argue subsequen-
tial convergence of parameters. We are not focusing on questions of existence and uniqueness here; we defer such questions to a separate investigation. For this paper we will simply assume that members of $A$ and $\mathscr{F}$ possess sufficient regularity to guarantee that solutions of (2) satisfy
(C1) $\bar{u} \in I^{0}\left([0, T] ; W^{1, \infty}(0,1) \times W^{1, \infty}(0,1)\right)$ and $\bar{u}_{t} \in L^{1}([0, T] ;$ $\left.H^{0}(0,1) \times H^{0}(0,1)\right)$.

Let $Q=\Lambda_{1} \times \Lambda_{2} \times \mathscr{F}_{1} \times \mathscr{F}_{2}$ denote the admissible parameter set. Given data $\bar{y}^{j}(x)=\left(y_{1}^{j}(x), y_{2}^{j}(x)\right)$ corresponding to a solution of (1) or (2), at various time observations $\left\{t_{j}\right\}_{j=1}^{n}$, we state the parameter estimation or identification problem as:

Find $q=\left(\mathscr{D}_{1}, \mathscr{D}_{2}, f_{1}, f_{2}\right) \in Q$ which minimizes

$$
\begin{equation*}
J(q)=\sum_{j=1}^{n}\left|\bar{y}^{j}-\bar{u}\left(t_{j}, \cdot ; q\right)\right|^{2} \tag{ID}
\end{equation*}
$$

subject to $\bar{u}$ a solution of (2).
We assume that a sequence of approximating state subspaces $H^{N} \subset$ $H^{1}(0,1)$ has been chosen (in our case, these are based on spline functions); we then define $P^{N}$ to be the orthogonal projection (in the $H^{0}$ topology) of $H^{1}$ onto $H^{N}$. We will discuss the construction of $H^{N}$ in more detail when we present our numerical results in a later section. For now, we will assume the projections and spline subspaces are such that the following convergence statement holds (the spline schemes we have used satisfy such hypotheses):
(D1) Let $P_{N}=P^{N} \times P^{N}:\left(H^{1} \times H^{1}\right) \rightarrow\left(H^{N} \times H^{N}\right)$. If $\bar{\varphi} \in H^{0} \times H^{0}$ then $\left|P_{N} \bar{\varphi}-\bar{\varphi}\right| \rightarrow 0$ as $N \rightarrow \infty$; if $\bar{\varphi} \in H^{1} \times H^{1}$, then $\left|D\left(P_{N} \bar{\varphi}-\bar{\varphi}\right)\right| \rightarrow 0$ as $N \rightarrow \infty$.

Given such an approximation family, for each $N$ we define an approximating equation to (2) by

$$
\begin{align*}
\left\langle\bar{u}_{t}^{N}, \bar{\varphi}\right\rangle+\left\langle\overline{\mathscr{D}}\left(t, \cdot, \bar{u}^{N}\right) \otimes D \bar{u}^{N}, D \bar{\varphi}\right\rangle & =\left\langle\bar{f}\left(\bar{u}^{N}\right), \bar{\varphi}\right\rangle \quad \text { for all } \bar{\varphi} \in H^{N} \times H^{N} \\
\bar{u}^{N}(0, \cdot) & =P_{N} \bar{u}_{0} . \tag{N}
\end{align*}
$$

The associated approximate identification problems can then be stated as Find $q \in Q$ which minimizes

$$
\begin{align*}
J^{N}(q)= & \sum_{j=1}^{n}\left|\bar{y}^{j}-\bar{u}^{N}\left(t_{j}, \cdot ; q\right)\right|^{2}  \tag{N}\\
& \text { subject to } \bar{u}^{N} \text { a solution of }\left(2^{N}\right)
\end{align*}
$$

To actually implement these ideas (i.e., to compute the minimizer $q$ of $J^{N}$ ), one has to either parametrize or approximate the infinite-dimensional
parameter set $Q$. We shall return to this point in later discussions. Suppose for now that we have generated a sequence of solutions $\left\{q^{N}\right\}$ for the problems $\left\{\mathrm{ID}^{N}\right\}$. We are guaranteed that such solutions exist by the continuity of $J^{N}$ in $q$ (that $J^{N}$ is continuous in $q$ follows from the continuity of the approximate solutions $\bar{u}^{N}$; this continuity can be seen most clearly from the ordinary differential equation representation of $\left(2^{N}\right)$ which will be discussed in Section 4) and the compactness (by assumption) of $Q$. The compactness of $Q$ also ensures that a subsequence of $\left\{q^{N}\right\}$ converges to a limit in $Q$. We would like to know that this limit is a solution of (ID); as argued in previous work by these authors and others (see, for example, $[2,3]$ ), this result follows once we show that for an arbitrary sequence $\left\{q^{N}\right\} \subset Q, q^{N} \rightarrow q$ in $Q$ implies $\bar{u}^{N}\left(t ; q^{N}\right) \rightarrow \bar{u}(t ; q)$ in $H^{0}(0,1) \times H^{0}(0,1)$, for each $t$ in $[0, T]$, where $\bar{u}^{N}\left(t ; q^{N}\right)$ represents the solution of $\left(2^{N}\right)$ using the parameters $q^{N}$, and $\bar{u}(t ; q)$ represents the solution of (2) using $q$. Using the convergence statement (D1), and the triangle inequality $\left|\bar{u}^{N}\left(t ; q^{N}\right)-\bar{u}(t ; q)\right| \leqslant\left|\bar{u}^{N}\left(t ; q^{N}\right)-P_{N} \bar{u}(t ; q)\right|+\left|P_{N} \bar{u}(t ; q)-\bar{u}(t ; q)\right|$, we see that we need only prove that $\left|\bar{u}^{N}\left(t ; q^{N}\right)-P_{N} \bar{u}(t ; q)\right| \rightarrow 0$ as $N \rightarrow \infty$ for each $t$ in $[0, T]$ in order to obtain the desired result. Henceforth, we shall use the notation $\bar{u}^{N}=\bar{u}^{N}\left(t ; q^{N}\right), \bar{u}=\bar{u}(t ; q)$, and we shall let $\bar{z}^{N}=\bar{u}^{N}-P_{N} \bar{u}$ (note that $\bar{z}^{N}(t) \in H^{N} \times H^{N}$ ); moreover, we shall assume $q^{N} \rightarrow q$ in $Q$ (i.e., for $i=1,2, \mathscr{D}_{i}^{N} \rightarrow \mathscr{D}_{i}$ in the sense of (A6) and $f_{i}^{N} \rightarrow f_{i}$ in $C(W)$ ). Using Eqs. (2) and ( $2^{N}$ ), we have for any $\psi \in H^{N} \times H^{N} \subset H^{1} \times H^{1}$

$$
\begin{aligned}
\left\langle\bar{z}_{t}^{N}, \bar{\psi}\right\rangle= & \left\langle\bar{u}_{i}^{N}-\bar{u}_{t}, \Psi\right\rangle+\left\langle\left(I-P_{N}\right) \bar{u}_{t}, \bar{\psi}\right\rangle \\
= & \left\langle\overline{\mathscr{D}}(\bar{u}) \otimes D \bar{u}-\overline{\mathscr{D}}^{N}\left(\bar{u}^{N}\right) \otimes D \bar{u}^{N}, D \bar{\psi}\right\rangle+\left\langle\bar{f}^{N}\left(\bar{u}^{N}\right)-\bar{f}(\bar{u}), \bar{\psi}\right\rangle \\
& +\left\langle\left(I-P_{N}\right) \bar{u}_{t}, \bar{\psi}\right\rangle .
\end{aligned}
$$

If we choose $\bar{\psi}=\bar{z}^{N}$ in the above equation, we get

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left|\bar{z}^{N}\right|^{2}= & \left\langle\overline{\mathscr{D}}(\bar{u}) \otimes D \bar{u}-\overline{\mathscr{D}}^{N}\left(\bar{u}^{N}\right) \otimes D \bar{u}^{N}, D \bar{z}^{N}\right\rangle+\left\langle\bar{f}^{N}\left(\bar{u}^{N}\right)-\bar{f}(\bar{u}), \bar{z}^{N}\right\rangle \\
& +\left\langle\left(I-P_{N}\right) \bar{u}_{t}, \bar{z}^{N}\right\rangle . \tag{3}
\end{align*}
$$

Let us consider each component of the first term on the right-hand side of Eq. (3), $\left\langle\mathscr{D}_{i}\left(u_{i}\right) D u_{i}-\mathscr{D}_{i}^{N}\left(u_{i}^{N}\right) D u_{i}^{N}, D z_{i}^{N}\right\rangle$. For convenience, we shall drop the subscript $i$ in the following estimates. We have

$$
\begin{aligned}
\langle\mathscr{D}(u) & \left.D u-\mathscr{D}^{N}\left(u^{N}\right) D u^{N}, D z^{N}\right\rangle \\
= & \left\langle\mathscr{D}(u) D u-\mathscr{D}^{N}\left(u^{N}\right) D P^{N} u, D z^{N}\right\rangle-\left\langle\mathscr{D}^{N}\left(u^{N}\right) D z^{N}, D z^{N}\right\rangle \\
\leqslant & \left\langle\mathscr{D}(u) D u-\mathscr{D}^{N}\left(u^{N}\right) D P^{N} u, D z^{N}\right\rangle-\theta\left|D z^{N}\right|^{2} \\
= & \left\langle\left(\mathscr{D}(u)-\mathscr{D}^{N}(u)\right) D u, D z^{N}\right\rangle+\left\langle\left(\mathscr{D}^{N}(u)-\mathscr{D}^{N}\left(u^{N}\right)\right) D u, D z^{N}\right\rangle \\
& +\left\langle\mathscr{D}^{N}\left(u^{N}\right)\left(D u-D P^{N} u\right), D z^{N}\right\rangle-\theta\left|D z^{N}\right|^{2}
\end{aligned}
$$

$$
\begin{aligned}
\leqslant & \frac{1}{2 c}\left|\left(\mathscr{D}(u)-\mathscr{D}^{N}(u)\right) D u\right|^{2}+\frac{c}{2}\left|D z^{N}\right|^{2}+\frac{1}{2 c}\left|\left[\mathscr{D}^{N}(u)-\mathscr{D}^{N}\left(u^{N}\right)\right] D u\right|^{2} \\
& +\frac{c}{2}\left|D z^{N}\right|^{2}+\frac{1}{2 c}\left|\mathscr{D}^{N}\left(u^{N}\right)\left(D u-D P^{N} u\right)\right|^{2}+\frac{c}{2}\left|D z^{N}\right|^{2}-\theta\left|D z^{N}\right|^{2} \\
\leqslant & \frac{1}{2 c}|D u|^{2}\left|\mathscr{D}(u)-\mathscr{D}^{N}(u)\right|_{\infty}^{2}+\frac{1}{2 c}|D u|_{\infty}^{2}\left|\mathscr{D}^{N}(u)-\mathscr{D}^{N}\left(u^{N}\right)\right|^{2} \\
& +\frac{1}{2 c}\left|\mathscr{D}^{N}\left(u^{N}\right)\left(D u-D P^{N} u\right)\right|^{2}+\left(\frac{3 c}{2}-\theta\right)\left|D z^{N}\right|^{2} \\
\leqslant & \frac{1}{2 c}|D u|^{2}\left|\mathscr{D}(u)-\mathscr{D}^{N}(u)\right|_{\infty}^{2}+\frac{K^{2}}{2 c}|D u|_{\infty}^{2}\left|u-u^{N}\right|^{2}+\frac{\Theta^{2}}{2 c}\left|D\left(u-P^{N} u\right)\right|^{2} \\
& +\left(\frac{3 c}{2}-\theta\right)\left|D z^{N}\right|^{2} \\
\leqslant & \frac{1}{2 c}|D u|^{2}\left|\mathscr{D}(u)-\mathscr{D}^{N}(u)\right|_{\infty}^{2}+\frac{K^{2}}{c}|D u|_{\infty}^{2}\left(\left|u-P^{N} u\right|^{2}+\left|z^{N}\right|^{2}\right) \\
& +\frac{\Theta^{2}}{2 c}\left|D\left(u-P^{N} u\right)\right|^{2}+\left(\frac{3 c}{2}-\theta\right)\left|D z^{N}\right|^{2},
\end{aligned}
$$

where we have used (A2), (A5), and (A3), and $c$ is any positive constant. If we choose $c=\theta / 2$, we obtain

$$
\begin{aligned}
& \left\langle\mathscr{D}(u) D u-\mathscr{D}^{N}\left(u^{N}\right) D u^{N}, D z^{N}\right\rangle \leqslant \frac{1}{\theta}|D u|^{2}\left|\mathscr{D}(u)-\mathscr{D}^{N}(u)\right|_{\infty}^{2} \\
& \quad+\frac{2 K^{2}}{\theta}|D u|_{\infty}^{2}\left(\left|u-P^{N} u\right|^{2}+\left|z^{N}\right|^{2}\right)+\frac{\Theta^{2}}{\theta}\left|D\left(u-P^{N} u\right)\right|^{2}
\end{aligned}
$$

Defining $k_{1}(t)=\max _{i=1,2}\left(\left(1 / \theta_{i}\right)\left|D u_{i}\right|^{2}\right), k_{2}(t)=\max _{i=1,2}\left(\left(2 K_{i}^{2} / \theta_{i}\right)\left|D u_{i}\right|_{\infty}^{2}\right)$, $k_{3}=\max _{i=1,2}\left(\Theta_{i}^{2} / \theta_{i}\right)$, and combining the above inequality with (3), we have

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left|\bar{z}^{N}\right|^{2} \leqslant & k_{1}(t)\left|\overline{\mathscr{D}}(\bar{u})-\overline{\mathscr{D}}^{N}(\bar{u})\right|_{\infty}^{2}+k_{2}(t)\left(\left|\left(I-P_{N}\right) \bar{u}\right|^{2}+\left|\bar{z}^{N}\right|^{2}\right) \\
& +k_{3}\left|D\left(\bar{u}-P_{N} \bar{u}\right)\right|^{2}+\frac{1}{2}\left|\bar{f}^{N}\left(\bar{u}^{N}\right)-\bar{f}(\bar{u})\right|^{2} \\
& +\frac{1}{2}\left|\left(I-P_{N}\right) \bar{u}_{t}\right|^{2}+\left|\bar{z}^{N}\right|^{2} . \tag{4}
\end{align*}
$$

From (B1), it follows that

$$
\begin{aligned}
\left|\bar{f}^{N}\left(\bar{u}^{N}\right)-\bar{f}(\bar{u})\right|^{2} & \leqslant 2\left|\bar{f}^{N}\left(\bar{u}^{N}\right)-\bar{f}^{N}(\bar{u})\right|^{2}+2\left|\bar{f}^{N}(\bar{u})-\bar{f}(\bar{u})\right|^{2} \\
& \leqslant 4 \mu^{2}\left|\bar{u}^{N}-\bar{u}\right|^{2}+2\left|\bar{f}^{N}(\bar{u})-\bar{f}(\bar{u})\right|^{2} \\
& \leqslant 8 \mu^{2}\left|\bar{z}^{N}\right|^{2}+8 \mu^{2}\left|P_{N} \bar{u}-\bar{u}\right|^{2}+2\left|\bar{f}^{N}(\bar{u})-\bar{f}(\bar{u})\right|^{2} .
\end{aligned}
$$

Finally, substituting the above inequality into (4), we obtain

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left|\bar{z}^{N}\right|^{2} \leqslant & \left(k_{2}(t)+1+4 \mu^{2}\right)\left|\bar{z}^{N}\right|^{2}+k_{1}(t)\left|\overline{\mathscr{D}}(\bar{u})-\overline{\mathscr{D}}^{N}(\bar{u})\right|_{\infty}^{2} \\
& +\left|\bar{f}^{N}(\bar{u})-\bar{f}(\bar{u})\right|^{2}+\left(k_{2}(t)+4 \mu^{2}\right)\left|\left(I-P_{N}\right) \bar{u}\right|^{2} \\
& +k_{3}\left|D\left(\bar{u}-P_{N} \bar{u}\right)\right|^{2}+\frac{1}{2}\left|\left(I-P_{N}\right) \bar{u}_{t}\right|^{2} .
\end{aligned}
$$

If we define $\omega(t)=2 k_{2}(t)+2+8 \mu^{2}$ and

$$
\begin{aligned}
h^{N}(t)= & 2 k_{1}(t)\left|\overline{\mathscr{D}}(\bar{u})--\overline{\mathscr{D}}^{N}(\bar{u})\right|_{\infty}^{2}+2\left|\bar{f}^{N}(\bar{u})-\bar{f}(\bar{u})\right|^{2} \\
& +2\left(k_{2}(t)+4 \mu^{2}\right)\left|\left(I-P_{N}\right) \bar{u}\right|^{2}+2 k_{3}\left|D\left(\left(I-P_{N}\right) \bar{u}\right)\right|^{2} \\
& +\left|\left(I-P_{N}\right) \bar{u}_{t}\right|^{2}
\end{aligned}
$$

then the above estimate is of the form

$$
\frac{d}{d t}\left|\bar{z}^{N}\right|^{2} \leqslant \omega(t)\left|\bar{z}^{N}\right|^{2}+h^{N}(t)
$$

It follows from the convergence $q^{N} \rightarrow q$ in $Q$, the smoothness assumptions, (C1), made about the solution of (2), and (D1) that $h^{N} \rightarrow 0$ in $L^{\prime}(0, T)$ as $N \rightarrow \infty$; the assumptions in (C1) also ensure that $\omega \in L^{1}(0, T)$, and hence, the Gronwall lemma implies that $\left|\bar{z}^{N}\right|^{2} \rightarrow 0$ as $N \rightarrow \infty$, as desired.

The above estimates, together with the discussion preceding them, provide the essentials of the proof of the following theorem.

Theorem. Consider model equation (1). Suppose we search for $q=\left(\mathscr{D}_{1}, \mathscr{D}_{2}, f_{1}, f_{2}\right)$ in $Q=\Lambda_{1} \times \Lambda_{2} \times \mathscr{F}_{1} \times \mathscr{F}_{2}$, where we assume $\Lambda_{1}, \Lambda_{2}$ satisfy assumptions (A1)-(A4) and (A6), and $\mathscr{F}_{1}, \mathscr{F}_{2}$ satisfy (B1) and are compact subsets of $C(W)$; we further assume that Eq.(1) has a solution satisfying (C1), and we have an approximation scheme which satisfies (D1). Then, for each $N,\left(\mathrm{ID}^{N}\right)$ has a solution $q^{N}$, and there is a subsequence $\left\{q^{N_{k}}\right\}$ with the property that $q^{N_{k}} \rightarrow q$ in $Q$, with $q$ a solution of (ID).

## 3. Specific Examples

In this section we discuss a particular class of examples that are included as a special case of the theoretical framework developed in the previous section. This class of examples involves models that have been suggested to describe the dynamics of populations in which density-dependent dispersal and nonlinear growth/death, etc., are important components.

Density-dependent "diffusion" has been discussed by several authors, in various forms (see, for example, [11], or [14, 15]). The form we chose to consider here is

$$
\mathscr{D}_{i}(t, x, \gamma)= \begin{cases}\ell_{i}(t, x) & \text { for } \gamma<\underline{\gamma}_{i}(t, x) \\ \alpha_{i}(t, x)+\beta_{i}(t, x) \gamma & \text { for } \gamma_{i}(t, x) \leqslant \gamma \leqslant \bar{\gamma}_{i}(t, x) \\ L_{i}(t, x) & \text { for } \gamma>\bar{\gamma}_{i}(t, x),\end{cases}
$$

where, to satisfy the continuity in $\gamma$ assumed in (A1), we require that $\ell_{i}(t, x) \equiv \alpha_{i}(t, x)+\beta_{i}(t, x) \underline{\gamma}_{i}(t, x) \quad$ and $\quad L_{i}(t, x) \equiv \alpha_{i}(t, x)+\beta_{i}(t, x) \bar{y}_{i}(t, x) ;$ Fig. 1 is the graph of a typical such $\mathscr{D}_{i}(t, x, \gamma)$ vs. $\gamma$ for a fixed $t$ and $x$. One biological interpretation of the diffusion represented by such a $\mathscr{D}_{i}$, in the case of insects, for example, is as follows: At sufficiently low densities, the insects disperse with a density-independent basal value. Once a certain threshold density has been reached, they begin to disperse at a rate which increases with increasing density; at high density, the dispersal rate saturates at a maximum, density-independent value. This dispersal coefficient could be used to model a population which is sensitive to overcrowding effects-the saturation is indicative of the fact that insects can only move so fast, despite an inhospitable environment.


Figure 1

We will make some further assumptions in order that this particular form of $\mathscr{D}_{i}$ will fit into the theory outlined in Section 2. We assume for $i=1,2$ that $\alpha_{i} \in A, \beta_{i} \in B, \gamma_{i} \in \underline{\Gamma}$, and $\bar{\gamma}_{i} \in \bar{\Gamma}$, where

$$
\begin{aligned}
& A=\left\{\alpha \in L^{\infty}([0, T] \times[0,1]) \mid \underline{a} \leqslant \alpha(t, x) \leqslant \bar{a} \text { a.e. }\right\}, \\
& B=\left\{\beta \in L^{\infty}([0, T] \times[0,1]) \mid \underline{b} \leqslant \beta(t, x) \leqslant \bar{b} \text { a.e. }\right\}, \\
& \underline{\Gamma}=\left\{\gamma \in L^{\infty}([0, T] \times[0,1]) \mid \underline{c}_{1} \leqslant \gamma(t, x) \leqslant \bar{c}_{1} \text { a.e. }\right\}, \\
& \bar{\Gamma}=\left\{\gamma \in L^{\infty}([0, T] \times[0,1]) \mid \underline{c}_{2} \leqslant \gamma(t, x) \leqslant \bar{c}_{2} \text { a.e. }\right\},
\end{aligned}
$$

and $\underline{a}, \bar{a}, \underline{b}, \bar{b}, \underline{c}_{1}, \bar{c}_{1}, \underline{c}_{2}, \bar{c}_{2}$ are all positive constants with $\underline{c}_{2}>\bar{c}_{1}$. With these assumptions, it is straightforward to verify that (A2)-(A4) are satisfied. Furthermore, the compactness condition, (A6), is satisfied if we assume that each of the sets $A, B, \Gamma, \bar{\Gamma}$ is a compact subsct of $C([0, T] \times$ $[0,1]$ ). (We could impose weaker compactness conditions and still remain within our established theory; however, these weaker compactness assumptions are harder to characterize, and thus more difficult to implement numerically.) At this point, we have reduced the estimation of $\mathscr{D}_{i}$ to the estimation of a set of temporally and spatially varying coefficients. In our numerical examples (in the next section) we further reduce $\alpha_{i}, \beta_{i}, \gamma_{i}, \bar{\gamma}_{i}$ to constants. We remark, however, that truly temporally and spatially varying coefficients have been successfully estimated in other contexts and could be here as well. Following the ideas presented in $[5,6]$, we could, under stronger assumptions on the parameter sets $A, B, \bar{\Gamma}, \underline{\Gamma}$, develop an extension of our theory, in which we search for unknown functional parameters within finite-dimensional approximation spaces $A^{M}, B^{M}, \bar{\Gamma}^{M}, \Gamma^{M}$. In this case the parameter approximation space $A^{M}=A^{M} \times B^{M} \times \underline{\Gamma}^{M} \times \bar{\Gamma}^{M} \times A^{M} \times$ $B^{M} \times \underline{\Gamma}^{M} \times \bar{\Gamma}^{M}$ would be chosen in such a way that we could expect $\Lambda^{M}$ to approximate $\Lambda$ in an appropriate sense, with better approximation for larger $M$. We direct the interested reader to [5] for details (both theoretical and numerical) of one such approach; there the authors wish to estimate a function $q(t, x)$. Using either bilinear or bicubic spline subspaces, they estimate $q^{M}(t, x)=\sum_{i, j=0}^{M} \delta_{i j} \beta_{i}(t) \rho_{j}(x)$, where $\delta_{i j}$ are constants (the unknowns which are estimated) and $\beta_{i}, \rho_{j}$ are (known) spline basis elements.

In many of our numerical examples, we have assumed a parametrized form for the reaction nonlinearity terms. We were motivated by a biological application (see [4]) in which Eq. (1) represents the population dynamics of a predator-prey relationship, with $u_{1}$ the density of prey and $u_{2}$ the density of predator. The function $f_{1}$ encompasses population growth of prey and loss due to predation, while $f_{2}$ is a combination of emigration and immigration of predator. The mechanisms for such a model have classical representations. Specifically, we consider cases where $f_{1}\left(u_{1}, u_{2}\right)=$
$r\left(u_{1}\right)-p\left(u_{1}, u_{2}\right)$ and $f_{2}\left(u_{1}, u_{2}\right)=i-e\left(u_{1}, u_{2}\right) ;$ here $r\left(u_{1}\right)=r_{1} u_{1}+r_{2} u_{1}^{2}-$ $r_{3} u_{1}^{3}$ is the growth rate of the prey, $p\left(u_{1}, u_{2}\right)=p_{1} u_{1} u_{2}$ represents predation on prey, $i$ is the rate of immigration (assumed constant) of predator, and $e\left(u_{1}, u_{2}\right)=u_{2} \Phi\left(u_{1} ; \bar{e}\right)$ is a predator emigration term (we have parametrized $\Phi$ in terms of an unknown vector $\bar{e}$ in several ways to be discussed in the next section). Both $f_{1}$ and $f_{2}$ are assumed to be constant outside some region $W$ (defined in Section 2). The interested reader can find a discussion of the biological justification for such forms of $f_{i}$ in [4]. With these parametrizations, the estimation of $f_{1}, f_{2}$ is reduced to the estimation of the constants $r_{i}, p_{i}, i, e_{i}$. If we search for these constants within a set of compact subsets of $\mathbb{R}$, then all our required assumptions about the reaction nonlinearities are met, and such examples fit into the theory established above.

In some situations it may be desirable to estimate the shapes of unknown functions without an a priori parametrization. Such procedures can also be treated in the context of the mathematical and computational framework presented in this paper. To illustrate the ideas involved, consider the case where one wishes to estimate a reproduction term $r$ (i.e., assume $f_{1}\left(u_{1}, u_{2}\right) \equiv r\left(u_{1}\right)$ without assuming $r$ is necessarily cubic) within a given family $\mathscr{F}_{1}=\left\{f \in W^{\mathbf{i}, \infty}\left(W_{1}\right)\left|f(0)=0,|D f|_{\infty} \leqslant \mu,|f|_{\infty} \leqslant v\right\}\right.$, where $W_{1}$ is defined in Section 2, $\mu$ and $v$ are positive constants. The set $\mathscr{F}_{1}$ is a compact subset of $C\left(W_{1}\right)$, and each $f \in \mathscr{F}_{1}$ satisfies (B1). Let $S_{1}^{M}\left(W_{1}\right)$ denote the subspace of piecewise linear functions on $W_{1}=\left[0, w_{1}\right]$ with knots at $t_{j} \equiv j w_{1} / M, 0 \leqslant j \leqslant M$ (see [12]); this subspace is spanned by the "hat" functions, or linear spline elements. Define $\mathscr{F}_{1}^{M}=\mathscr{F}_{1} \cap S_{1}^{M}\left(W_{1}\right)$. The set $\mathscr{\mathscr { F }}_{1}^{M}$ is also compact in $C\left(W_{1}\right)$, as $\mathscr{F}_{1}$ is compact, and $S_{1}^{M}\left(W_{1}\right)$ is closed in $C\left(W_{1}\right)$. Moreover, we can characterize $\mathscr{F}_{1}^{M}$ as $i^{M} \mathscr{F}_{1}$, where $i^{M}$ is the interpolating operator from $W^{1, \infty}\left(W_{1}\right)$ to $S_{1}^{M}\left(W_{1}\right)$ (i.e., for any $f \in W^{1, \infty}, i^{M} f$ is the unique element in $S_{1}^{M}$ satisfying $i^{M} f\left(t_{j}\right)=f\left(t_{j}\right)$ for $\left.j=0,1, \ldots, M\right)$. We restate the approximate parameter estimation problem as minimize $J^{N}$ over $Q^{M}$ wherc $Q^{M}-A_{1} \times A_{2} \times \mathscr{F}_{1}^{M} \times \mathscr{F}_{2}$. (For casc in cxposition, we have assumed that all other parameters besides $f_{1}=r$ are constant, or have been parametrized resulting in a set of constants.) If we define $I^{M}=\mathrm{id} \times \mathrm{id} \times i^{M} \times \mathrm{id}$, where id is the identity map, then we can write $Q^{M}=I^{M} Q$. The sets $Q^{M}$ for each $M$ are compact, implying that a solution $q^{N, M}$ will exist for every $N, M$. Moreover, since $q^{N, M} \in Q^{M}$ and $Q^{M} \subset Q$, we have a sequence $\left\{q^{N, M}\right\}$ in the compact set $Q$; thus a subsequence $\left\{q^{N_{j}, M_{k}}\right\}$ exists in $Q$ with $q^{N_{j}, M_{k}} \rightarrow q^{*} \in Q$ as $N_{j}, M_{k} \rightarrow \infty$. We claim that this limit, $q^{*}$, is a solution of (ID). By the definition of $q^{N_{j}, M_{k}}$, we have $J^{N_{j}}\left(q^{N_{j}, M_{k}}\right) \leqslant$ $J^{N_{j}}(q)$ for all $q \in Q^{M_{k}}$, which implies that $J^{N_{j}}\left(q^{N_{j}, M_{k}}\right) \leqslant J^{N_{j}}\left(I^{M_{k}} q\right)$ for all $q \in Q$. We now use our earlier result (with a relabeling of sequences) and let $N_{j}, M_{k} \rightarrow \infty$. It follows that $J\left(q^{*}\right) \leqslant J(q)$ for all $q \in Q$ (standard spline estimates, see, for example, [13], can be used to argue that $I^{M_{k}} q \rightarrow q$ as
$\left.M_{k} \rightarrow \infty\right)$. Estimation of nonlinearities in $p\left(u_{1}, u_{2}\right)$ or $e\left(u_{1}, u_{2}\right)$ could be treated in a similar manner. In the next section we present examples in which we estimate $r\left(u_{1}\right)$ and $\Phi\left(u_{1} ; \bar{e}\right)$, without a priori parametrizations.

## 4. Numerical Implementation and Examples

In this section we describe some of our computational experiences with the methods described above. We were motivated by the problem of fitting field data from an experiment involving a ladybug-aphid predator-prey interaction [8-10]. Before (and concurrent with) fitting real data, we test our packages using simulated data. This serves to ensure that our codes work, as well as giving us insight into the limitations and sensitivities of our algorithm. To create a test example, we choose "true" values of the parameters, then use these values to solve the model equations, giving us our "data." In some cases we construct our example in such a way that we have an analytic solution, in others we generate data numerically, with an independent PDE solver (for the examples reported here we have used MOL1D-a subroutine package for the numerical solution of PDEs, developed by James M. Hyman at Los Alamos Scientific Laboratory).

In all our test examples, we have used dispersion parameters $\mathscr{D}$ which are either constant or of the form $\mathscr{D}_{i}=\mathscr{D}_{i}\left(u_{i}\right)$; nonc has time or spatial dependence. Thus, in the derivations to follow, we assume $\mathscr{D}_{i}=\mathscr{D}_{i}\left(u_{i}\right)$. For later reference, the model equations we consider are

$$
\begin{align*}
\frac{\partial u_{1}}{\partial t} & =\frac{\partial}{\partial x}\left(\mathscr{D}_{1}\left(u_{1}\right) \frac{\partial u_{1}}{\partial x}\right)+f_{1}\left(u_{1}, u_{2}\right), \\
\frac{\partial u_{2}}{\partial t} & =\frac{\partial}{\partial x}\left(\mathscr{D}_{2}\left(u_{2}\right) \frac{\partial u_{2}}{\partial x}\right)+f_{2}\left(u_{1}, u_{2}\right), \\
u_{i}(t, 0) & =u_{i}(t, 1)=0  \tag{5}\\
u_{i}(0, x) & =\Psi_{i}(x) .
\end{align*}
$$

Once we have chosen the state approximation subspace $H^{N}$, a system of ordinary differential equations equivalent to $\left(2^{N}\right)$ can be derived. Suppose $\left\{B_{i}(x)\right\}_{i=1}^{N 1}$ is a basis for $H^{N}$; in all examples below, we have chosen $\left\{B_{i}\right\}$ to be the cubic $B$-splines on the mesh $\left\{x_{i}\right\}$ given by $x_{i}=i / N, i=0,1, \ldots, N$ (see [12]), but other choices of elements can fit into our theory.

Then $u_{i}^{N}(t, \cdot) \in H^{N}$ implies that $u_{i}^{N}(t, x)=\sum_{j=1}^{N 1} w_{i j}(t) B_{j}(x)$ (for $i=1,2$ ), and requiring that ( $2^{N}$ ) hold for all $\bar{\varphi} \in H^{N} \times H^{N}$ is equivalent to requiring
that $\left\{w_{1 j}\right\}_{j=1}^{N 1}$ and $\left\{w_{2 j}\right\}_{j=1}^{N 1}$ satisfy the following system of ordinary differential equations for all $k=1,2, \ldots, N 1$ : For $i=1$ and $i=2$,

$$
\begin{align*}
& \begin{array}{l}
\sum_{i=1}^{N 1}\left\langle B_{j}, B_{k}\right\rangle \dot{w}_{i j}+\left\langle\mathscr{D}_{i}\left(\sum_{l=1}^{N 1} w_{i l} B_{1}\right) \sum_{i=1}^{N 1} w_{i j} D B_{j}, D B_{k}\right\rangle \\
\quad=\left\langle f_{i}\left(\sum_{j=1}^{N 1} w_{1 j} B_{j}, \sum_{l=1}^{N 1} w_{2 l} B_{l}\right), B_{k}\right\rangle
\end{array} \\
& \sum_{j=1}^{N 1}\left\langle B_{j}, B_{k}\right\rangle w_{i j}(0)=\left\langle\Psi_{i}, B_{k}\right\rangle
\end{align*}
$$

In order to solve ( $\mathrm{ID}^{N}$ ), we will, for each fixed $N$, iterate on the unknown parameters $\mathscr{D}_{i}, f_{i}$; within each iteration, we must solve $\left(5^{N}\right)$ for $\left\{w_{1 j}\right\}_{j=1}^{N 1}$ and $\left\{w_{2 j}\right\}_{j=1}^{N 1}$ in order to form $J^{N}$.

First, for the purposes of illustration, consider the very simple case of $\mathscr{D}_{i}=$ constant and $f_{i} \equiv 0$. Then our equations are linear, and system $\left(5^{N}\right)$ can be written as $(i=1,2)$

$$
\begin{aligned}
& \mathscr{M} \dot{w}_{i}(t)=-\mathscr{\mathscr { D }}_{i} K w_{i}(t) \\
& \mathscr{M} w_{i}(0)=R
\end{aligned}
$$

where $\mathscr{M}$ is an $N 1 \times N 1$ matrix with entries $\mathscr{M}_{i j}=\left\langle B_{i}, B_{j}\right\rangle, K$ is an $N 1 \times N 1$ matrix with entries $K_{i j}=\left\langle D B_{i}, D B_{j}\right\rangle, R$ is a vector in $\mathbb{R}^{N 1}$ with entries $R_{j}=\left\langle\Psi_{i}, B_{j}\right\rangle$, and $w_{i}$ is the solution vector $w_{i}=\left(w_{i 1}, \ldots, w_{i N 1}\right)$ for $i=1,2$. In this simple case, the computations involved in solving (ID ${ }^{N}$ ) would not be intensive; the entries of the matrices $\mathscr{M}$ and $K$ and the vector $R$ are computed as numerical quadratures, and stored once for a fixed $N$. An iteration on the parameter $\mathscr{D}_{i}$ requires a multiplication, and then solution of the system of differential equations. Once we introduce the nonlinearities, $f_{i}$, however, we must recalculate the quadratures represented by $\left\langle f_{i}, B_{k}\right\rangle$ in $\left(5^{N}\right)$ every time we iterate on $f_{i}$. These computations can be very unwieldy on a conventional computer especially with as many as 10 unknown parameters on which to iterate. This is the situation we encounter in the fairly simple model equation having constant diffusion and classical parametrizations for $f_{i}$ such as

$$
\begin{align*}
& f_{1}\left(u_{1}, u_{2}\right)=r_{1} u_{1}+r_{2} u_{1}^{2}-r_{3} u_{1}^{3}-p u_{1} u_{2}  \tag{6}\\
& f_{2}\left(u_{1}, u_{2}\right)=i-u_{2}\left(e_{1}+e_{2} \exp \left(-e_{3} u_{1}\right)\right)
\end{align*}
$$

in the bounded region $|\bar{u}| \leqslant K$, and $f_{1}, f_{2}$ constant in $\bar{u}$ outside this region. For polynomial functions in the states, we can alleviate some of the computational difficulties described above. Note, for example, that $r_{2}\left(u_{1}^{N}\right)^{2}=r_{2} \sum_{i=1}^{N 1} \sum_{j=1}^{N 1} w_{1 i} w_{1 j} B_{i} B_{j}$, so that $\left\langle r_{2}\left(u_{1}^{N}\right)^{2}, B_{k}\right\rangle=$
$r_{2} \sum_{i, j=1}^{N 1} w_{i} w_{j} \int_{0}^{1} B_{i} B_{j} B_{k} d x$. The numerical quadratures (specifically, the terms $\int_{0}^{1} B_{i} B_{j} B_{k} d x$ for all $i, j, k$-many of which would be zero due to the nature of the $B$-splines) can again be computed and stored once for each $N$. The differential equations to be solved for $\left\{w_{i j}\right\}$ will not be linear, and the construction of the right-hand sides of these differential equations will be more complicated than for the linear case. Yet much is saved over the brute force approach of recomputing numerical quadratures for every iteration on $r_{2}$. All the terms in $f_{i}$ except the exponential can be handled in a similar manner (e.g., the term containing $r_{3}$ involves the computations of $\int_{0}^{1} B_{i} B_{j} B_{k} B_{l} d x$ ). A linear diffusion term can also be treated in this way. If $\mathscr{D}_{i}(u)=\alpha_{i}+\beta_{i} u$, then we need to compute

$$
\begin{aligned}
& \left\langle\left(\alpha_{i}+\beta_{i} \sum_{l=1}^{N 1} w_{i l} B_{l}\right) \sum_{j=1}^{N 1} w_{i j} D B_{j}, D B_{k}\right\rangle \\
& \quad=\alpha_{i} \sum_{j=1}^{N 1} w_{i j}\left\langle D B_{j}, D B_{k}\right\rangle+\beta_{i} \sum_{l, j=1}^{N 1} w_{i l} w_{i j}\left\langle B_{l} D B_{j}, D B_{k}\right\rangle ;
\end{aligned}
$$

hence we need to compute and store $\int_{0}^{1} B_{i} D B_{j} D B_{k} d x$.
Our first examples were run on an IBM 3081; to keep our test problems manageable, we reduced the complexity in various ways, as will be apparent in the examples below. Later, we gained access to a CRAY (the $1 / \mathrm{S}$, then the $\mathrm{X} / \mathrm{MP}$ ) through Boeing Computer Services, under the auspices of NSF. We were then able to test more complex sample problems and some of these will be described below. Finally, we will conclude this section with some comments about our attempts to fit the field data mentioned earlier.

In all our test examples, we first chose "true" values for parameters (designated $q^{*}$ ), then generated "data" (as described above) at 11 equally spaced points in space and 3 equally spaced points in time. To generate a sequence of parameter cstimates with thesc data, we fix $N$ and choose an initial guess for parameter values ( $q^{0}$ ). We use the IMSL subroutine ZXSSQ (based on the Levenberg-Marquardt algorithm) to perform the optimization, resulting in a best fit $\hat{q}^{N}$. Within each iteration of ZXSSQ, the ordinary differential equations are solved with the IMSL subroutine DGEAR (based on Gear's method). We use the parameter estimate $\hat{q}^{N}$ obtained with the first value of $N$ as the initial guess to solve ( ID $^{N}$ ) at the next higher value of $N$, and so on.

Example 1. Our model equation is (5) with constant diffusions $\mathscr{D}_{1}$ and $\mathscr{D}_{2}$, and with $f_{1}$ as in (6) (here we have $K=10$ ), and $\Psi_{1}(x)=\Psi_{2}(x)=$ $4.0-16.0(x-0.5)^{2}$. This represents a full two-species interaction, and involves 10 parameters. For the purpose of testing the algorithm, with the

TABLE 1A

|  | Parameter values |  |  | Residual sum of squares |
| :--- | :--- | :--- | :--- | :--- |
| $r_{1}^{0}=2.0$ | $r_{2}^{0}=2.0$ | $r_{3}^{0}=2.0$ | $p^{0}=2.0$ |  |
| $\hat{r}_{1}^{4}=1.027$ | $\hat{r}_{2}^{4}=0.978$ | $\hat{r}_{3}^{4}=1.017$ | $\hat{p}^{4}=0.937$ | $J^{4}\left(\hat{q}^{4}\right)=0.434 \times 10^{-4}$ |
| $\hat{r}_{1}^{8}=0.977$ | $\hat{r}_{2}^{8}=1.054$ | $\hat{r}_{3}^{8}=1.039$ | $\hat{p}^{8}=0.956$ | $J^{8}\left(\hat{q}^{8}\right)=0.399 \times 10^{-5}$ |
| $r_{1}^{*}=1.0$ | $r_{2}^{*}=1.0$ | $r_{3}^{*}=1.0$ | $p^{*}=1.0$ |  |

TABLE 1B

| Parameter values |  | Residual sum of squares |  |
| :--- | :--- | :--- | :--- |
| $p^{0}=2.0$ | $e_{2}^{0}=18.0$ | $e_{3}^{0}=2.0$ |  |
| $\dot{p}^{4}=0.994$ | $\hat{e}_{2}^{4}=20.089$ | $\hat{e}_{3}^{4}=1.005$ | $J^{4}\left(\hat{q}^{4}\right)=0.412 \times 10^{-4}$ |
| $\hat{p}^{8}=0.997$ | $\hat{e}_{2}^{8}=20.092$ | $\hat{e}_{3}^{8}=1.005$ | $J^{8}\left(\hat{q}^{8}\right)=0.171 \times 10^{-5}$ |
| $p^{*}=1.0$ | $e_{2}^{*}=20.0$ | $e_{3}^{*}=1.0$ |  |

limitations of a conventional (i.e., scalar) computer, we search for only 3 or 4 of the parameters, assuming the others are known. The true values of the parameters are $\mathscr{D}_{1}^{*}=0.1, \mathscr{D}_{2}^{*}=0.5, \quad r_{1}^{*}=r_{2}^{*}=r_{3}^{*}=1.0, \quad p^{*}=1.0$, $e_{1}^{*}=1.0, e_{2}^{*}=20.0, e_{3}^{*}=1.0$, and $i^{*}-3.0$. We first estimated $r_{1}, r_{2}, r_{3}$, and $p$, holding all other parameters fixed at their true values. Our results are summarized in Table 1A. We present results in Table 1B from the estimation of $q=\left(p, e_{2}, e_{3}\right)$, holding all other parameters fixed at their true values.

Example 2. Next we consider a state-dependent coefficient $\mathscr{D}$. So that we could use an analytic solution to obtain our data, we considered a scalar equation (or a "one-species" model). In this case, we chose a solution, chose our parameters $\mathscr{D}$ and $f$, then introduced a term $F(t, x)$ into the differential equation, determined by

$$
F=\frac{\partial u}{\partial t}-\frac{\partial}{\partial x}\left(\mathscr{D}(u) \frac{\partial u}{\partial x}\right)-f(u) .
$$

Our model equation for this example is thus

$$
\begin{align*}
\frac{\partial u}{\partial t} & =\frac{\partial}{\partial x}\left(\mathscr{D}(u) \frac{\partial u}{\partial x}\right)+f(u)+F(t, x), \quad 0 \leqslant t \leqslant 1, \quad 0 \leqslant x \leqslant 1  \tag{7}\\
u(t, 0) & =u(t, 1)=0 \\
u(0, x) & =\Psi(x) .
\end{align*}
$$

TABLE 2A
Analytic Solution (No Noise)

| Parameter values |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| $\alpha^{0}=1.0$ | $\beta^{0}=3.0$ | $r_{2}^{0}=4.0$ | $r_{3}^{0}=2.0$ |  |
| $\hat{\alpha}^{4}=2.99997$ | $\hat{\beta}^{4}=1.00002$ | $\hat{r}_{2}^{4}=2.00008$ | $\hat{r}_{3}^{4}=0.50003$ | $J^{4}\left(\hat{q}^{4}\right)=0.604 \times 10^{-10}$ |
| $\alpha^{*}=3.0$ | $\beta^{*}=1.0$ | $r_{2}^{*}=2.0$ | $r_{3}^{*}=0.5$ |  |

TABLE 2B
Analytic Solution (Noise Added, $\sim 2 \%$ )

| Parameter values | Residual sum of squares |  |
| :--- | :--- | :--- |
| $\alpha^{0}=2.0$ | $\beta^{0}=2.0$ |  |
| $\hat{\alpha}^{4}=3.00040$ | $\hat{\beta}^{4}=1.01364$ | $J^{4}\left(\hat{q}^{4}\right)=0.327 \times 10^{-2}$ |
| $\alpha^{*}=3.0$ | $\beta^{*}=1.0$ |  |

TABLE 2C
Analytic Solution (Noise Added, $\sim 2 \%$ )

| Parameter values |  | Residual sum of squares |
| :--- | :--- | :--- |
| $r_{2}^{0}=3.0$ | $r_{3}^{0}=1.0$ |  |
| $\hat{r}_{2}^{4}=2.17080$ | $\hat{r}_{3}^{4}=0.60091$ | $J^{4}\left(\hat{q}^{4}\right)=0.297 \times 10^{-2}$ |
| $r_{2}^{*}=2.0$ | $r_{3}^{*}=0.5$ |  |

We chose $\mathscr{D}(u)=\alpha+\beta u$ and $f(u)=r_{2} u^{2}-r_{3} u^{3}$, and $\Psi(x)=6 x(1-x)$; the true values of the parameters are $\alpha^{*}=3.0, \beta^{*}=1.0, r_{2}^{*}=2.0, r_{3}^{*}=0.5$. We first estimated all four parameters with our exact data (because we have an analytic solution, we can input data with essentially no noise). We then estimated each of $\mathscr{D}$ (i.e., $\alpha$ and $\beta$ ) and $f$ (i.e., $r_{2}$ and $r_{3}$ ), using data that had been corrupted by noise at a level of about $2 \%$. The results of these examples are presented in Tables $2 \mathrm{~A}-2 \mathrm{C}$. The purpose of such an example is to obtain some experience with regard to the sensitivity of the estimates to the purity of the data (i.e., robustness of estimates with respect to observation error).

Example 3A. In this example, we return to the full two-species model of Eq. (5), now adding the linear state-dependent "diffusion" coefficient of the previous example. The initial conditions are $\Psi_{1}(x)=6 x(1-x)$,

TABLE 3A
IBM 3081

|  |  |  |  | $\begin{array}{c}\text { Total CPU } \\ (\mathrm{sec})\end{array}$ | Time/FE ${ }^{u}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | \(\left.\begin{array}{c}Residual sum <br>

of squares\end{array}\right]\)
${ }^{a} \mathrm{FE}=$ function evaluation $=$ evaluation of $J^{N}$.
$\Psi_{2}(x)=60 x(1-x)$. To make the parameter estimation feasible on the IBM, we parametrize $f_{i}$ solely in terms of polynomial representations ( $f_{i}$ are as in (6), except that the emigration term used is $\left.\Phi\left(u_{1} ; \bar{e}\right)=e_{1}-e_{2} u_{1}\right)$, and we attempt the estimation only of $\alpha_{i}, \beta_{i}$ in $\mathscr{D}_{i}\left(u_{i}\right)=\alpha_{i}+\beta_{i} u_{i}$, holding all the parameters of $f_{i}$ fixed at their true values. The true values of the parameters are $\alpha_{1}^{*}=\alpha_{2}^{*}=0.1, \quad \beta_{1}^{*}=\beta_{2}^{*}=0.5, \quad r_{1}^{*}=1.0, r_{2}^{*}=2.0, \quad r_{3}^{*}=0.5, \quad p^{*}=1.0$, $e_{1}^{*}=5.0, e_{2}^{*}=0.5$, and $i^{*}=3.0$. Table 3 A contains the results of this example.

We have included CPU times for this example because this is one which we later repeated on the CRAY. The CRAY has faster arithmetic than the IBM 3081, as well as having vector-processing capabilities. We note that numerical quadratures are readily vectorized calculations (while the method described earlier for making use of the polynomial form of special parametrizations of $f_{i}$ is not efficiently vectorized). Thus, we discovered that it is actually more effective to recompute the quadratures in the differential equations when using a vector supercomputer; this suggests that the more complex nonlinearities need no longer be so computationally intimidating. We present our next example as a means for comparison of the CRAY to the IBM. In the IBM example (Example 3A, above), all quadratures have been computed ahead of time and stored, a more efficient technique for this machine, while in the CRAY example (Example 3B, below) all quadratures are computed as they are needed, the more efficient technique for this machine. It should be noted that different versions of software packages (e.g., the Levenberg-Marquardt and Gear routines) are available on the different machines, so a direct comparison is perhaps not completely meaningful. To compensate for the difference in optimization algorithms, we have listed CPU time required per evaluation of $J^{N}$ (referred to as function evaluations) as well as total CPU time.

Example 3B. The model equations and true parameter values are exactly as in Example 3A. The difference is that this example was run on the CRAY. See Table 3B.

TABLE 3B
CRAY 1/S

|  | Parameter values |  | Total CPU <br> $(\mathrm{sec})$ | Time $/ \mathrm{FE}^{a}$ | Residual sum <br> of squares |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\alpha_{1}^{0}=1.0$ | $\beta_{1}^{0}=1.0$ | $\alpha_{2}^{0}=1.0$ | $\beta_{2}^{0}=1.0$ |  |  |
| $\hat{\alpha}_{1}^{s}=0.1034$ | $\hat{\beta}_{1}^{s}=0.4817$ | $\hat{\alpha}_{2}^{s}=0.1101$ | $\hat{\beta}_{2}^{s}=0.4685$ | 55.0 | 0.34 |
| $\alpha_{1}^{*}=0.1$ | $\beta_{1}^{*}=0.5$ | $\alpha_{2}^{*}=0.1$ | $\beta_{2}^{*}=0.5$ |  | $J^{5}\left(\hat{q}^{s}\right)=0.283 \times 10^{-4}$ |

${ }^{a} \mathrm{FE}=$ function evaluation $=$ evaluation of $J^{N}$.

The next two examples illustrate the estimation of a dispersal coefficient of the form originally proposed at the beginning of Section 3 (except that $\alpha, \beta, \underline{\gamma}=\gamma_{0}, \bar{\gamma}=\gamma_{1}$ are constants), and a reaction nonlinearity in which we have not assumed an a priori parametrization, as discussed in Section 3.

Example 4A. We again use (7) as our model equation with

$$
\mathscr{D}(u)= \begin{cases}\alpha+\beta \gamma_{0}, & u<\gamma_{0} \\ \alpha+\beta u, & \gamma_{0} \leqslant u \leqslant \gamma_{1} \\ \alpha+\beta \gamma_{1}, & u>\gamma_{1}\end{cases}
$$

and $f(u), F(t, x)$, and $\Psi(x)$ as in Example 2. We chose true parameter values $\quad \alpha^{*}=3.0, \quad \beta^{*}=1.0, \quad \gamma_{0}^{*}=0.5, \quad \gamma_{1}^{*}=1.6, \quad r_{2}^{*}=2.0, \quad r_{3}^{*}=0.5, \quad$ and
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TABLE 4A ${ }^{a}$

|  | Parameter values |  |  | Residual sum of squares |
| :--- | :--- | :--- | :--- | ---: |
| $\alpha^{0}=2.0$ | $\beta^{0}=2.0$ | $\gamma_{0}^{0}=1.0$ | $\gamma_{1}^{0}=1.1$ |  |
| $\hat{\alpha}^{6}=3.177$ | $\beta^{6}=0.866$ | $\hat{\gamma}_{0}^{6}=0.185$ | $\hat{\gamma}_{1=}^{6}=1.644$ | $J^{6}\left(\hat{q}^{6}\right)=0.156 \times 10^{-3}$ |
| $\hat{\alpha}^{14}=3.037$ | $\hat{\beta}^{14}=0.969$ | $\hat{\gamma}_{0}^{14}=0.463$ | $\hat{\gamma}_{1}^{4}=1.614$ | $J^{14}\left(\hat{q}^{14}\right)=0.267 \times 10^{-5}$ |
| $\alpha^{*}=3.0$ | $\beta^{*}=1.0$ | $\gamma_{0}^{*}=0.5$ | $\gamma_{1}^{*}=1.6$ |  |

"See Fig. 2.
generated data (we no longer obtain the analytic solution from Example 2 if we change $\mathscr{D}$ ) with MOL1D. We have indicated parameter values in Table 4A, but also include the results of this example in Fig. 2, where we have graphed $\mathscr{D}^{0}, \hat{\mathscr{D}}^{6}, \hat{\mathscr{D}}^{14}$, and $\mathscr{D}^{*}$ (i.e., after estimating $\alpha, \beta, \gamma_{0}, \gamma_{1}$ at various approximation levels, we graphed the corresponding $\mathscr{D}$ ).

Example 4B. We use the same model equation as for Examples 2 and 4 A , with $f, F$, and $\psi$ the same, and $r_{2}^{*}=2.0, r_{3}^{*}=0.5$, as in these examples. We chose

$$
\mathscr{D}(u)= \begin{cases}\alpha+\beta \gamma_{0}, & u<\gamma_{0} \\ \alpha+\beta u, & \gamma_{0} \leqslant u \leqslant \gamma_{1} \\ \alpha+\beta \gamma_{1}, & u>\gamma_{1}\end{cases}
$$

with $\alpha^{*}, \beta^{*}$ as in Example 2, and $\gamma_{0}^{*}=0.0, \gamma_{1}^{*}=\infty$; theoretically, then, this is exactly the same model problem as that of Example 2. We use the numerical code developed for Example 4A to estimate $\gamma_{1}$; i.e., we ask the package to estimate a saturation limit, when there is none. What we found is that the estimate returned for $\gamma_{1}$ is very close to the maximum solution value over the region $(t, x) \in[0,1] \times[0,1]$, which is the best one could expect (see Table 4B).

TABLE 4B

| Parameter values | Residual sum of squares |
| :---: | :---: |
| $\gamma_{1}^{0}=1.5$ |  |
| $\hat{\gamma}_{1}^{4}=2.909$ | $J^{4}\left(\hat{q}^{4}\right)=0.217 \times 10^{-6}$ |
| $\gamma_{1}^{*}=\infty$ |  |

Note: $\operatorname{Max}_{0 \leqslant 1 \leqslant 1.0 \leqslant x \leqslant 1}|u(t, x)|=3.00025$.

Example 5. In our final test example, we focus on estimating $f(u)$ without a priori parametrizations. We use model equation (7) with a constant diffusion $\mathscr{D}^{*}=3.0$, true $f^{*}(u)=2 u^{2}-0.5 u^{3}$ and constant outside the set $W$, initial condition $\Psi(x)=6 x(1-x)$, and $F$ computed as described in Example 2 (we have an analytic solution). With our analytic solution, we can evaluate $w=\max _{0 \leqslant t \leqslant 1,0 \leqslant x \leqslant 1}|u(t, x)|$, then evaluate $f$ on the stateinterval $W=[0, w]$. In a problem with field data, $w$ could not be calculated in this way (the value of $w$ would be some population level at which $f$ saturates; this will be determined by the biology). The value of $w$ can be estimated, however, by inspecting the data then choosing $w$ as the maximum data value (clearly, we cannot hope to estimate $f$ for intervals of $u$ outside the range of our data; thus we may as well assume $w=\max |u|$ ). We have performed numerical experiments in which we purposely overestimate $w$, and find that $\hat{f}^{N, M}$ is cssentially constant over the "excess" interval. Since, in general, we do not know $w$, and therefore do not know the length of the interval over which we need to approximate $f$, we choose a stepsize $h$ (instead of the number of intervals, $M$; if we know $w$, then $h$ and $M$ would be related as $h=w / M$ ). We then use $\hat{f}^{N, h}$ to designate the best fit to the parameter $f$, with level of state approximation denoted by $N$, and level of parameter approximation denoted by $h$. We have graphed the result of one such run, using $N=6, h=0.65$, in Fig. 3. In this same run, we simultaneously estimated $\mathscr{D}$; we guessed $\mathscr{D}^{0}=1.0$, and estimated $\hat{\mathscr{D}}^{6}=2.9993$.
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Finally, we wish to conclude this paper with some relevant observations regarding our attempts to fit the field data mentioned earlier. This work has been reported on in detail in [4]. The model equations for these data are

$$
\begin{array}{rlrl}
\frac{\partial u_{1}}{\partial t} & =\mathscr{D}_{1} \frac{\partial^{2} u_{1}}{\partial x^{2}}+r\left(u_{1}\right)-u_{2} p\left(u_{1}\right), & & \\
\frac{\partial u_{2}}{\partial t} & =\mathscr{D}_{2} \frac{\partial^{2} u_{2}}{\partial x^{2}}-u_{2} e\left(u_{1}\right)+i, & & \\
\frac{\partial u_{i}}{\partial x}(t, 0) & =\frac{\partial u_{i}}{\partial x}(t, 1)=0, & & \\
u_{i}(0, x) & =u_{i 0}(x) & & \\
\hline 1=1,2 & \\
& & \\
& & \\
\end{array}
$$

where $u_{i 0}(x)$ is assumed known (it is actually approximated by interpolating discrete observations). The diffusions are expected to be very small constants. Kareiva [8-10] designed and gathered data from experiments in which he studied an interaction whose major mechanisms are growth of and predation on prey ( $r$ and $p$ ) and emigration and immigration of predator ( $e$ and $i$ ). We parametrized (with success) $r$ and $p$ by polynomial representations described earlier. The immigration term $i$ is expected to be constant. We initially tried to parametrize $e$ as $e\left(u_{1}\right)=e_{1}-e_{2} u_{1}$ (a form used in test Examples 3A, and 3B). A very natural postulate is that this emigration function should decrease with increasing $u_{1}$, i.e., the predator should leave the experimental area at a slower rate when more prey are available, and this is the simplest form to implement numerically (as discussed earlier). We found, however, that our optimization routine consistently returned best-fit values of $e_{1}$ and $e_{2}$ such that the function $e$ became negative for high $u_{1}$ values. This is biologically unacceptable. We could at that point have tried to implement constraints to kcep this from happening, but, since we postulated that perhaps the true emigration function should be steeply decreasing at low $u_{1}$ values, then more gradually decreasing at higher $u_{1}$ values, we determined that a straight line for $e$ was just not appropriate. With our access to the CRAY, we were able to try new parametrizations, specifically $e\left(u_{1}\right)=\max \left\{e_{1}-e_{2} u_{1}, 0\right\}$ and the exponential function of Example 1. We have graphed sample functions of each of these three parametrizations in Fig. 4. Both of these last two parametrizations enabled us to achieve good fits to the data, where we measure quality of fit as follows: First we calculate the total sum of square errors TSSQ = $\sum_{i=1}^{2} \sum_{j=1}^{n_{t}} \sum_{k=1}^{n_{x}}\left(\hat{u}_{i j k}-\bar{u}^{2}\right)$, where $n_{t}=$ number of temporal data points, $n_{x}=$ number of spatial data points, $\hat{u}_{i j k}$ represents the observation of the $i$ th species at the $j$ th time and $k$ th spatial location, and $\bar{u}$ represents the
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mean of all the data; then we calculate a correlation coefficient $R=$ (TSSQ $-J^{N}\left(\hat{q}^{N}\right)$ )/TSSQ using the residual $J^{N}$ obtained with our estimation algorithm. For regression analysis with simpler models, this statistic $R$ has rather standard uses in carrying out $F$-tests for quality of fit. For the estimation procedures developed here for nonlinear partial differential equations, $R$ is a measure of the model's ability to explain variance in the data. In the examples reported in [4], we have $R$ values between 86 and $92 \%$. A final variation on the form of $e$ was to estimate the "shape" without a priori parametrization, i.e., to search for $e$ in terms of piecewise linear approximations (as for $r$ in test Example 5). We began with an initial guess that $e$ was constant; the best fit returned by our package looked like an interpolant of an exponentially decreasing function. Indeed, without
assuming anything about the qualitative behavior of the function $e$, we estimated something very much like the "shape-constrained" a priori parametrizations we originally had chosen on biological grounds. This was very encouraging, to both the biologist and the mathematicians in this particular modeling project.
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