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#### Abstract

In this paper we prove that every nonlinear Lie derivation of triangular algebras is the sum of an additive derivation and a map into its center sending commutators to zero.
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## 1. Introduction

Let $\mathcal{A}$ and $\mathcal{B}$ be unital algebras over a commutative ring $\mathcal{R}$, and let $\mathcal{M}$ be a unital $(\mathcal{A}, \mathcal{B})$-bimodule, which is faithful as a left $\mathcal{A}$-module and also as a right $\mathcal{B}$-module. Recall that a left $\mathcal{A}$-module $\mathcal{M}$ is faithful if $a \in \mathcal{A}$ and $a \mathcal{M}=0$ implies that $a=0$. The $\mathcal{R}$-algebra

$$
\mathcal{U}=\operatorname{Tri}(\mathcal{A}, \mathcal{M}, \mathcal{B})=\left\{\left(\begin{array}{cc}
a & m \\
0 & b
\end{array}\right): a \in \mathcal{A}, m \in \mathcal{M}, b \in \mathcal{B}\right\}
$$

[^0]under the usual matrix operations is called a triangular algebra. The most important examples of triangular algebras are upper triangular matrix algebras, block upper triangular matrix algebras and nest algebras. Cheung [ 4,5 ] described commuting maps and Lie derivations of these algebras. Benkovič and Eremita [2] studied commuting traces of biadditive maps and Lie isomorphisms of triangular algebras. Benkovič [3] investigated biderivations of triangular algebras. Wong [19] treated Jordan isomorphisms of triangular algebras, while Zhang and Yu [20] studied Jordan derivations.

Let $\mathcal{A}$ be an algebra on a commutative ring $\mathcal{R}$. A map $\delta: \mathcal{A} \rightarrow \mathcal{A}$ is called an additive derivation if it is additive and satisfies $\delta(x y)=\delta(x) y+x \delta(y)$ for all $x, y \in \mathcal{A}$. If there exists an element $a \in \mathcal{A}$ such that $\delta(x)=[x, a]$ for all $x \in \mathcal{A}$, where $[x, a]=x a-a x$ is the Lie product or the commutator of the elements $x, a \in \mathcal{A}$, then $\delta$ is said to be an inner derivation. Let $\varphi: \mathcal{A} \rightarrow \mathcal{A}$ be a map (without the additivity assumption). We say that $\varphi$ is a nonlinear Lie derivation if $\varphi([x, y])=[\varphi(x), y]+[x, \varphi(y)]$ for all $x, y \in \mathcal{A}$.

The structure of additive or linear Lie derivations on rings or algebras has been studied by many authors. For example, see [1,11,13-18,21] and their references. Recently, Cheng and Zhang [6] described nonlinear Lie derivations of upper triangular matrix algebras. In this paper we will investigate nonlinear Lie derivations of triangular algebras.

## 2. Main result

Let $\mathcal{U}=\operatorname{Tri}(\mathcal{A}, \mathcal{M}, \mathcal{B})$ be a triangular algebra and let $Z(\mathcal{U})$ be its centre. It follows from [4, Proposition 3] that

$$
Z(\mathcal{U})=\left\{\left(\begin{array}{ll}
a & 0  \tag{1}\\
0 & b
\end{array}\right): a m=m b \text { for all } m \in \mathcal{M}\right\} .
$$

Let us define two natural projections $\pi_{\mathcal{A}}: \mathcal{U} \rightarrow \mathcal{A}$ and $\pi_{\mathcal{B}}: \mathcal{U} \rightarrow \mathcal{B}$ by

$$
\pi_{\mathcal{A}}:\left(\begin{array}{cc}
a & m \\
0 & b
\end{array}\right) \mapsto a \text { and } \pi_{\mathcal{B}}:\left(\begin{array}{cc}
a & m \\
0 & b
\end{array}\right) \mapsto b
$$

Then $\pi_{\mathcal{A}}(Z(\mathcal{U})) \subseteq Z(\mathcal{A})$ and $\pi_{\mathcal{B}}(Z(\mathcal{U})) \subseteq Z(\mathcal{B})$, and there exists a unique algebra isomorphism $\tau$ : $\pi_{\mathcal{A}}(Z(\mathcal{U})) \rightarrow \pi_{\mathcal{B}}(Z(\mathcal{U}))$ such that $a m=m \tau(a)$ for all $m \in \mathcal{M}$.

Let $1_{\mathcal{A}}$ and $1_{\mathcal{B}}$ be identities of the algebras $\mathcal{A}$ and $\mathcal{B}$, respectively, and let 1 be the identity of the triangular algebra $\mathcal{U}$. Throughout this paper we shall use following notation:

$$
e_{1}=\left(\begin{array}{cc}
1_{\mathcal{A}} & 0 \\
0 & 0
\end{array}\right), \quad e_{2}=1-e_{1}=\left(\begin{array}{cc}
0 & 0 \\
0 & 1_{\mathcal{B}}
\end{array}\right)
$$

and

$$
\mathcal{U}_{i j}=e_{i} \mathcal{U} e_{j} \text { for } 1 \leqslant i \leqslant j \leqslant 2
$$

It is clear that the triangular algebra $\mathcal{U}$ may be represented as

$$
\begin{equation*}
\mathcal{U}=e_{1} \mathcal{U} e_{1}+e_{1} \mathcal{U} e_{2}+e_{2} \mathcal{U} e_{2}=\mathcal{U}_{11}+\mathcal{U}_{12}+\mathcal{U}_{22} \tag{2}
\end{equation*}
$$

Here $\mathcal{U}_{11}$ and $\mathcal{U}_{22}$ are subalgebras of $\mathcal{U}$ isomorphic to $\mathcal{A}$ and $\mathcal{B}$, respectively, and $\mathcal{U}_{12} \subseteq \mathcal{U}$ is a $\left(\mathcal{U}_{11}, \mathcal{U}_{22}\right)$ bimodule isomorphic to the bimodule $\mathcal{M}$. We also see that $\pi_{\mathcal{A}}(Z(\mathcal{U}))$ and $\pi_{\mathcal{B}}(Z(\mathcal{U}))$ are isomorphic to $e_{1} Z(\mathcal{U}) e_{1}$ and $e_{2} Z(\mathcal{U}) e_{2}$, respectively. Then there is an algebra isomorphism $\sigma: e_{1} Z(\mathcal{U}) e_{1} \rightarrow e_{2} Z(\mathcal{U}) e_{2}$ such that $a m=m \sigma(a)$ for all $m \in \mathcal{U}_{12}$.

In this section, we will prove the following theorem.
Theorem 2.1. Let $\mathcal{U}=\operatorname{Tri}(\mathcal{A}, \mathcal{M}, \mathcal{B})$ be a triangular algebra and let $\varphi: \mathcal{U} \rightarrow \mathcal{U}$ be a nonlinear Lie derivation. If $\pi_{\mathcal{A}}(Z(\mathcal{U}))=Z(\mathcal{A})$ and $\pi_{\mathcal{B}}(Z(\mathcal{U}))=Z(\mathcal{B})$, then $\varphi$ is the sum of an additive derivation and a map into its center $Z(\mathcal{U})$ sending each commutator to zero.

Next we assume that $\mathcal{U}=\operatorname{Tri}(\mathcal{A}, \mathcal{M}, \mathcal{B})$ is a triangular algebra with $\pi_{\mathcal{A}}(Z(\mathcal{U}))=Z(\mathcal{A})$ and $\pi_{\mathcal{B}}(Z(\mathcal{U}))$ $=Z(\mathcal{B})$, and that $\varphi: \mathcal{U} \rightarrow \mathcal{U}$ is a nonlinear Lie derivation. From Eq. (1), we have the following lemma.

Lemma 2.1. Let $x \in \mathcal{U}$. Then $x \in \mathcal{U}_{12}+Z(\mathcal{U})$ if and only if $[x, m]=0$ for all $m \in \mathcal{U}_{12}$.

Lemma 2.2. $\varphi(0)=0$ and there exists $n_{0} \in \mathcal{U}$ such that $\varphi\left(e_{1}\right)-\left[e_{1}, n_{0}\right] \in Z(\mathcal{U})$.
Proof. It is clear that $\varphi(0)=\varphi([0,0])=[\varphi(0), 0]+[0, \varphi(0)]=0$. For every $m \in \mathcal{U}_{12}$, we have

$$
\begin{aligned}
\varphi(m) & =\varphi\left(\left[e_{1}, m\right]\right)=\left[\varphi\left(e_{1}\right), m\right]+\left[e_{1}, \varphi(m)\right] \\
& =\varphi\left(e_{1}\right) m-m \varphi\left(e_{1}\right)+e_{1} \varphi(m)-\varphi(m) e_{1} .
\end{aligned}
$$

It follows that $e_{1} \varphi(m) e_{1}=e_{2} \varphi(m) e_{2}=0$. Then by Eq. (2),

$$
\begin{equation*}
\varphi(m)=e_{1} \varphi(m) e_{1}+e_{1} \varphi(m) e_{2}+e_{2} \varphi(m) e_{2}=e_{1} \varphi(m) e_{2}=\left[e_{1}, \varphi(m)\right] . \tag{3}
\end{equation*}
$$

Hence $\left[\varphi\left(e_{1}\right), m\right]=0$ for all $m \in \mathcal{U}_{12}$. It follows from Lemma 2.1 that

$$
\begin{equation*}
\varphi\left(e_{1}\right)=n_{0}+z_{0} \in \mathcal{U}_{12}+Z(\mathcal{U}) \tag{4}
\end{equation*}
$$

for some $n_{0} \in \mathcal{U}_{12}$ and $z_{0} \in Z(\mathcal{U})$. From the fact $e_{1} z_{0} e_{2}=0$ and Eq.(4), we see that $n_{0}=e_{1} \varphi\left(e_{1}\right) e_{2}=$ $\left[e_{1}, n_{0}\right]$. Thus $\varphi\left(e_{1}\right)-\left[e_{1}, n_{0}\right]=z_{0} \in Z(\mathcal{U})$. The proof is completed.

Remark 2.1. Let $n_{0}$ be as in Lemma 2.2, we define a map $\phi: \mathcal{U} \rightarrow \mathcal{U}$ by $\phi(x)=\varphi(x)-\left[x, n_{0}\right]$. Clearly, $\phi$ is also a nonlinear Lie derivation of $\mathcal{U}$. It follows from Lemma 2.2 that $\phi\left(e_{1}\right) \in Z(\mathcal{U})$. Therefore, without loss of generality, we can assume that $\varphi\left(e_{1}\right) \in Z(\mathcal{U})$.

Lemma 2.3. (a) $e_{1} \varphi(x) e_{2}=0$ for all $x \in \mathcal{U}_{11} \cup \mathcal{U}_{22}$.
(b) $e_{2} \varphi(a) e_{2} \in e_{2} Z(\mathcal{U}) e_{2}$ for all $a \in \mathcal{U}_{11}$ and $e_{1} \varphi(b) e_{1} \in e_{1} Z(\mathcal{U}) e_{1}$ for all $b \in \mathcal{U}_{22}$.

Proof. (a) Let $x \in \mathcal{U}_{11} \cup \mathcal{U}_{22}$. It follows from the facts $\left[x, e_{1}\right]=0$ and $\varphi\left(e_{1}\right) \in Z(\mathcal{U})$ that

$$
0=\varphi(0)=\varphi\left(\left[x, e_{1}\right]\right)=\left[\varphi(x), e_{1}\right]+\left[x, \varphi\left(e_{1}\right)\right]=\varphi(x) e_{1}-e_{1} \varphi(x) .
$$

This implies that $e_{1} \varphi(x) e_{2}=0$ for all $x \in \mathcal{U}_{11} \cup \mathcal{U}_{22}$.
(b) Let $a \in \mathcal{U}_{11}$ and $b \in \mathcal{U}_{22}$. It follows from (a) and Eq. (2) that

$$
\begin{equation*}
\varphi(a)=e_{1} \varphi(a) e_{1}+e_{2} \varphi(a) e_{2} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi(b)=e_{1} \varphi(b) e_{1}+e_{2} \varphi(b) e_{2} \tag{6}
\end{equation*}
$$

On the other hand, we have

$$
\begin{aligned}
0 & =\varphi(0)=\varphi([a, b])=[\varphi(a), b]+[a, \varphi(b)] \\
& =\varphi(a) b-b \varphi(a)+a \varphi(b)-\varphi(b) a
\end{aligned}
$$

This together with Eqs. (5) and (6) gives us that

$$
e_{2} \varphi(a) e_{2} b-b e_{2} \varphi(a) e_{2}+a e_{1} \varphi(b) e_{1}-e_{1} \varphi(b) e_{1} a=0
$$

It follows that

$$
e_{2} \varphi(a) e_{2} b-b e_{2} \varphi(a) e_{2}=0 \text { for all } b \in \mathcal{U}_{22}
$$

and
$a e_{1} \varphi(b) e_{1}-e_{1} \varphi(b) e_{1} a=0$ for all $a \in \mathcal{U}_{11}$.
By $\pi_{\mathcal{B}}(Z(\mathcal{U}))=Z(\mathcal{B})$ and $\pi_{\mathcal{A}}(Z(\mathcal{U}))=Z(\mathcal{A})$, then $e_{2} \varphi(a) e_{2} \in Z\left(\mathcal{U}_{22}\right)=e_{2} Z(\mathcal{U}) e_{2}$ and $e_{1} \varphi(b) e_{1} \in$ $Z\left(\mathcal{U}_{11}\right)=e_{1} Z(\mathcal{U}) e_{1}$. The proof is completed.

Remark 2.2. For each $a \in \mathcal{U}_{11}$ and $b \in \mathcal{U}_{22}$, we define $h_{1}(a)=e_{2} \varphi(a) e_{2}$ and $h_{2}(b)=e_{1} \varphi(b) e_{1}$. It follows from Lemma 2.3(b) that $h_{1}: \mathcal{U}_{11} \rightarrow e_{2} Z(\mathcal{U}) e_{2}$ is a map with $h_{1}\left(\left[x_{1}, y_{1}\right]\right)=0$ for all $x_{1}, y_{1} \in$ $\mathcal{U}_{11}$ and $h_{2}: \mathcal{U}_{22} \rightarrow e_{1} Z(\mathcal{U}) e_{1}$ is a map with $h_{2}\left(\left[x_{2}, y_{2}\right]\right)=0$ for all $x_{2}, y_{2} \in \mathcal{U}_{22}$. Let $\sigma: e_{1} Z(\mathcal{U}) e_{1} \rightarrow$
$e_{2} Z(\mathcal{U}) e_{2}$ be the algebra isomorphism such that $a m=m \sigma(a)$ for all $a \in e_{1} Z(\mathcal{U}) e_{1}$ and $m \in \mathcal{U}_{12}$. For each $x \in \mathcal{U}$, we define

$$
h(x)=h_{2}\left(e_{2} x e_{2}\right)+\sigma^{-1}\left(h_{1}\left(e_{1} x e_{1}\right)\right)+\sigma\left(h_{2}\left(e_{2} x e_{2}\right)\right)+h_{1}\left(e_{1} x e_{1}\right) .
$$

Then for every $m \in \mathcal{U}_{12}$,

$$
\left(h_{2}\left(e_{2} x e_{2}\right)+\sigma^{-1}\left(h_{1}\left(e_{1} x e_{1}\right)\right)\right) m=m\left(\sigma\left(h_{2}\left(e_{2} x e_{2}\right)\right)+h_{1}\left(e_{1} x e_{1}\right)\right) .
$$

It follows from Eq. (1) that $h(x) \in Z(\mathcal{U})$ for all $x \in \mathcal{U}$. Hence $h$ is a map from $\mathcal{U}$ into its centre $Z(\mathcal{U})$. It is easy to verify that $h([x, y])=0$ for all $x, y \in \mathcal{U}$. Then the map $\psi: \mathcal{U} \rightarrow \mathcal{U}$ defined by $\psi(x)=$ $\varphi(x)-h(x)$ is also a nonlinear Lie derivation and $\psi\left(e_{1}\right) \in Z(\mathcal{U})$.

Lemma 2.4. Let $\psi$ be as in Remark 2.2. Then $\psi\left(\mathcal{U}_{i j}\right) \subseteq \mathcal{U}_{i j}$ for $1 \leqslant i \leqslant j \leqslant 2$.
Proof. From Eq. (3), we see that $\psi\left(\mathcal{U}_{12}\right) \subseteq \mathcal{U}_{12}$. Let $a \in \mathcal{U}_{11}$. It follows from Eq. (5) and the definition of $\psi$ that

$$
\begin{aligned}
\psi(a) & =e_{1} \psi(a) e_{1}+e_{2} \psi(a) e_{2}=e_{1} \psi(a) e_{1}+e_{2} \varphi(a) e_{2}-e_{2} h(a) e_{2} \\
& =e_{1} \psi(a) e_{1}+h_{1}(a)-h_{1}(a)=e_{1} \psi(a) e_{1} \in \mathcal{U}_{11} .
\end{aligned}
$$

Hence $\psi\left(\mathcal{U}_{11}\right) \subseteq \mathcal{U}_{11}$. Similarly, we can show that $\psi\left(\mathcal{U}_{22}\right) \subseteq \mathcal{U}_{22}$. The proof is completed.
Lemma 2.5. Let $\psi$ be as in Remark 2.2. Then
(a) $\psi(a m)=\psi(a) m+a \psi(m)$ for all $a \in \mathcal{U}_{11}$ and $m \in \mathcal{U}_{12}$;
(b) $\psi(n b)=\psi(n) b+n \psi(b)$ for all $n \in \mathcal{U}_{12}$ and $b \in \mathcal{U}_{22}$.

Proof. (a) Let $a \in \mathcal{U}_{11}$ and $m \in \mathcal{U}_{12}$. Then $a m=[a, m]$, and so we have from Lemma 2.4 that $\psi(a m)=[\psi(a), m]+[a, \psi(m)]=\psi(a) m+a \psi(m)$.
Similarly, we can show that (b) holds. The proof is completed.
Lemma 2.6. Let $\psi$ be as in Remark 2.2. Then
(a) $\psi(a+m)-\psi(a)-\psi(m) \in Z(\mathcal{U})$ for all $a \in \mathcal{U}_{11}$ and $m \in \mathcal{U}_{12}$;
(b) $\psi(n+b)-\psi(n)-\psi(b) \in Z(\mathcal{U})$ for all $n \in \mathcal{U}_{12}$ and $b \in \mathcal{U}_{22}$.

Proof. (a) Let $a \in \mathcal{U}_{11}$ and $m, n \in \mathcal{U}_{12}$. It follows from [ $\left.a, n\right]=[a+m, n]$ and Lemma 2.4 that

$$
[\psi(a), n]+[a, \psi(n)]=[\psi(a+m), n]+[a+m, \psi(n)]=[\psi(a+m), n]+[a, \psi(n)] .
$$

Then $[\psi(a+m)-\psi(a), n]=0$ for all $n \in \mathcal{U}_{12}$. By Lemma 2.1, $\psi(a+m)-\psi(a) \in \mathcal{U}_{12}+Z(\mathcal{U})$. This implies that

$$
\begin{equation*}
\psi(a+m)-\psi(a)-e_{1}(\psi(a+m)-\psi(a)) e_{2} \in Z(\mathcal{U}) \tag{7}
\end{equation*}
$$

Since $\psi\left(e_{1}\right) \in Z(\mathcal{U})$ and $\left[e_{1}, x\right]=e_{1} x e_{2}$ for all $x \in \mathcal{U}$, we have

$$
\begin{equation*}
\psi\left(e_{1} x e_{2}\right)=\left[\psi\left(e_{1}\right), x\right]+\left[e_{1}, \psi(x)\right]=\left[e_{1}, \psi(x)\right]=e_{1} \psi(x) e_{2} . \tag{8}
\end{equation*}
$$

By Eq. (8), then

$$
e_{1}(\psi(a+m)-\psi(a)) e_{2}=\psi\left(e_{1}(a+m) e_{2}\right)-\psi\left(e_{1} a e_{2}\right)=\psi(m)
$$

This and Eq. (7) give us that

$$
\psi(a+m)-\psi(a)-\psi(m) \in Z(\mathcal{U})
$$

for all $a \in \mathcal{U}_{11}$ and $m \in \mathcal{U}_{12}$. Similarly, we can show that (b) holds. The proof is completed.
Lemma 2.7. Let $\psi$ be as in Remark 2.2. Then
(a) $\psi(m+n)=\psi(m)+\psi(n)$ for all $m, n \in \mathcal{U}_{12}$;
(b) $\psi(a+m+b)-\psi(a)-\psi(m)-\psi(b) \in Z(\mathcal{U})$ for all $a \in \mathcal{U}_{11}, m \in \mathcal{U}_{12}$ and $b \in \mathcal{U}_{22}$.

Proof. (a) Since $\psi\left(e_{1}\right) \in Z(\mathcal{U})$ and $\left[e_{1}, x\right]=\left[x, e_{2}\right]$ for all $x \in \mathcal{U}$, we have

$$
\begin{aligned}
{\left[\psi(x), e_{2}\right] } & =\left[e_{1}, \psi(x)\right]=\left[e_{1}, \psi(x)\right]+\left[\psi\left(e_{1}\right), x\right]=\psi\left(\left[e_{1}, x\right]\right) \\
& =\psi\left(\left[x, e_{2}\right]\right)=\left[\psi(x), e_{2}\right]+\left[x, \psi\left(e_{2}\right)\right] .
\end{aligned}
$$

Then $\left[x, \psi\left(e_{2}\right)\right]=0$ for all $x \in \mathcal{U}$, and so $\psi\left(e_{2}\right) \in Z(\mathcal{U})$.
Let $m, n \in \mathcal{U}_{12}$. It follows from $m+n=\left[e_{1}+m, n+e_{2}\right]$ and Lemmas 2.6 and 2.4 that

$$
\begin{aligned}
\psi(m+n) & =\left[\psi\left(e_{1}+m\right), n+e_{2}\right]+\left[e_{1}+m, \psi\left(n+e_{2}\right)\right] \\
& =\left[\psi\left(e_{1}\right)+\psi(m), n+e_{2}\right]+\left[e_{1}+m, \psi(n)+\psi\left(e_{2}\right)\right] \\
& =\left[\psi(m), n+e_{2}\right]+\left[e_{1}+m, \psi(n)\right]=\psi(m)+\psi(n) .
\end{aligned}
$$

(b) Let $a \in \mathcal{U}_{11}, m \in \mathcal{U}_{12}$ and $b \in \mathcal{U}_{22}$. Then $[a+m+b, n]=[a, n]+[b, n]$ for all $n \in \mathcal{U}_{12}$. By (a) and Lemma 2.4, we get

$$
\begin{aligned}
& {[\psi(a+m+b), n]+[a+m+b, \psi(n)]} \\
& \quad=\psi([a, n]+[b, n])=\psi([a, n])+\psi([b, n]) \\
& \quad=[\psi(a), n]+[a, \psi(n)]+[\psi(b), n]+[b, \psi(n)] \\
& \quad=[\psi(a)+\psi(b), n]+[a+m+b, \psi(n)]
\end{aligned}
$$

and so $[\psi(a+m+b)-\psi(a)-\psi(b), n]=0$ for all $n \in \mathcal{U}_{12}$. It follows from Lemma 2.1 that

$$
\begin{equation*}
\psi(a+m+b)-\psi(a)-\psi(b)-e_{1}(\psi(a+m+b)-\psi(a)-\psi(b)) e_{2} \in Z(\mathcal{U}) . \tag{9}
\end{equation*}
$$

On the other hand, we have from Eq. (8) that

$$
e_{1}(\psi(a+m+b)-\psi(a)-\psi(b)) e_{2}=\psi(m)
$$

This and Eq. (9) show that $\psi(a+m+b)-\psi(a)-\psi(m)-\psi(b) \in Z(\mathcal{U})$. The proof is completed.

Remark 2.3. From Lemma 2.9(b), we define a map $g: \mathcal{U} \rightarrow Z(\mathcal{U})$ by

$$
\begin{equation*}
g(x)=\psi(x)-\psi\left(e_{1} x e_{1}\right)-\psi\left(e_{1} x e_{2}\right)-\psi\left(e_{2} x e_{2}\right) . \tag{10}
\end{equation*}
$$

Then $g(x) e_{1}=e_{1} g(x) e_{1}=e_{1} \psi(x) e_{1}-\psi\left(e_{1} x e_{1}\right)$, and for every $x, y \in \mathcal{U}$

$$
\begin{aligned}
g([x, y]) e_{1}= & e_{1} \psi([x, y]) e_{1}-\psi\left(\left[e_{1} x e_{1}, e_{1} y e_{1}\right]\right) \\
= & {\left[e_{1} \psi(x) e_{1}, e_{1} y e_{1}\right]+\left[e_{1} x e_{1}, e_{1} \psi(y) e_{1}\right] } \\
& -\left[\psi\left(e_{1} x e_{1}\right), e_{1} y e_{1}\right]-\left[e_{1} x e_{1}, \psi\left(e_{1} y e_{1}\right)\right] \\
= & {\left[e_{1} \psi(x) e_{1}-\psi\left(e_{1} x e_{1}\right), e_{1} y e_{1}\right]+\left[e_{1} x e_{1}, e_{1} \psi(y) e_{1}-\psi\left(e_{1} y e_{1}\right)\right] } \\
== & {\left[g(x) e_{1}, e_{1} y e_{1}\right]+\left[e_{1} x e_{1}, g(y) e_{1}\right]=0 . }
\end{aligned}
$$

Similarly, we can show that $g([x, y]) e_{2}=0$. Thus,

$$
g([x, y])=g([x, y]) e_{1}+g([x, y]) e_{2}=0
$$

for all $x, y \in \mathcal{U}$. Now we define a map $\delta: \mathcal{U} \rightarrow \mathcal{U}$ by

$$
\begin{equation*}
\delta(x)=\psi(x)-g(x) \tag{11}
\end{equation*}
$$

It is clear that $\delta([x, y])=[\delta(x), y]+[x, \delta(y)]$ and $\delta\left(e_{1}\right) \in Z(\mathcal{U})$.
Lemma 2.8. Let $\delta$ be as in Remark 2.3., and let $i \in\{1,2\}$. Then $\delta$ is an additive derivation on $\mathcal{U}_{i i}$.
Proof. Let $a, c \in \mathcal{U}_{11}$ and $m \in \mathcal{U}_{12}$. By Lemma 2.5(a), then

$$
\begin{equation*}
\delta(a c m)=\delta(a c) m+a c \delta(m) \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta((a+c) m)=\delta(a+c) m+(a+c) \delta(m) . \tag{13}
\end{equation*}
$$

From Lemmas 2.5(a) and 2.7(a), we have

$$
\begin{equation*}
\delta(a c m)=\delta(a) c m+a \delta(c m)=\delta(a) c m+a \delta(c) m+a c \delta(m) \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta((a+c) m)=\delta(a m)+\delta(c m)=\delta(a) m+a \delta(m)+\delta(c) m+c \delta(m) \tag{15}
\end{equation*}
$$

It follows from Eqs. (12), (14) and (13), (15) that

$$
(\delta(a c)-\delta(a) c-a \delta(c)) m=0
$$

and

$$
(\delta(a+c)-\delta(a)-\delta(c)) m=0
$$

for all $m \in \mathcal{U}_{12}$. Note that $\mathcal{U}_{12}$ is a faithful left $\mathcal{U}_{11}$-module, we get

$$
\delta(a c)=\delta(a) c+a \delta(c) \text { and } \delta(a+c)=\delta(a)+\delta(c)
$$

for all $a, c \in \mathcal{U}_{11}$. Hence $\delta$ is an additive derivation on $\mathcal{U}_{11}$. Similarly, we can show that $\delta$ is also an additive derivation on $\mathcal{U}_{22}$. The proof is completed.

Now we are in a position to prove our main theorem.
Proof of Theorem 2.1. It follows from the definitions of $\psi$ and $\delta$ that

$$
\varphi(x)=\psi(x)+h(x)=\delta(x)+g(x)+h(x)=\delta(x)+f(x)
$$

for all $x \in \mathcal{U}$, where $f=g+h$ is a map from $\mathcal{U}$ into its center sending each commutator to zero. From Eqs. (10) and (11), we see that $\delta\left(e_{i} x e_{j}\right)=e_{i} \delta(x) e_{j}$ for all $x \in \mathcal{U}(1 \leqslant i \leqslant j \leqslant 2)$. Then for every $a \in \mathcal{U}_{11}, m \in \mathcal{U}_{12}$ and $b \in \mathcal{U}_{22}$,

$$
\begin{equation*}
\delta(a+m+b)=\delta(a)+\delta(m)+\delta(b) \tag{16}
\end{equation*}
$$

Let $x, y \in \mathcal{U}$, then $x=a+m+b$ and $y=c+n+d$ where $a, c \in \mathcal{U}_{11}, m, n \in \mathcal{U}_{12}$ and $b, d \in \mathcal{U}_{22}$. By Eq. (16) and Lemmas 2.7(a) and 2.8,

$$
\begin{aligned}
\delta(x+y) & =\delta(a+c)+\delta(m+n)+\delta(b+d) \\
& =\delta(a)+\delta(c)+\delta(m)+\delta(n)+\delta(b)+\delta(d) \\
& =\delta(x)+\delta(y)
\end{aligned}
$$

This and Lemmas 2.4, 2.5 and 2.8 give us that

$$
\begin{aligned}
\delta(x y) & =\delta(a c)+\delta(a n)+\delta(m d)+\delta(b d) \\
& =\delta(a) c+a \delta(c)+\delta(a) n+a \delta(n)+\delta(m) d+m \delta(d)+\delta(b) d+b \delta(d) \\
& =(\delta(a)+\delta(m)+\delta(b)) y+x(\delta(c)+\delta(n)+\delta(d)) \\
& =\delta(x) y+x \delta(y)
\end{aligned}
$$

We conclude that $\varphi=\delta+f$ is the sum of an additive derivation $\delta$ and a center-valued map $f$ sending commutators to zero. The proof is completed.

Next we give an application of Theorem 2.1 to certain special classes of triangular algebras, such as block upper triangular matrix algebras and nest algebras.

Let $\mathcal{R}$ be a commutative ring with identity and let $M_{n \times k}(\mathcal{R})$ be the set of all $n \times k$ matrices over $\mathcal{R}$. For $n \geqslant 2$ and $m \leqslant n$, The block upper triangular matrix algebra $T_{n}^{\bar{k}}(\mathcal{R})$ is a subalgebra of $M_{n}(\mathcal{R})$ of the form

$$
\left(\begin{array}{cccc}
M_{k_{1}}(\mathcal{R}) & M_{k_{1} \times k_{2}}(\mathcal{R}) & \cdots & M_{k_{1} \times k_{m}}(\mathcal{R}) \\
0 & M_{k_{2}}(\mathcal{R}) & \cdots & M_{k_{2} \times k_{m}}(\mathcal{R}) \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & M_{k_{m}}(\mathcal{R})
\end{array}\right)
$$

where $\bar{k}=\left(k_{1}, k_{2}, \ldots, k_{m}\right)$ is an ordered $m$-vector of positive integers such that $k_{1}+k_{2}+\cdots+k_{m}=$ $n$.

Let $X$ be a Banach space over the real or complex field $\mathbb{F}$. Recall that a nest on $X$ is a chain $\mathcal{N}$ of closed subspaces of $X$ containing $\{0\}$ and $X$ which is closed under arbitrary intersection and closed span. The nest algebra associated to $\mathcal{N}$, denoted by $\tau(\mathcal{N})$, is the weakly closed operator algebra consisting of all bounded linear operators that leave $\mathcal{N}$ invariant, i.e.,

$$
\tau(\mathcal{N})=\{T \in \mathcal{B}(X): T N \subseteq N \text { for all } N \in \mathcal{N}\} .
$$

A nest $\mathcal{N}$ is called trivial if $\mathcal{N}=\{0, X\}$. If $X$ is a Hilbert space, then every nontrivial nest algebra is a triangular algebra. However, it is not always the case for a nest $\mathcal{N}$ on a general Banach space $X$ as $N \in \mathcal{N}$ may be not complemented. We also refer the reader to [8] for the theory of nest algebras.

It is clear that every nontrivial nest algebra on a finite dimensional space is isomorphic to a block upper triangular matrix algebra. From Theorem 2.1 and the result of [7,12], we have the following corollary.

Corollary 2.1. Let $T_{n}^{\bar{k}}(\mathcal{R})$ be a block upper triangular matrix algebra and $\varphi: T_{n}^{\bar{k}}(\mathcal{R}) \rightarrow T_{n}^{\bar{k}}(\mathcal{R})$ be a nonlinear Lie derivation. Then there exist $T \in T_{n}^{\bar{k}}(\mathcal{R})$, an additive derivation $\alpha: \mathcal{R} \rightarrow \mathcal{R}$ and a mapf $: T_{n}^{\bar{k}}(\mathcal{R}) \rightarrow$ $\mathcal{R}$ sending commutators to zero such that $\varphi(A)=A T-T A+A_{\alpha}+f(A) I_{n}$ for all $A=\left(a_{i j}\right) \in T_{n}^{\bar{k}}(\mathcal{R})$, where $A_{\alpha}=\left(\alpha\left(a_{i j}\right)\right)$ and $I_{n}$ is the identity of $T_{n}^{\bar{k}}(\mathcal{R})$.

For the infinite dimensional case, we have the following corollary.
Corollary 2.2. Let $X$ be an infinite dimensional Banach space over the real or complex field $\mathbb{F}$, and let $\mathcal{N}$ be a nest on $X$ which contains a nontrivial element complemented in $X$. Assume that $\varphi: \tau(\mathcal{N}) \rightarrow \tau(\mathcal{N})$ is a nonlinear Lie derivation. Then there exist $T \in \tau(\mathcal{N})$ and a functional $f: \tau(\mathcal{N}) \rightarrow \mathbb{F}$ with $f([A, B])=0$ for every $A, B \in \tau(\mathcal{N})$ such that $\varphi(A)=A T-T A+f(A) I$ for all $A \in \tau(\mathcal{N})$.

Proof. Let $N \in \mathcal{N}$ be the complemented element. Then $X=N \dot{+} M$ for some closed subspace $M$. Let $\mathcal{N}_{1}=\left\{N^{\prime} \cap N: N^{\prime} \in \mathcal{N}\right\}$ and $\mathcal{N}_{2}=\left\{N^{\prime} \cap M: N^{\prime} \in \mathcal{N}\right\}$. It follows that

$$
\tau(\mathcal{N})=\left(\begin{array}{cc}
\tau\left(\mathcal{N}_{1}\right) & \mathcal{B}(M, N) \\
0 & \tau\left(\mathcal{N}_{2}\right)
\end{array}\right)
$$

is a triangular algebra satisfying the conditions of Theorem 2.1, and so there exist an additive derivation $\delta$ of $\tau(\mathcal{N})$ and a functional $f: \tau(\mathcal{N}) \rightarrow \mathbb{F}$ sending commutators to zero such that $\varphi(A)=\delta(A)+f(A) I$ for all $A \in \tau(\mathcal{N})$. By the results of [9,10], $\delta$ is a linear derivation. Then there exists $T \in \tau(\mathcal{N})$ such that $\delta(A)=A T-T A$ for all $A \in \tau(\mathcal{N})$. Hence $\varphi(A)=A T-T A+f(A) I$ for all $A \in \tau(\mathcal{N})$. The proof is completed.

## References

[1] M. Brešar, Commuting traces of biadditive mappings, commutativity preserving mappings and Lie mappings, Trans. Amer. Math. Soc. 335 (1993) 525-546.
[2] D. Benkovič, D. Eremita, Commuting traces and commutativity preserving maps on triangular algebras, J. Algebra 280 (2004) 797-824.
[3] D. Benkovič, Biderivations triangular algebras, Linear Algebra Appl., in press.
[4] W.S. Cheung, Commuting maps of triangular algebras, J. London math. Soc. 63 (2001) 117-127.
[5] W.S. Cheung, Lie derivation of triangular algebras, Linear and Multilinear Algebra 51 (2003) 299-310.
[6] L. Chen, J.H. Zhang, Nonlinear Lie derivation on upper triangular matrix algebras, Linear and Multilinear Algebra 56 (6) (2008) 725-730.
[7] S.P. Coelho, C.P. Milies, Derivations of upper triangular matrix rings, Linear Algebra Appl. 187 (1993) 263-267.
[8] K.R. Davidson, Nest Algebras, Pitan Research Notes in Mathematics Series, Longman Scientific and Technical, 1988.
[9] D.G. Han, Additive derivations of nest algebras, Proc. Amer. Math. Soc. 119 (1993) 1165-1169.
[10] D.G. Han, Continuity and linearity of additive derivations of nest algebras on Banach spaces, Chinese Ann. Math. Ser. B 17 (1996) 227-236.
[11] B.E. Johnson, Symmetric amenability and the nonexistence of Lie and Jordan derivations, Math. Proc. Cambridge Philos. Soc. 120 (1996) 455-473.
[12] S. Jøndrup, Automorphisms and derivations of upper triangular matrix rings, Linear Algebra Appl. 221 (1995) 205-218.
[13] E. Killam, Lie derivations on skew elements in prime rings with involution, Canad. Math. Bull. 30 (1987) 344-350.
[14] M. Mathieu, A.R. Villena, The structure of Lie derivations on C*-algebras, J. Funct. Anal. 202 (2003) 504-525.
[15] W.S. Martindale III, Lie derivations of primitive rings, Michigan Math. J. 11 (1964) 183-187.
[16] C.R. Miers, Lie derivations of von Neumann algebras, Duke Math. J. 40 (1973) 403-409.
[17] X.F. Qi, J.C. Hou, Additive Lie ( $\xi$-Lie) derivations and generalized Lie ( $\xi$-Lie) derivations on nest algebras, Linear Algebra Appl. 431 (2009) 843-854.
[18] G.A. Swain, Lie derivations of the skew elements of prime rings with involution, J. Algebras 184 (1996) 679-704.
[19] T.-L. Wong, Jordan isomorphisms of triangular algebras, Linear Algebra Appl. 418 (2006) 225-233.
[20] J.-H. Zhang, W.-Y. Yu, Jordan derivations of triangular algebras, Linear Algebra Appl. 419 (2006) 251-255.
[21] J.-H. Zhang, Lie derivations on nest subalgebras of von Neumann algebras, Acta Math. Sinica 46 (2003) 657-664.


[^0]:    4. This research was supported by the National Natural Science Foundation of China (No. 10971123), the Natural Science Basic Research Plan in Shaanxi Province of China (Program No. 2004A17) and Xinjiang University (XY080105).

    * Corresponding author. Address: College of Mathematics and Information Science, Shanxi Normal University, Xi'an 710062, PR China.

    E-mail addresses: yuweiyan6980@yahoo.com.cn (W. Yu), jhzhang@snnu.edu.cn (J. Zhang).

