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Abstract

A language $L \subseteq \Sigma^*$ is said to be sparse if $L$ contains a vanishingly small fraction of all possible strings of length $n$ in $\Sigma^*$. C. Ponder asked if there exists a sparse language $L$ such that $LL = \Sigma^*$. We answer this question in the affirmative. Several different constructions are provided, using ideas from probability theory, fractal geometry, and analytic number theory. We obtain languages that are optimally sparse, up to a constant factor. Finally, we consider the generalization $L^j = \Sigma^*$.

Key words: Sparse languages; Sparse basis

1. Introduction

We recall some familiar notation from formal language theory: if $A$ is a set, then by $|A|$ we mean the cardinality of $A$. If $B$ and $C$ are sets of strings, then by $BC$ we mean the set $\{bc|b \in B, c \in C\}$. We define $A^0 = \{\varepsilon\}$, where $\varepsilon$ denotes the empty string, and $A^i = AA^{i-1}$ for $i \geq 1$. By $A^{\leq n}$ we mean $\bigcup_{0 \leq i \leq n} A^i$, and $A^*$ denotes the set $\bigcup_{i \geq 0} A^i$. (The reader unfamiliar with these concepts may wish to consult a text on formal language theory such as [8]).

Let $\Sigma$ be a finite alphabet with $|\Sigma| \geq 2$. Consider the following definitions.

Definition 1. A language $L \subseteq \Sigma^*$ is said to be sparse if

$$\lim_{n \to \infty} \frac{|L \cap \Sigma^{\leq n}|}{|\Sigma^{\leq n}|} = 0.$$
Definition 2. A language \( L \) is said to be dense if
\[
\liminf_{n \to \infty} \frac{|L \cap \Sigma^n|}{|\Sigma^n|} = c.
\]
for some \( c > 0 \).

(Note: These definitions were given by Yu [12], except that he used the term “weakly sparse” in place of “sparse”. We trust there will be no confusion with another meaning of “sparse” used in structural complexity theory, namely that the number of strings of length \( n \) is bounded by a polynomial in \( n \).)

In response to a question of Ponder [10], Yu constructed two sparse languages, \( A \) and \( B \), such that \( AB \) is dense; see [12]. However, the following question was left unresolved [10]: Is there a sparse language \( L \) such that \( LL = \Sigma^* \)?

In this note, we answer this question in the affirmative. Several different constructions are provided, using ideas from probability theory, fractal geometry, and analytic number theory. We discuss exactly how sparse such a language can be. Finally, we also discuss the equation \( L^j = \Sigma^* \) for \( j \geq 3 \).

2. Bounds on the sparseness of \( L \)

Here, and in the rest of the paper, we assume that \( |\Sigma| = 2 \). Results similar to those given below can easily be obtained for larger alphabets.

For a language \( L \), define
\[
\lambda_n = \lambda_n(L) = \frac{|L \cap \Sigma^n|}{2^n}.
\]
Thus \( \lambda_n \) is the probability that a randomly chosen string of length \( n \) is in \( L \).

Yu [12] made the following observation:

Proposition 3. \( L \) is sparse iff \( \lim_{n \to \infty} \lambda_n = 0 \).

A natural question is the following: If \( LL = \Sigma^* \), how sparse can \( L \) be? We have the following theorem.

Theorem 4. If \( LL = \Sigma^* \), then
\[
\sum_{1 \leq i < n} \hat{\lambda}_i \geq \sqrt{n} - 1.
\]

Proof.
\[
2^i = |LL \cap \Sigma^i| \leq \sum_{k=1}^{i-1} |L \cap \Sigma^k| |L \cap \Sigma^{i-k}| + |L \cap \Sigma^i|
\leq 2^i \left( \sum_{k=1}^{i-1} \hat{\lambda}_k \hat{\lambda}_{i-k} + \hat{\lambda}_i \right).
\]
Therefore
\[
\left( \sum_{1 \leq i \leq n} \lambda_i \right) \left( 1 + \sum_{1 \leq i \leq n} \lambda_i \right) \geq \sum_{1 \leq i \leq n} \left( \sum_{k=1}^{i-1} \lambda_i \lambda_{i-k} + \lambda_i \right) \geq n
\]
and so
\[
\sum_{1 \leq i \leq n} \lambda_i \geq \sqrt{n + 1/4} - 1/2 > \sqrt{n - 1}.
\]
\[\Box\]

We now introduce some notation. Let us write \( f(n) = \Omega(g(n)) \) if there exists a constant \( c > 0 \) such that \( f(n) > cg(n) \) for infinitely many positive integers \( n \). Then we have the following corollary.

**Corollary 5.** If \( LL = \Sigma^* \), then \( \lambda_n = \Omega(n^{-1/2}) \).

**Proof.** Follows easily from Theorem 4. \[\Box\]

3. A construction based on probability theory

Our first construction of a sparse \( L \) such that \( LL = \Sigma^* \) uses some ideas from probability theory. The method is essentially contained in the paper of Yu [12], but we modify the construction somewhat and give an improved analysis.

Let \( \Sigma = \{a, b\} \). (The construction could easily be modified for alphabets with more than two letters.) Let \( f(x) \) be a function to be specified later, and define

\[
A = \{ x \in \Sigma^* \mid \text{at least the first } \frac{1}{2} f(|x|) \text{ symbols of } x \text{ are } a's \}.
\]

Similarly, let

\[
B = \{ x \in \Sigma^* \mid \text{at least the last } \frac{1}{2} f(|x|) \text{ symbols of } x \text{ are } a's \}.
\]

Finally, let

\[
C = \{ x \in \Sigma^* \mid x \text{ does not contain a run of at least } f(|x|) \text{ consecutive } a's \}.
\]

By definition we suppose that the empty string belongs to \( C \). We put \( L_f = A \cup B \cup C \).

**Theorem 6.** Let \( f(n) = 0 \) for \( n < 2 \), and \( f(n) = \log_2(n/\log n) \) for \( n \geq 3 \). Then (i) \( L_f \) is sparse; (ii) \( L_fL_f = \Sigma^* \).

**Proof.** To prove (i), it suffices to show that each of \( A, B \) and \( C \) is sparse. The sparseness of \( A \) and \( B \) is easy to see, as

\[
\lambda_n(A) = \lambda_n(B) = O\left( \left( \frac{\log n}{n} \right)^{1/2} \right).
\]
For \( c \), we use the well-known fact that almost all strings of length \( n \) contain a run of about \((1 - \epsilon)\log_2 n\) 'a's. More precisely, we use the following result of Guibas and Odlyzko \([3]\).

**Lemma 7** \([3]\). The probability that a randomly chosen string of 'a's and 'b's of length \( n \) contains no run of \( k \) consecutive 'a's is

\[
\exp\left( -n2^{-k-1} + O(nk^22^{-2k} + k2^{-k}) \right),
\]

where the constant implied by the \( O \) does not depend on \( k \) and \( n \).

**Proof of Theorem 6 (Conclusion).** Now, by putting \( k = f(n) \) in this lemma, we find that

\[
\lambda_n(C) = n^{-1/2}e^{O((\log n)^2/n)} = O(n^{-1/2}).
\]

Hence \( C \) is sparse, and so \( L_f \) is sparse.

To prove (ii), we let

\[
D = \{ x \in \Sigma^* \mid x \text{ contains a run of at least } f(|x|) \text{ consecutive 'a's} \}.
\]

We claim that \( D \subseteq BA \subseteq L_fL_f \). To see this, notice that any string \( x \) of length \( n \) containing a run of at least \( f(n) \) consecutive 'a's can be written as \( x = yz \), where \( y \) ends in \( \frac{1}{2}f(n) \) consecutive 'a's, and \( z \) begins with \( \frac{1}{2}f(n) \) consecutive 'a's. Since \( |y| \leq |x| \) and \( |z| \leq |x| \), we see that \( y \) ends in \( \geq \frac{1}{2}f(|y|) \) consecutive 'a's, and \( z \) begins with \( \geq \frac{1}{2}f(|z|) \) consecutive 'a's. Hence \( y \in B \), \( z \in A \), and so \( D \subseteq BA \).

To complete the proof, we note that \( C \cup D = \Sigma^* \). \( \square \)

Note that for this choice of \( L_f \), we have

\[
\sum_{1 \leq i \leq n} \lambda_i(L_f) = \Theta(\sqrt{n \log n}),
\]

where by \( f = \Theta(g) \) we mean, as usual, that \( f = O(g) \) and \( g = O(f) \). Thus \( L_f \) is not as sparse as the lower bound given in Theorem 4. In the next section we will give an example of a language that actually achieves the lower bound (2) to within a constant factor.

4. A construction inspired by fractal geometry

In this section, and the next one, we give two more constructions for sparse sets \( L \) such that \( LL = \Sigma^* \). Both constructions work as follows.

First, we find a sufficiently sparse set of non-negative integers \( S \) that is an "additive basis of order 2"; i.e. \( S + S = \mathbb{Z}^+ \), where by \( T + U \) for sets \( T \) and \( U \) we mean the set

\[
T + U = \{ t + u \mid t \in T, u \in U \}.
\]

Next, we consider the language

\[
L = L(S) = \{ x \in \Sigma^* \mid |x|_a \in S \},
\]
where $\Sigma = \{a, b\}$, and by $|x|_a$ we mean the number of occurrences of the symbol $a$ in the string $x$.

Since $S + S = \mathbb{Z}^+ \setminus 0$, we see that $LL = \Sigma^*$, as desired. Also,

$$\lambda_n(L) = \frac{1}{2^n} \sum_{k \leq n} \binom{n}{k},$$

(3)

so if we can show this quantity is $o(1)$, we can conclude that $L$ is sparse.

We can also see how close $L$ comes to the lower bound in (2), which can be viewed as another measure of sparseness. By the binomial theorem,

$$(1 - x)^{-s-1} = \sum_{i \geq 0} \binom{s+i}{i} x^i = \sum_{i \geq 0} \binom{s+i}{s} x^i = \sum_{k \geq s} \binom{k}{s} x^{k-s} = x^{-s} \sum_{k \geq s} \binom{k}{s} x^k.$$

Setting $x = \frac{1}{2}$, we get

$$\sum_{k \geq s} \frac{1}{2^k} \binom{k}{s} = 2,$$

(4)

for all $s \geq 0$. Hence

$$\sum_{1 \leq k \leq n} \lambda_k = \sum_{0 \leq s \leq n} \sum_{k \geq s} \frac{1}{2^k} \binom{k}{s} \leq \sum_{0 \leq s \leq n} \sum_{k \geq s} \frac{1}{2^k} \binom{k}{s} \leq 2|S \cap [0, n]|.$$

(5)

In this section, an appropriate set $S$ is constructed using inspiration from fractal geometry, while in the next section, we use an old idea from number theory. The reader may wish to compare the construction that follows with a theorem of Steinhaus [11]: Every real number in the interval $[0, 2]$ can be written as the sum of two elements chosen from the Cantor set. The Cantor set is the set of real numbers in the interval $[0, 1]$ that can be expressed using only 0's and 2's in base 3. It is an uncountable set of measure 0, but its fractal dimension is $(\log 2)/(\log 3) = 0.6309$.

Let $T$ be the set

$$\{0, 1, 4, 5, 16, 17, 20, 21, 64, 65, 68, 69, \ldots\},$$

the non-negative integers that can be written using only 0's and 1's in their base-4 expansion, and let $S_1 = T \cup 2T$.

We now prove that the set $S_1$ is indeed an additive basis, and hence that $L(S_1) L(S_1) = \Sigma^*$.

**Lemma 8.** Every positive integer can be written as the sum of two elements of $S_1$.

**Proof.** Let the base-4 expansion of $n$ be $\sum_{i \geq 0} n_i 4^i$, where $n_i \in \{0, 1, 2, 3\}$. Then let $y$ and $z$ be integers whose base-4 expansion is given by $y_i = 2\lfloor n_i/2 \rfloor$, and $z_i = n_i \mod 2$. 

Clearly \( n_i = y_i + z_i \), and hence \( n = y + z \) (and \( y \) and \( z \) can be added digit-by-digit without carries). □

Our goal is to prove a lemma that allows us to estimate the sum (3) given a bound on \( |S \cap [x, x + h]| \). First, however, we state the following useful result of Feller [2, p. 170].

**Lemma 9** [2]. There exist constants \( A \) and \( B \), independent of \( k \) and \( n \), such that

\[
\binom{n}{n/2 + k} \leq \frac{2^n}{\sqrt{\pi n/2}} e^{-2k^2/n} \left( 1 + \frac{A}{n} + \frac{B(|k| + 1)^3}{n^3} \right).
\]

We are now ready to estimate the sum (3). We do this in the following technical lemma, which is slightly more general than necessary for our immediate purposes. It will, however, also be useful in Section 6.

We will use Vinogradov's notation, common in work on analytic number theory; we write \( f(x) \ll g(x) \) for \( f(x) = O(g(x)) \).

**Lemma 10.** For any set \( S \) of positive integers, and any positive integer \( n \), define \( M \) to be the largest number of integers in \( S \) in any interval of length \( \sqrt{n} \) near \( n/2 \). More specifically, let

\[
M = \max_{|m - n/2| < \sqrt{n} \log n} |S \cap [m, m + \sqrt{n}]|.
\]

Then

\[
\sum_{k \in S \atop 0 < k < n} \binom{n}{k} \ll \frac{2^n}{\sqrt{n}} (M + 1).
\]

**Proof.** We first note that

\[
\sum_{|m - n/2| > \sqrt{n} \log n} \binom{n}{m} \ll n \left( \frac{n}{n/2 + \sqrt{n} \log n + O(1)} \right) \ll \frac{2^n}{\sqrt{n}},
\]

by Lemma 9. Now set \( J = \lfloor \sqrt{\log n} \rfloor \); then

\[
\sum_{j = 0 \atop |m - n/2| < \sqrt{n} \log n}^J \binom{n}{m} \ll \sum_{j = 0 \atop j < (J + 1)}^J \sum_{m = n/2 - (j + 1) \sqrt{n}}^{n/2 - j \sqrt{n} + O(1)} \binom{n}{m}
\]

\[
\ll 2^{J+1} M \left( \frac{n}{n/2 - J \sqrt{n} + O(1)} \right)
\]

\[
\ll \frac{2^n}{\sqrt{n}} M \sum_{j = 0}^J e^{-2j} \leq \frac{2^n}{\sqrt{n}} M
\]

by an application of Lemma 9, and the result follows. □
To apply Lemma 10 to the set $S$ mentioned above, we next obtain a bound on $|S \cap [x, x + h]|$.

Lemma 11. If $S$ is as defined above, then

$$|S \cap [x, x + h]| \leq 4\sqrt{h}.$$  

(Here $[x, x + h)$ denotes, as usual, the half-open interval containing $x$ but not containing $x + h$.)

Proof. First we prove that for all $j \geq 0$,

$$|T \cap [x, x + 4^j)| \leq 2^j.$$  

To see this, note that the last $j$ base-4 digits in $x, x + 1, \ldots, x + 4^j - 1$ cycle through all $4^j$ possible combinations of $j$ copies of the digits $0, 1, 2, 3$, and exactly $2^j$ of these contain only $0$'s and $1$'s.

From this, it easily follows that

$$|S \cap [x, x + 4^j)| \leq 2^j + 1.$$  

Given arbitrary $h$, we let $4^j$ be the smallest power of 4 which is $\geq h$; then $4^j < 4h$. Hence

$$|S \cap [x, x + h]| \leq S \cap [x, x + 4^j] \leq 2^j + 1 \leq 4\sqrt{h}.$$  

Hence, combining Lemmas 10 and 11, we find the following result.

Theorem 12. For $S$ defined as above, we have

$$\lambda_q(L(S)) = O(h^{-1/4}).$$

Up to a constant factor, this set $S$ is optimal for the averaged lower bound in (2), as the following theorem shows:

Theorem 13. For $S$ defined as above, we have

$$\sum_{q \leq k \leq n} \frac{\lambda_q(L(S))}{\sqrt{n}} \leq 8\sqrt{n}.$$  

Proof. Use Lemma 11 and Eq. (5). □

Remark. Note that, as each integer is represented at least twice in $L^2$, we can prove that

$$\sum_{q \leq k \leq n} \lambda_q \geq \sqrt{2N} - 1.$$
Actually, the maximum of
\[ \frac{|S \cap [0,N]|}{\sqrt{N}} \]
can be shown to occur when \( N = 4^k + 4^{k-1} + \cdots + 1 \), allowing us to replace the 8 in Theorem 13 with \( 3\sqrt{3} \).

5. A construction based on analytic number theory

In this section, we give a third proof of our result, using methods from analytic number theory.

Let \( S_2 \) denote the set of non-negative integers that can be written as the sum of two integer squares. Then by Lagrange’s theorem [6, Theorem 369], which says that every non-negative integer is the sum of four integer squares, we easily see that
\[ L_2 = L(S_2) \]
satisfies
\[ L_2 L = \Sigma^* \]

Theorem 14. \( L_2 \) is sparse; more precisely, \( \lambda_n(L_2) = O((\log n)^{-1/2}) \).

Proof. To apply Lemma 10, it suffices to provide a sufficiently strong upper bound for
\[ R(x,h) = |S_2 \cap [x,x+h]|. \]

Landau [9] proved in 1908 that if
\[ R(0,h) = \sum_{0 < k < h} \frac{1}{k^2 + \delta^2} \]
then there is a constant \( c_3 \) such that
\[ R(0,h) \sim c_3 \frac{h}{\sqrt{\log h}}, \]
but this result is not sufficiently strong for our purposes.

Hooley [7] remarked that, “an easy argument involving Selberg’s or Brun’s method yields the upper bound
\[ R(x,h) < \frac{A(\varepsilon)h}{\sqrt{\log x}} \]
for \( x^\varepsilon < h < x \),” but he did not provide a proof.

We provide a proof along the lines of Hooley’s suggestion. We write \( f(x) \ll_\varepsilon g(x) \) to indicate that the constant in the \( O \) depends on \( \varepsilon \).

The idea is to use the fact that a positive integer \( n \) is the sum of two squares iff all its prime divisors congruent to 3 (mod 4) appear to an even power. Let \( x^\varepsilon < h \leq x \). Let
A = A(x, h) = \{ n \mid x < n \leq x + h \}, \beta = \{ \text{primes } p \equiv 3 \pmod{4} \}, \text{and } z = x^\delta \text{ for some small fixed } \delta > 0. \text{ Then}

\[ S(A, \beta, z) = \sum_{x < n < x + h, \atop p | n, p > x \text{ or } p = 1 \pmod{4}} 1 \text{ which is } \ll_{\delta, x} \frac{h}{\sqrt{\log z}} \]

by [4, Theorem 2.5 (Brun) or 7.2 (Selberg)].

Now, for any \( z \geq 1 \),

\[ R(x, h) \leq \sum_{d \geq 1} \sum_{x < d^2 \leq m \leq x/d^2 + h/d^2} 1 \text{ (here } n = d^2 m) \]

\[ \leq \sum_{1 \leq d \leq \sqrt{\log x}} S\left(A\left(\frac{x}{d^2}, \frac{h}{d^2}\right), \beta, z\right) + \sum_{d \geq \sqrt{\log x}} \frac{h}{d^2} \]

\[ \leq \frac{h}{\sqrt{\log x}}. \]

Thus \( R(x, h) \sim O(h/\sqrt{\log x}) \); combining this with Landau's result, we get \( R(x, h) = O(h/\sqrt{\log h}) \).

So, taking \( h = \sqrt{n} \) and \( x = n/2 \) above, we see that we can apply Lemma 10 with \( M = O(\sqrt{n/(\log n)}) \), which gives

\[ \lambda_n = 2^{-n} \sum_{0 \leq k \leq n} \binom{n}{k} = O((\log n)^{-1/2}). \]

This completes the proof of Theorem 14. \( \square \)

6. Even sparser solutions to \( LL = \Sigma^* \)

In the example of Section 4, we constructed a sequence \( L_1 \) such that \( \lambda_n(L_1) \to 0 \), and \( \sum_{1 \leq k \leq n} \lambda_k(L_1) \) was as small as possible (within a constant factor), but individual \( \lambda_n \) could get quite large, as large as \( cn^{-1/4} \). (Incidentally, the \( \lambda_n \) of that example are sometimes very small, as small as \( c^{-cn} \) for some absolute constant \( c > 0 \).)

It would be desirable to find a language \( L \) with each \( \lambda_n = O(n^{-1/2}) \) which is, in general, as sparse as such a language can get. If we were to use our method of finding a suitable additive basis \( S \), then we would need \( S \) to be quite sparse; i.e. that there exists a constant \( B \) such that

\[ |S \cap (x, x + \sqrt{x})| \leq B, \quad (7) \]

for all \( x \). A slightly stronger requirement on \( S \) would be that if \( S = \{s_1, s_2, \ldots \} \) and \( s_1 < s_2 < \cdots \), then there exists a constant \( c > 0 \) such that \( s_{n+1} - s_n > cn \).
Then, using Lemma 10, we immediately see obtain the following theorem.

**Theorem 15.** If the set $S$ satisfies (7), then $\lambda_n(L(S)) = O(n^{-1/2}).$

It remains to establish that there exists a sequence satisfying (7). However, this was done by Cassels [1] (or see the discussion in [5, pp. 37-43]). The construction is quite complicated.

### 7. Generalizations to $L^j = \Sigma^*$

We might reasonably ask for generalizations of these results to the equation $L^j = \Sigma^*.$

A lower bound on the sparseness of such an $L$ is given by $|L \cap \Sigma^n| = \Omega_j(2^n/n^{1-1/j})$ infinitely often and

$$\sum_{1 \leq k \leq n} \lambda_k > n^{1/j} - 1.$$  

An "additive basis" construction, as discussed previously in Section 4, goes as follows: let $T$ be the set of non-negative integers whose expansion in base-$2^j$ contains only 0's and 1's. Let $S = T \cup 2T \cup \cdots \cup 2^{j-1}T.$ Then

$$\sum_{1 \leq k \leq n} \lambda_k < 2|S \cap [0,n]| \leq 4jn^{1/j}.$$  

Also, in this case,

$$\sum_{1 \leq k \leq n} \lambda_k \leq (j!)^{1/j}n^{1/j} - 1$$  

$$\geq (e^{-1} + o(1))jn^{1/j}.$$  

Actually we can obtain the better upper bound:

$$\sum_{1 \leq k \leq n} \lambda_k \leq 2|S \cap [1,n]| \leq 2(j + 2)(1 - 2^{-j})^{1/j}n^{1/j}$$  

$$\leq (2 + o(1))jn^{1/j}$$

as the optimal case occurs where $n = 2^{j^r} + 2^{j^{r-1}} + \cdots + 1$ so that $|S \cap [1,n]| = 2^{j^r + j - 1} + 2^{j^r} + n^{1/j} \geq 2^r/(1 - 2^{-j})^{1/j}.$

Cassels [1] also gave appropriate bases of arbitrary order $j.$ Using his results, we can construct languages $L,$ with $L^j = \Sigma^*,$ and $|L \cap \Sigma^n| = O(2^n/n^{1-1/j}).$

**Acknowledgements**

The authors would like to thank C. Ponder for bringing the problem to their attention, and for generously sharing his early insights on the problem.
The third author would like to thank A. Lubiw for useful discussions, and E. Bach, B. Reznick, and P. Flajolet for pointers to the literature.

References