Decision-theoretic specification of credal networks: A unified language for uncertain modeling with sets of Bayesian networks
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Abstract

Credal networks are models that extend Bayesian nets to deal with imprecision in probability, and can actually be regarded as sets of Bayesian nets. Credal nets appear to be powerful means to represent and deal with many important and challenging problems in uncertain reasoning. We give examples to show that some of these problems can only be modeled by credal nets called non-separately specified. These, however, are still missing a graphical representation language and updating algorithms. The situation is quite the opposite with separately specified credal nets, which have been the subject of much study and algorithmic development. This paper gives two major contributions. First, it delivers a new graphical language to formulate any type of credal network, both separately and non-separately specified. Second, it shows that any non-separately specified net represented with the new language can be easily transformed into an equivalent separately specified net, defined over a larger domain. This result opens up a number of new outlooks and concrete outcomes: first of all, it immediately enables the existing algorithms for separately specified credal nets to be applied to non-separately specified ones. We explore this possibility for the 2U algorithm: an algorithm for exact updating of singly connected credal nets, which is extended by our results to a class of non-separately specified models. We also consider the problem of inference on Bayesian networks, when the reason that prevents some of the variables from being observed is unknown. The problem is first reformulated in the new graphical language, and then mapped into an equivalent problem on a separately specified net. This provides a first algorithmic approach to this kind of inference, which is also proved to be NP-hard by similar transformations based on our formalism.
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1. Introduction

We focus on credal networks (Section 3) [1], which are a generalization of Bayesian nets. The generalization is achieved by relaxing the requirement that the conditional mass functions of the model be precise: with credal
nets each of them is only required to belong to a closed convex set. Closed convex sets of mass functions are also known as credal sets after Levi [2]. Using credal sets in the place of mass functions makes credal networks an imprecise probability model [3]. It can be shown, in particular, that a credal network is equivalent to a set of Bayesian nets with the same graph.

An important question is whether or not all credal networks can be represented in a way that emphasizes locality. The answer is positive if we restrict the attention to the most popular type of credal networks, those called separately specified (Section 4). In this case, each conditional mass function is allowed to vary in its credal set independently of the others. The representation is naturally local because there are no relationships between different credal sets. The question is more complicated with more general specifications of credal networks, which we call non-separately specified (Section 5). The idea of non-separately specified credal nets is in fact to allow for relationships between conditional mass functions in different credal sets, which can be far away from each other in the net.

Although the idea of non-separately specified credal nets is relatively intuitive, it should be stressed that this kind of nets has been investigated very little: in fact, there has been no attempt so far to develop a general graphical language to describe them; and there is no algorithm to compute with them. This appears to be an unfortunate gap in the literature as the non-separate specification seems to be the key to model many important problems (Sections 5.1–5.4). Separately specified credal nets, on the other hand, have been the subject of much algorithmic development (see [1] for an overview of the main results in this field).

In this paper, we give two major contributions. First, we define a unified graphical language to locally specify credal networks in the general case (Section 6). This specification is called decision-theoretic being inspired, via the Cano-Cano-Moral (CCM) transformation [5], by the formalism of influence diagrams, and more generally of decision graphs [6]. In this language the graph of a credal network is augmented with control nodes that express the relationships between different credal sets. We give examples to show that the new language provides one with a natural way to define non-separately specified nets; and we give a procedure to reformulate any separately specified net in the new language.

Second, we make a very simple observation (Section 7), which has surprisingly powerful implications: we show that for any credal network specified with the new language there is a separately specified credal network, defined over a larger domain, which is equivalent. The procedure to transform the former into the latter network is very simple, and takes only linear time. The key point is that this procedure can be used as a tool to “separate” the credal sets of non-separately specified nets. This makes it possible to model, by separately specified nets, problems formerly modeled by non-separately specified ones; and hence to use any (both exact and approximate) existing algorithm for separately specified nets to solve such problems.

In Section 8, we explore this possibility in the case of the 2U algorithm [7]: a polynomial time algorithm for exact updating of singly connected credal networks with binary variables. We show that the algorithm, originally designed only for separately specified credal networks, can be extended to deal exactly and efficiently also with a class of non-separately specified models.

Our contributions also apply to the problem of belief updating on Bayesian networks by the conservative inference rule [8], which is a rule modeling situations where the reason that prevents some of the variables from being observed is unknown. The problem has been mapped onto a standard updating problem on a non-separately specified credal network [9], a result not straightforward to exploit in practice because of the lack of algorithms for non-separately specified credal networks. A feasible solution of this problem based on our formalism is presented in Section 9. First, we represent the problem by the new decision-theoretic language. Second, we use our transformation to reformulate the problem on a separately specified credal network defined over a larger domain. At this point, the problem can be solved by the existing algorithms for separately specified credal nets. Additionally, we also prove the NP-hardness of belief updating with this rule by similar transformations based on the results presented in this paper.

Some comments and perspectives for future developments are discussed in Section 10. The more technical parts of this paper are collected in Appendix A.

---

1 An exception is the classification algorithm developed for the naive credal classifier [4], but it is ad hoc for a very specific type of network. More generally speaking, it is not unlikely that some of the existing algorithms for separately specified nets can be extended to special cases of non-separate specification, but we are not aware of any published work dealing with this issue.
2. Basic notation and Bayesian networks

Let us first define some notation and the notion of Bayesian network. Let\(^2\) \(X := (X_1, \ldots, X_n)\) be a collection of random variables, which take values in finite sets, and \(\mathcal{G}\) a directed acyclic graph (DAG), whose nodes are associated to the variables in \(X\). For each \(X_i \in X\), \(\Omega_{X_i}\) is the possibility space of \(X_i\), \(x_i\) a generic element of \(\Omega_{X_i}\), \(P(X_i)\) a mass function for \(X_i\), and \(P(x_i)\) the probability that \(X_i = x_i\). If \(X_i\) is a binary variable, we denote the elements of \(\Omega_{X_i}\) by \(\{x_i, \neg x_i\}\). The parents of \(X_i\), according to \(\mathcal{G}\), are denoted by the joint variable \(P_i\), whose possibility space is \(\Omega_{P_i}\). For each \(\pi_i \in \Omega_{P_i}\), \(P(X_i | \pi_i)\) is the conditional mass function for \(X_i\), given the joint value \(\pi_i\) of the parents of \(X_i\). This formalism is sufficient to introduce the definition of Bayesian network.

**Definition 1.** A Bayesian network (BN) over \(X\) is a pair \(\langle \mathcal{G}, P \rangle\) such that \(P\) is a set of conditional mass functions \(P(X_i | \pi_i)\), one for each \(X_i \in X\) and \(\pi_i \in \Omega_{P_i}\).

We assume the *Markov condition* to make \(\mathcal{G}\) represent probabilistic independence relations between the variables in \(X\): every variable is independent of its non-descendant non-parents conditional on its parents. Thus, a BN determines a joint mass function \(P(X)\) according to the following factorization formula:

\[
P(x) = \prod_{i=1}^{n} P(x_i | \pi_i),
\]

for each \(x \in \Omega_X\), where for each \(i = 1, \ldots, n\) the values \((x_i, \pi_i)\) are those consistent with \(x\).

3. Credal sets and credal networks

Credal networks extend Bayesian nets to deal with imprecision in probability. This is obtained by means of closed convex sets of probability mass functions, which are called *credal sets* [2]. We follow [10] in considering only finitely generated credal sets, i.e., obtained as the convex hull of a finite number of mass functions. Geometrically, a credal set is a *polytope*. A credal set contains an infinite number of mass functions, but only a finite number of extreme mass functions: those corresponding to the vertices of the polytope, which are, in general, a subset of the generating mass functions. A credal set over \(X\) is denoted as \(K(X)\) and the set of its extreme mass functions as \(ext[K(X)]\). Given a joint credal set \(K(X, Y)\), the marginal credal set for \(X\) is the credal set \(K(X)\) obtained by the element-wise marginalization of \(Y\) from all the joint mass functions \(P(X, Y) \in K(X, Y)\). We similarly denote as \(K(X | y)\) a conditional credal set over \(X\) given a value \(y\) of \(Y\), i.e., a credal set of conditional mass functions \(P(X | y)\) obtained by element-wise application of Bayes rule. Finally, given a non-empty subset \(\Omega_X' \subseteq \Omega_X\), a particularly important credal set for our purposes is the *vacuous credal set* for \(\Omega_X'\), i.e., the set of all mass functions over \(X\) assigning probability one to \(\Omega_X'\). We denote this set as \(K_{\Omega_X'}(X)\). In the following, we will use the well known fact that the vertices of \(K_{\Omega_X'}(X)\) are the\(^3\) \(|\Omega_X'|\) degenerate mass functions assigning probability one to the single elements of \(\Omega_X'\).

**Definition 2.** A credal network (CN) over \(X\) is a pair \(\langle \mathcal{G}, \{P_1, \ldots, P_m\}\rangle\) such that \(\langle \mathcal{G}, P_j \rangle\) is a Bayesian network over \(X\) for each \(j = 1, \ldots, m\).

The BNs \(\{\langle \mathcal{G}, P_j \rangle\}_{j=1}^{m}\) are said to be the *compatible* BNs of the CN specified in **Definition 2**.

The CN \(\langle \mathcal{G}, \{P_1, \ldots, P_m\}\rangle\) determines the following credal set:\(^4\)

\[
K(X) := \text{CH}\{P_1(X), \ldots, P_m(X)\},
\]

where \(\text{CH}\) denotes the convex hull of the \(|\Omega_X|\)-dimensional points represented by \(\{P_j(X)\}_{j=1}^{m}\), which are the joint mass functions determined by the compatible BNs of the CN. This convexification is necessary to ensure consistency with Walley’s theory of coherent lower previsions [3]. With an abuse of terminology, we call the

\(^2\) The symbol “\(\ldots\)” is used for definitions.

\(^3\) The cardinality of a set \(\Omega\) is denoted as \(|\Omega|\).

\(^4\) Generally speaking the fact that all the joint mass functions \(\{P_j(X)\}_{j=1}^{m}\) in Eq. (2) factorize as in Eq. (1) does not imply that the every \(P(X) \in K(X)\) should do the same.
credal set in Eq. (2) the strong extension of the CN, by analogy with the notion provided in the special case of separately specified CNs (see Section 4).

Inference over a CN is intended as the computation of upper and lower bounds for the posterior expectation of a given function of $X$, considered for each $P(X) \in K(X)$. This optimization on a continuous domain is in practice a combinatorial task, as lower and upper expectations can be equivalently computed considering only the vertices $\text{ext}[K(X)]$. If the function of $X$ to be considered is an indicator, inference is simply called updating. Other important inference problems can be also considered on CNs (e.g., dominance relations and non-dominated options computation [3, Section 3.9]). In this paper, we provide some equivalent representations of the strong extension that can be therefore applied to general inference problems.

4. Separately specified credal networks

The main feature of probabilistic graphical models, which is the specification of a global model through a collection of sub-models local to the nodes of the graph, contrasts with Definition 2, which represents a CN as an explicit enumeration of BNs.

Nevertheless, there are specific subclasses of CNs that define a set of BNs as in Definition 2 through local specifications. This is for example the case of CNs with separately specified credal sets, which are simply called separately specified CNs in the following. This specification requires each conditional mass function to belong to a (conditional) credal set, according to the following definition.

**Definition 3.** A separately specified CN over $X$ is a pair $(\theta, \mathcal{C})$, where $\mathcal{C}$ is a set of conditional credal sets $K(X_i|\pi_i)$, one for each $X_i \in X$ and $\pi_i \in \Omega_{\Pi_i}$.

The strong extension $K(X)$ of a separately specified CN [10] is defined as the convex hull of the joint mass functions $P(X)$, with, for each $x \in X$:

$$P(x) = \prod_{i=1}^{n} P(x_i|\pi_i), \quad P(X_i|\pi_i) \in K(X_i|\pi_i) \quad \text{for each } X_i \in X, \pi_i \in \Pi_i.$$  (3)

Here $K(X_i|\pi_i)$ can also be replaced by $\text{ext}[K(X_i|\pi_i)]$ (see Proposition 1 in Appendix A).

5. Non-separately specified credal networks

Separately specified CNs are the most popular type of CN, but it is clearly possible to consider a CNs that cannot be formulated as in Definition 3. This corresponds to having relationships between the different specifications of the conditional credal sets, which means that the possible values for a given conditional mass function can be affected by the values of some other conditional mass functions. A CN of this kind is said to be non-separately specified.

As an example, some authors considered so-called extensive specifications of CNs [11], where instead of a separate specification for each conditional mass function as in Definition 3, the generic probability table $P(X_i|\Pi_i)$, i.e., a function of both $X_i$ and $\Pi_i$, is defined to belong to a finite set of tables (see Fig. 1). The strong extension of an extensive CN is obtained as in Eq. (3), by simply replacing the separate requirements for each single conditional mass function with extensive requirements about the tables which take values in the corresponding finite set.

Let us illustrate by a few examples that the necessity of non-separately specified CNs naturally arises in a variety of problems.

5.1. Conservative inference rule

The conservative inference rule (CIR) is a new rule for updating beliefs with incomplete observations [12]. CIR models the case of mixed knowledge about the process preventing the observation of some of the vari-

---

5 Some authors use also the expression locally defined CNs [10].
ables from being obtained: this incompleteness process is assumed to be nearly unknown\(^6\) for some variables, while the others are assumed to be missing at random (MAR) [13]. This leads to an imprecise probability rule, where all the possible completions of the incomplete observations of the first type of variables are considered.

We consider an application of this rule to a BN over the set of variables \(X\), that assigns a positive probability to any joint state \(x \in \Omega_X\). The set \(X\) is partitioned in the following four classes: (i) the queried variable \(X_q\), (ii) the observed variables \(X_E\), (iii) the unobserved variables \(X_M\) for which the MAR assumption is known to hold, and (iv) the variables \(X_I\) made missing by a process that we basically ignore. CIR leads to the following credal set as our updated belief about the queried variable:

\[
K(X_q |^N X_E) := \text{CH} \{ P(X_q | X_E, X_I) \}_{X_I \in \Omega_{X_I}},
\]

where the superscript on the double conditioning bar is used to denote beliefs updated with CIR and to specify the set of missing variables \(X_I\) assumed to be non-MAR.

In [9], the computation of \(K(X_q |^N X_E)\) has been mapped to a standard updating problem on a CN defined over a larger domain. The CN is obtained from the original BN by the following procedure.

**Transformation 1.** Iterate, for each \(X \in X_I\), the following operations: (i) add an auxiliary node\(^7\) \(X'\), which is a child of \(X\) and corresponds to a binary variable; (ii) specify the conditional probability table \(P(X' | X)\) to belong to the following set of \(|\Omega_X|\) tables:

\[
\left\{ \begin{array}{c}
0 \ 1 \ 0 \ \ldots \ 0 \\
0 \ 1 \ 1 \ \ldots \ 1
\end{array} \right\}, \ldots, \left\{ \begin{array}{c}
0 \ \ldots \ 0 \ 1 \ 0 \ \ldots \ 0 \\
1 \ \ldots \ 1 \ 0 \ \ldots \ 1
\end{array} \right\}, \ldots, \left\{ \begin{array}{c}
0 \ 0 \ 0 \ \ldots \ 0 \ 1 \\
1 \ 1 \ 1 \ \ldots \ 1 \ 0
\end{array} \right\}.
\]

As proved in [9], the conditional credal set in Eq. (4) is equivalent to a credal set computed on the credal network returned by Transformation 1, for the same queried variable, conditional on the available evidence and on the joint state \(X'_j \in \Omega_{X'_J}\) of the array \(X'_J\) of the auxiliary nodes, for which all the variables \(X'' \in X'_J\) are in the states corresponding to the first rows of the tables in Eq. (5). This equivalence can be written as

\[
K(X_q |^N X_E) = K(X_q | X_E, X'_J).
\]

Note that Transformation 1 returns a CN which is clearly extensively specified and hence non-separately specified. This means that Eq. (6) cannot be used in practice to solve CIR-based updating problems, because of lack of algorithms for non-separately specified CNs. In Section 9 this limitation is overcome by means of the results provided in Sections 6 and 7.

### 5.2. Qualitative networks

Qualitative probabilistic networks [15] can be regarded as an abstraction of BNs, where the probabilistic assessments are replaced by qualitative relations describing the influences or synergies between the variables. If we regard qualitative nets as credal nets, we see that not all types of relations can be represented by separate specifications of the conditional credal sets. This is, for instance, the case of (positive) qualitative influence, which requires, for two binary variables \(A\) and \(B\), that

---

\(^6\) The notion of nearly unknown incompleteness process is formalized in [12, Sect. 2.2] and is based on very weak assumptions about the mechanism that makes the observation incomplete.

\(^7\) This transformation takes inspirations from Pearl’s prescriptions about boundary conditions for propagation [14, Section 4.3].


\[ P(a|b) \geq P(a|-b). \]  

(7)

The qualitative influence between \( A \) and \( B \) can therefore be modeled by requiring \( P(A|b) \) and \( P(A|-b) \) to belong to credal sets, which cannot be separately specified because of the constraint in Eq. (7). An extensive specification for \( A \) should therefore be considered to model the positive influence of \( B \) [16].

5.3. Equivalent graphs for credal networks

Remember that DAGs represent independencies between variables according to the Markov condition. Different DAGs describing the same independencies are said to be equivalent [17]. Thus, a BN can be reformulated using an equivalent DAG. The same holds with CNs, when (as implicitly done in this paper) strong independence replaces standard probabilistic independence in the Markov condition [18].

Consider, for example, \( A \rightarrow B \) and \( B \rightarrow A \), which are clearly equivalent DAGs. One problem with separately specified CNs is that they are not closed under this kind of (equivalent) structure changes: if we define a separately specified CN for \( A \rightarrow B \), and then reverse the arc, the resulting net will not be separately specified in general.

In order to see that, we consider the following specification of a CN over \( A \rightarrow B \), where both \( A \) and \( B \) are binary variables: \( \frac{1}{4} \leq P(a) \leq \frac{3}{4} \), \( \frac{1}{4} \leq P(b|a) \leq \frac{3}{4} \) and \( P(b|-a) = \frac{1}{2} \). As all the variables are binary, the computation of the credal set corresponding to these intervals is trivial. E.g., the vertices of \( K(A) \) are clearly the two mass functions \( \left[ \frac{1}{4}, \frac{3}{4} \right] \) and \( \left[ \frac{1}{2}, \frac{1}{2} \right] \). Overall, we have a separately specified CN with four compatible BNs, corresponding to the possible combinations of the two vertices of \( K(A) \) with the two vertices of \( K(B|a) \). From the joint mass functions corresponding to these BNs, we can evaluate the conditional mass functions for the corresponding BNs over \( B \rightarrow A \), which are those corresponding to the following probabilities:

\[
\begin{align*}
P_1(b) &= \frac{11}{16}, \quad P_2(b) = \frac{3}{4}, \quad P_3(b) = \frac{5}{8}, \quad P_4(b) = \frac{3}{4}, \\
P_1(a|b) &= \frac{2}{11}, \quad P_2(a|b) = \frac{1}{4}, \quad P_3(a|b) = \frac{2}{5}, \quad P_4(a|b) = \frac{1}{2}, \\
P_1(a|-b) &= \frac{2}{5}, \quad P_2(a|-b) = \frac{1}{4}, \quad P_3(a|-b) = \frac{2}{3}, \quad P_4(a|-b) = \frac{1}{2}.
\end{align*}
\]

According to Definition 2, these four distinct BN specifications define a CN over \( B \rightarrow A \), which cannot be separately specified as in Definition 3. To see this, note for example that the specification \( P(b) = \frac{5}{8}, P(a|b) = \frac{1}{2} \) and \( P(a|-b) = \frac{3}{4} \), which would be clearly possible if the conditional credal sets were separately specified, leads to the inadmissible value \( P(a) = \frac{9}{16} > \frac{5}{8} \).

It is useful to observe that general, non-separately specified, CNs do not suffer for these problems just because of their definition.

5.4. Learning from incomplete data

Given three binary random variables \( A, B \) and \( C \), let the DAG \( A \rightarrow B \rightarrow C \) express independencies between them. We want to learn the model probabilities (i.e., the parameters) for such a DAG from the incomplete data set in Table 1, assuming no information about the process making the observation of \( B \) missing in the last record of the data set. The most conservative approach in this case is to learn two distinct BNs from the two complete data sets corresponding to the possible values of the missing observation, and consider indeed the CN made of these compatible BNs.

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>b</td>
<td>c</td>
</tr>
<tr>
<td>a</td>
<td>b</td>
<td>c</td>
</tr>
<tr>
<td>a</td>
<td>b</td>
<td>c</td>
</tr>
<tr>
<td>a</td>
<td>b</td>
<td>c</td>
</tr>
</tbody>
</table>

Table 1

A data set about three binary variables, “*” denotes a missing observation.
To make things simple we compute the probabilities for the joint states by means of the relative frequencies in the complete data sets. Let $P_1(A, B, C)$ and $P_2(A, B, C)$ be the joint mass functions obtained in this way, which define the same conditional mass functions for

$$P_1(a) = P_2(a) = \frac{3}{4},$$

$$P_1(b|\neg a) = P_2(b|\neg a) = 0,$$

$$P_1(c|\neg b) = P_2(c|\neg b) = 1,$$

and different conditional mass functions for

$$P_1(b|a) = 1, \quad P_2(b|a) = \frac{2}{3},$$

$$P_1(c|b) = \frac{2}{3}, \quad P_2(c|b) = \frac{1}{2}.$$

We have therefore obtained two BNs over $A \rightarrow B \rightarrow C$, which can be regarded as the compatible BNs of a CN. Such a CN is non-separatedly specified. To see that, just note that if the CN would be separately specified the values $P(b|a) = 1$ and $P(c|b) = \frac{1}{2}$ could be regarded as a possible instantiation of the conditional probabilities, despite the fact that there are no complete data sets leading to this combination of values.

6. Decision-theoretic specification of credal networks

We provide an alternative definition of CN with the same generality of Definition 2, but obtained through local specifications as in Definition 3. This result, which is inspired by the formalism of decision networks [6] via the CCM transform [5], is reported in Section 6.1.

Remarkably, both non-separatedly (Section 6.2) and separately specified CNs (Section 6.3) can be reformulated in accord to this definition by means of transformations taking only polynomial time. We can therefore regard the new definition as the basis for a graphical language to represent in a unified form CNs of any kind.

6.1. General definition of decision-theoretic specification

Definition 4. A decision-theoretic specification of a credal network\(^9\) over $X$ is a triplet $(\mathcal{G}', \varnothing, \mathcal{P}')$ such that: (i) $\mathcal{G}'$ is a DAG over $X' := (X_\mathcal{D}, X)$; (ii) $\varnothing$ is a collection of non-empty sets $\Omega_{X_i}' \subseteq \Omega_{X_i}$, one for each $X_i \in X_\mathcal{D}$ and $\pi_i \in \Omega_{\mathcal{H}_i}$;\(^10\) (iii) $\mathcal{P}'$ is a set of conditional mass functions $P'(X_i|\pi_i)$, one for each $X_i \in X$ and $\pi_i \in \Omega_{\mathcal{H}_i}$.

We intend to show that Definition 4 specifies a CN over the variables in $X$; the nodes corresponding to $X$ are therefore called uncertain and will be displayed by circles, while those corresponding to $X_\mathcal{D}$ are said decision nodes and will be displayed by squares. Let us associate each decision node $X_i \in X_\mathcal{D}$ with its collection of so-called decision functions. For each $X_i \in X_\mathcal{D}$, the decision functions of $X_i$ are all the possible maps $f_{X_i} : \Omega_{\mathcal{H}_i} \rightarrow \Omega_{X_i}$ returning an element of $\Omega_{X_i}'$ for each $\pi_i \in \Omega_{\mathcal{H}_i}$. Note that the decision functions of a root node $X_i$ are the single elements of $\Omega_{X_i}$. Call strategy $s$ an array of decision functions, one for each $X_i \in X_\mathcal{D}$. We denote as $\Omega_s$ the set of all the possible strategies.

Each strategy $s \in \Omega_s$ determines a BN over $X'$ via Definition 4, as illustrated below. A conditional mass function $P'(X_i|\pi_i)$ for each uncertain node $X_i \in X$ and $\pi_i \in \Omega_{\mathcal{H}_i}$ is already specified by $\mathcal{P}'$. To determine a BN, we have then to simply represent decision functions by mass functions: for each decision node $X_i \in X_\mathcal{D}$ and $\pi_i \in \Omega_{\mathcal{H}_i}$, we consider the conditional mass function $P'_s(X_i|\pi_i)$ assigning all the mass to the value

---

\(^8\) We do this only for illustrative purposes, as there are arguably better ways to learn probabilities from data, such as the imprecise Dirichlet model [19]. Yet, also these other methods would incur the same problem [20].

\(^9\) Definition 4 has been originally introduced in [21], which is an earlier and reduced version of this paper. Here “decision-theoretic specification of a CN” is used instead of “locally specified CN” in order to avoid ambiguities with the notion of “locally specified CN” in [10], and to emphasize the relation with decision diagrams theory.

\(^10\) If $X_i$ corresponds to a root node of $\mathcal{G}$, a single set equal to the whole $\Omega_{X_i}$ is considered.
\[ f_{X_i}(\pi_i) \in \Omega_{X_i}, \] where \( f_{X_i} \) is the decision function corresponding to \( s \). The BN obtained in this way will be denoted as \( \langle \mathcal{G}', \mathbb{P}' \rangle \), while for the corresponding joint mass function, we clearly have, for each \( x' = (x_D, x) \in \Omega_X \), the following factorization:

\[
P'(x_D, x) = \prod_{X_i \in X_D} P'(x_i | \pi_i) \cdot \prod_{X_j \in X} P'(x_j | \pi_j). \quad (8)
\]

The next step is then obvious: we want to define a CN over \( X \) by means of the set of BNs determined by all the possible strategies \( s \in \Omega_s \). The question, at this point, is whether or not all these networks have the same DAG, as required by Definition 2. To show this we need to introduce the following transformation that removes from \( \mathcal{G}' \) the decision nodes by maintaining the dependence relations between the other nodes:

**Transformation 2.** Given a decision-theoretic specification of a CN \( \langle \mathcal{G}', \mathbb{O}, \mathbb{P}' \rangle \), obtain a DAG \( \mathcal{G} \) associated to the variables \( X \) iterating, for each decision node \( X_i \in X_D \), the following operations over \( \mathcal{G}' \): (i) draw an arc from each parent of \( X_i \) to each child of \( X_i \); (ii) remove the node \( X_i \).

Fig. 2 reports an example of the output of Transformation 2. The DAG \( \mathcal{G} \) returned by Transformation 2 is considered by the next theorem.

**Theorem 1.** The marginal for \( X \) relative to \( \langle \mathcal{G}', \mathbb{P}' \rangle \), i.e., the mass function \( P_s(X) \) such that

\[
P_s(x) := \sum_{x_D \in \Omega_{X_D}} P'_s(x_D, x)
\]

for each \( x \in \Omega_X \), factorizes as the joint mass function of a BN \( \langle \mathcal{G}, \mathbb{P}_s \rangle \) over \( X \), where \( \mathcal{G} \) is the DAG obtained from \( \mathcal{G}' \) by Transformation 2.

From this, considering the BNs \( \langle \mathcal{G}, \mathbb{P}_s \rangle \) for each strategy \( s \in \Omega_s \) as compatible BNs of a CN, it is possible to obtain the following result.

**Corollary 1.** A decision-theoretic specification of a CN as in Definition 4 defines a CN over \( X \), based on the DAG \( \mathcal{G} \) returned by Transformation 2.

The strong extension of \( \langle \mathcal{G}', \mathbb{O}, \mathbb{P}' \rangle \) will be therefore intended as the strong extension \( K(X) \) of the CN considered in Corollary 1. What we show in the next sections is how to provide decision-theoretic specifications of CNs, according to Definition 4, for both separately and non-separately specified CNs.

### 6.2. Decision-theoretic specification of non-separately specified credal nets

It is worthy to note that any CN defined as in Definition 2 can be reformulated as in Definition 4, by simply adding a single decision node, which is parent of all the other nodes (see Fig. 3).

The conditional mass functions, corresponding to different values of the decision node, are assumed to be those specified by the compatible BNs. This means that, if \( D \) denotes the decision node, the states of \( D \) index the compatible BNs, and \( P(X_i | \pi_i, d) := P_d(X_i | \pi_i) \), where \( P_d(X_i | \pi_i) \) are the conditional mass functions specified by the \( d \)th compatible BN for each \( X_i \in X \) and \( \pi_i \in \Omega_{X_i} \) and \( d \in \Omega_D \). This formulation, which is an example of the CCM transformation [5], is only seemingly local, because of the arcs connecting the decision node with all the uncertain nodes. However, in many cases, this is not the only way to provide a decision-theoretic specification of a CN.

---

Fig. 2. The DAG \( \mathcal{G} \) returned by Transformation 2 given a decision-theoretic specification of a CN whose DAG is that in Fig. 3 (or also Fig. 4 or Fig. 5 or Fig. 6).
Consider, for example, the class of extensively specified CNs introduced in Section 5. We can provide a decision-theoretic specification, as in Definition 4, of a CN of this kind by introducing a decision parent for each node of the original CN (Fig. 4). The conditional mass functions of the uncertain nodes corresponding to different values of the related decision nodes are assumed to be those specified by the different tables in the extensive specification. This means that, if $X_i$ is an uncertain node and $D_i$ the corresponding decision node, the states $d_i \in \Omega_{D_i}$ index the tables $P_{d_i}(X_i|\Pi_i)$ of the extensive specification for $X_i$, and, for each $\pi_i \in \Pi_i$, $P(X_i|d_i, \pi_i)$ is the mass function $P_{d_i}(X_i|\pi_i)$ associated to the $d_i$th table of the extensive specification. E.g., the two tables defined in the extensive specification of the node $B$ for the CN in Fig. 1, can be indexed by a binary decision parent $D$:

$$P(B|a, d) = \begin{bmatrix} 0.2 \\ 0.8 \end{bmatrix}, \quad P(B|\neg a, d) = \begin{bmatrix} 0.3 \\ 0.7 \end{bmatrix}, \quad P(B|a, \neg d) = \begin{bmatrix} 0.4 \\ 0.6 \end{bmatrix}, \quad P(B|\neg a, \neg d) = \begin{bmatrix} 0.5 \\ 0.5 \end{bmatrix}.$$  

More generally, constraints for the specifications of conditional mass functions relative to different nodes can be similarly represented by decision nodes which are the parents of these nodes (see for example Fig. 5).

### 6.3. Decision-theoretic specification of separately specified credal nets

Finally, to provide a decision-theoretic specification, as required by Definition 4, of a separately specified CN, it would suffice to reformulate the separately specified CN as an extensive CN whose tables are obtained considering all the combinations of the vertices of the separately specified conditional credal sets of the same variable.

![Fig. 4. Decision-theoretic specification of an extensive CN over the DAG in Fig. 2.](image)

![Fig. 5. Decision-theoretic specification of a non-separately specified CN over the DAG in Fig. 2. Constraints between the specifications of the conditional credal sets of the nodes $X$ and $Y$, and also between the three remaining nodes are assumed.](image)
Fig. 6. Decision-theoretic specification of a separately specified CN over the DAG in Fig. 2.

As an example, let us consider the node *X* of a separately specified CN defined over the DAG in Fig. 2. Assume *Y* to be binary and both the credal sets *K*(*X*|*y*) and *K*(*X*|¬*y*) to be made of three extreme mass functions. A requirement for the probability table *P*(*X*|*Y*) to belong to a set of nine tables, obtained from all the possible combinations where the first column takes values in ext[*K*(*X*|*y*)] and the second in ext[*K*(*X*|¬*y*)], is clearly equivalent to leave the conditional probability mass functions *P*(*X*|*y*) and *P*(*X*|¬*y*) to vary in the relative credal sets.

Yet, this approach suffers for an obvious exponential explosion (of the number of tables) in the input size. A more effective procedure consists in adding a decision node in between each (uncertain) node and its parents, according to the following graphical transformation.

**Transformation 3.** Obtain a DAG *G*′ from a DAG *G* over *X* by iterating, for each *X* ∈ *X*, the following operations: (i) add a decision node *D*; (ii) draw an arc from each parent of *X* to *D*; (iii) delete the arcs connecting the parents of *X* with *X*; (iv) draw an arc from *D* to *X*.

It is straightforward to check that Transformation 3 requires only a number of operations linear in the input size.

Given a separately specified CN ⟨*G*, *K*⟩ over *X*, it is possible to consider a decision-theoretic specification of a CN ⟨*G*′, *D*, *P*′⟩, where *G*′ is the DAG returned by Transformation 3, *D* is the set of decision nodes (one for each node) added by the same transformation. To complete the decision-theoretic specification proceed as follows. For each uncertain node *X* ∈ *X*, consider the set ∪*πi∈ΩD* ext(*K*(*X*|πi)), i.e., the union of the extreme mass functions of all the conditional credal sets specified for *X*. Let the states *d* ∈ *ΩD* of the corresponding decision node *D* index the elements of this set. Accordingly, for each uncertain node *X*, the conditional mass function *P*′(*X*|*d*) corresponds to the vertex of the conditional credal set *K*(*X*|πi) associated to *d*, for each *d* ∈ *ΩD*.

Regarding decision nodes, for each decision node *D* and the related value π of the parents, we simply set the subset *ΩD* := {1, 2, 3, 4, 5, 6}, and, for the subsets of *D* corresponding to the possible values of *Y*, *ΩD* := {1, 2, 3} and *ΩD* := {4, 5, 6}, whereas, regarding *X*, we set *P*′(*X*|*D* = *d*) := *P*(*X*|*d*). For each *d* ∈ *ΩD* (where clearly *y* := *y* if *d* ∈ *ΩD* and *y* := ¬*y* if *d* ∈ *ΩD*).

7. From decision-theoretic to separate specification of credal networks

The transformations described in Section 6.2 and in Section 6.3 can be used to obtain in polynomial time a decision-theoretic specification of a CN of any kind. In this section, we prove that any decision-theoretic

---

11 It should be pointed out that the probability tree representation is different as it adds a variable for each configuration of the parents. Nevertheless the complexity of the representation does not increase as probability trees can represent asymmetrical irrelevance relationships.

12 As a side note, it is important to be aware that a credal set can have a very large number of vertices, and this can still be a source of computational problems for algorithms (such as those based on the CCM transformation) that explicitly enumerate the vertices of a net’s credal sets. This is a well-know issue, which in the present setup is related to the possibly large number of states for the decision nodes in the decision-theoretic representation of a credal net.
specification of a CN over $X$ can equivalently be regarded as a separate specification of a CN over $X' := (X_D, X)$. This transformation is technically straightforward: it is based on representing decision nodes by uncertain nodes (Fig. 7) with vacuous conditional credal sets, as formalized below.

**Transformation 4.** Given a decision-theoretic specification of a CN $<G', O, P'>_X$, obtain a separately specified CN $<G_0, K>_X$ over $X' := (X_D, X)$, where the conditional credal sets in $K$ are as follows, for each $X_i \in X$ and $\pi_i \in \Omega_{\pi_i}^X$:

$$K(X_i|\pi_i) := \begin{cases} P'(X_i|\pi_i) & \text{if } X_i \in X \\ K_{\Omega_{\pi_i}^X}(X_i) & \text{if } X_i \in X_D, \end{cases}$$

where $P'(X_i|\pi_i)$ is the mass function specified in $P'$ and $K_{\Omega_{\pi_i}^X}(X_i)$ the vacuous credal set for $\Omega_{\pi_i}^X$.

The (strong) relation between a decision-theoretic specification of a CN $<G', O, P'>_X$ and the separately specified CN $<G', K>_X$ over $X' := (X_D, X)$ returned by Transformation 4 is outlined by the following result.

**Theorem 2.** Let $\tilde{K}(X)$ be the marginal for $X$ of the strong extension $\tilde{K}(X')$ of $<G', K>_X$ and $K(X)$ the strong extension of $<G', O, P'>_X$. Then:

$$K(X) = \tilde{K}(X).$$

From Theorem 2, it is straightforward to obtain the following result.

**Corollary 2.** Any inference problem on a CN obtained by a decision-theoretic specification can be equivalently solved in the separately specified CN returned by Transformation 4.

Let us stress that Transformation 4 is very simple, and it is surprising that it is presented here for the first time, as it is really the key to “separate” the credal sets of non-separately specified nets: in fact, given a non-separately specified CN, one can obtain a decision-theoretic specification using the prescriptions of Section 6.2, and apply Transformation 4 to obtain a separately specified CN. According to Corollary 2, then, any inference problem on the original CN can equivalently be represented on this new separately specified CN. In the following sections, two examples of applications of this procedure will be presented.$^{13} $

### 8. An application: 2U for extensive specifications

The NP-hardness of CNs belief updating has been proved even for singly connected topologies [23]. Nevertheless, a singly connected CN with binary variables can be efficiently updated by the 2U algorithm [7]. At the present moment, 2U is the only polynomial time algorithm for exact updating of CNs, but it is designed only for separately specified CNs. Here we show how 2U can be readily extended to deal exactly and efficiently also with extensively specified CNs.

Consider a singly connected CN as in Fig. 8a, defined over a set of binary variables with extensive specification of the conditional probability tables. According to the discussion of Section 6.2, a decision-theoretic...

$^{13}$ It should be pointed out that the transformation described in Section 6.3, returning a decision-theoretic specification of a separately specified CN, is not the inverse of Transformation 4, as the sequential application of the two transformations produces a model defined over a larger domain.
specification of this CN can be obtained by simply adding to each node a decision parent indexing the different tables. Instead of a single decision parent, a set of binary decision parents whose joint states correspond to the tables can be equivalently adopted (Fig. 8b). This means that, for example, a set of four probability tables providing an extensive specification of a node can be indexed by a single decision parent with four states, or by the joint states of two binary decision parents. Clearly, if the number of tables is not an integer power of two, this procedure introduces a number of redundant joint states for the decision parents.

Finally, from the decision-theoretic specification, we obtain a separately specified CN through Transformation 4 (Fig. 8c). The overall procedure preserves the topology of the CN, which remains singly connected, and is still defined over binary variables only. We can therefore update the CN by 2U without making any change to the algorithm itself.

9. Application to conservative inference rule

As a more involved application of the results in Sections 6 and 7, let us consider the CIR-based updating problem detailed in Section 5.1. In Section 9.1, the problem is mapped into a standard updating problem on a separately specified CN, which can be updated by standard techniques. The result follows from a general equivalence relation regarding CIR-based inference in general. In the special case of updating, we also obtain, by similar transformations, a hardness proof in Section 9.2.

9.1. Algorithms for CIR-based inference

Consider a BN over $X := (\bar{X}, X_f)$, assigning positive probability to any joint state, where $X_f$ are the variables missing by a process we do not know. As shown in Eq. (4) in the special case of updating, CIR-based inference requires the evaluation of all the possible completions of the missing variables $X_f$. This is equivalent to making inferences using the following credal set:

$$K_{X_f}(\bar{X}) := \text{CH}\{P(\bar{X}|x_f)\}_{x_f \in X_f},$$

where the conditional mass function $P(\bar{X}|x_f)$ is obtained from the joint mass function $P(X)$ associated to the BN.

The BN becomes an extensively specified CN over $(\bar{X}, X_f, X'_f)$ after Transformation 1. A decision-theoretic specification of this non-separately specified CN can be indeed obtained by simply adding to each node $X' \in X'_f$ a decision parent of $X'$, say $X''$, indexing the different tables. Such decision-theoretic CN specification corresponding to the CIR-based inference problem is considered in the following theorem.

**Theorem 3.** The following equivalence between credal sets holds:

$$K_{X_f}(\bar{X}) = K(\bar{X}|x'_f),$$

where the conditional credal set on the right-hand side is obtained from the strong extension of the decision-theoretic CN specification corresponding to the CIR-based inference problem.
Eq. (13) can be used to map general CIR-based inference problems in BNs into corresponding standard inferences on CNs. The equivalence with respect to CIR-based updating in Eq. (6) can be regarded as an obvious corollary of Theorem 3.

Finally, according to Theorem 2, the conditional credal set on the right-hand side of Eq. (13) can be equivalently obtained from the strong extension of the separately specified CN returned by Transformation 4. Overall, this procedure, which is illustrated in Fig. 9, maps CIR-based inference problems in BNs into corresponding problems in separately specified CNs, for which existing algorithms can be employed. An analogous procedure could be developed to address CIR-based inference problems on CNs.

9.2. Hardness of CIR-based updating

In a recent work [24], CIR-based classification on BNs has been proved to be NP-hard. In this section, we obtain a similar result for the updating problem.

To this extent, consider the class of separately specified CNs such that the specification of the non-root nodes is precise, i.e., the corresponding conditional credal sets are reduced to a single conditional probability mass function. These CNs are said to be with precise non-root nodes and are considered in the following theorem.

**Theorem 4.** Any updating problem on a CN with precise non-root nodes can be mapped into a CIR-based updating problem on a BN in linear time.

Remarkably, the hardness proof of updating with CNs reported in [23, Theorem 3] is based on the reduction of a Boolean satisfiability problem to the updating of a (singly connected) CN with precise non-root nodes. According to Theorem 4, we obtain therefore the following result.

**Corollary 3.** CIR-based updating on BNs is NP-hard.

10. Conclusions and outlooks

We have defined a new graphical language to formulate any type of credal network, both separately and non-separately specified. We have also showed that any net represented with the new language can be easily transformed into an equivalent separately specified credal net. This implies, in particular, that non-separately specified nets have an equivalent separately specified representation, for which updating algorithms are available in the literature.

Two examples of applications of this procedure have been detailed: the generalization of the 2U algorithm to the extensive case, and a general algorithmic procedure to solve CIR-based inference on Bayesian networks. Additionally, we have also exploited our formalism to prove the NP-hardness of CIR-based updating on Bayesian networks.

---

14 The proof in [24] considers classification problems based on the conservative updating rule [8], a special case of CIR that assumes the set of variables missing in a MAR way to be empty.
Many other developments seem to be possible. First of all it is important to note that the proposed trans-
formation also shows that a subclass of separately specified credal networks can be used to solve inference
problems for arbitrary specified credal nets: this is the class of nets in which the credal sets are either vacuous
or precise. A recent development of the approximate L2U algorithm [26] is particularly suited just for such a
class, and should therefore be considered in future work.

Finally, the strong connection between the language for credal networks introduced in this paper and the
formalism of decision networks (including influence diagrams), seems to be particularly worth exploring for
cross-fertilization between the two fields.
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Appendix A. Proofs of the Theorems

The proofs of Corollaries 1–3 are obvious and hence omitted.

Proof of Theorem 1. Let us start the marginalization in Eq. (9) from a decision node \( X_j \in X_D \). According to
Eq. (8), for each \( x_0 \in X \):

\[
\sum_{x_j \in B_{X_j}} P'_s(x') = \sum_{x_j \in B_{X_j}} \left[ \prod_{x_r \in X_o} P'_s(x_r | \pi_i) \cdot \prod_{x_j \in X} P'(x_j | x_r) \right].
\]  

(14)

Thus, moving out of the sum the conditional probabilities that do not refer to the states of \( X_j \) (which are
briefly denoted by \( A \)), Eq. (14) becomes:

\[
A \cdot \sum_{x_j \in \Omega_{X_j}} \left[ P'_s(x_j | \pi_j) \cdot \prod_{x_r \in f_{X_j}} P'(x_r | x_j, \bar{\pi}_r) \right],
\]  

(15)

where \( \Gamma_{X_j} \) denotes the children of \( X_j \) and, for each \( X_r \in \Gamma_{X_j} \), \( \bar{\Pi}_r \) are the parents of \( X_r \) deprived of \( X_j \). Therefore, considering that the mass function \( P'_s(X_j | \pi_j) \) assigns all the mass to the value \( f_{X_j}(\pi_j) \in \Omega_{X_j} \), where \( f_{X_j} \) is the
decision function associated to \( s \), Eq. (15) rewrites as

\[
A \cdot \prod_{X_r \in f_{X_j}} P'(x_r | f_{X_j}(\pi_j), \bar{\pi}_r).
\]  

(16)

It is therefore sufficient to set \( \bar{\Pi}_r := \Pi_j \cup \bar{\Pi}_r \), and

\[
P_s(X_r | \bar{\pi}_r) := P'(X_r | f_{X_j}(\pi_j), \bar{\pi}_r),
\]  

(17)

to regard Eq. (16) as the joint mass function of a BN over \( X \setminus \{X_j\} \) based on the DAG returned by Trans-
mation 2 considered for the single decision node \( X_j \in X_D \). The thesis therefore follows from a simple iter-
ation over all the \( X_j \in X_D \).

The following well-known and intuitive proposition is required to obtain Theorem 2. It is proved here only
because of the seemingly lack of its formal proof in the literature.

Proposition 1. The vertices \( \{\bar{P}_j(X)\}_{j=1}^m \) of the strong extension \( \bar{K}(X) \) of a separately specified CN \( (\mathcal{B}, \mathcal{K}) \) are
joint mass functions obtained by the product of vertices of the separately specified conditional credal sets, i.e., for
each \( x \in \Omega_X \):

\[
\bar{P}_j(x) = \prod_{i=1}^n \bar{P}_j(x_i | \pi_i)
\]  

(18)

for each \( j = 1, \ldots, m \), where, for each \( i = 1, \ldots, n \) and \( \pi_i \in \Omega_{\Pi_i}, \bar{P}_j(x_i | \pi_i) \) is a vertex of \( K(X_i | \pi_i) \in \mathcal{K} \).
Proof. We prove the proposition by a *reductio ad absurdum*, assuming that at least a vertex \( \bar{P}(X) \) of \( \bar{K}(X) \) is not obtained by a product of vertices of the conditional credal sets in \( \mathcal{K} \). This means that, for each \( x \in \Omega_X \), \( \bar{P}(x) \) factorizes as in Eq. (18), but at least a conditional probability in this product comes from a conditional mass function which is not a vertex of the relative conditional credal set. This conditional mass function, say \( P(X_i | \pi_i) \), can be expressed as a convex combination of vertices of \( K(X_i | \pi_i) \), i.e., \( P(X_i | \pi_i) = \sum c_i P_i(X_i | \pi_i) \), with \( \sum c_i = 1 \) and, for each \( x, c_i \geq 0 \), and \( P_i(X_i | \pi_i) \) is a vertex of \( K(X_i | \pi_i) \). Thus, for each \( x \in \Omega_X \),

\[
\bar{P}(x) = \left[ \sum_i c_i P_i(x_i | \pi_i) \right] \cdot \prod_{i \notin I} P(x_i | \pi_i),
\]

(19)

which can be easily reformulated as a convex combination. Thus, \( \bar{P}(X) \) is a convex combination of elements of the strong extension \( \bar{K}(X) \). This violates the assumption that \( \bar{P}(X) \) is a vertex of \( \bar{K}(X) \). \( \square \)

Proof of Theorem 2. Consider a vertex of the strong extension of \( \langle \mathcal{G}', \mathcal{K} \rangle \), i.e., a joint mass function \( \bar{P}(X') \in \text{ext}[\bar{K}(X')] \). According to Proposition 1, \( \bar{P}(X') \) can be obtained by the product, as in Eq. (18), of a combination of vertices of the conditional credal sets in \( \mathcal{K} \). Thus, for each \( X_i \in \Omega_X \) and \( \pi_i \in \Omega_{\pi_i} \), \( \bar{P}(X_i | \pi_i) \) is a vertex of the vacuous credal set \( K_{\pi_i}(X_i) \), i.e., a degenerate mass function over \( X_i \), assigning all the mass to a single \( \bar{x}_i \in \Omega_{X_i} \). Consider, on \( \langle \mathcal{G}', \mathcal{J}, \mathcal{P}' \rangle \), the decision function \( f_{x_i} \) of \( X_i \) such that \( f_{x_i}(\pi_i) = \bar{x}_i \) for each \( \pi_i \in \Omega_{\pi_i} \). Let \( \bar{s} \in \Omega_{\mathcal{S}} \) be the strategy corresponding to the array of decision functions selected in this way for each \( X_i \in \Omega_X \). Clearly \( P_\mathcal{S}(X') = \bar{P}(X') \). Thus, considering all the vertices of \( \bar{K}(X') \), we conclude that \( \bar{K}(X') \subseteq \bar{K}(X') \).

In order to prove the inverse inclusion, given a strategy \( s \in \Omega_{\mathcal{S}} \), consider the joint mass function \( P_{\mathcal{S}}(X') \) associated to the BN \( \langle \mathcal{G}', \mathcal{P}'_s \rangle \). As shown in Section 6.1, the elements of \( \mathcal{P}'_s \) corresponding to the nodes \( X_i \in \mathcal{X} \) are just the same conditional probability mass functions \( P'(X_i | \pi_i) \) specified in Eq. (10). On the other side, the elements of \( \mathcal{P}'_s \) corresponding to the nodes \( X_i \in \Omega_X \) are (degenerate) mass functions reproducing the decision functions of \( s \), and should therefore belong to the vacuous credal sets in Eq. (10). Thus, \( P_\mathcal{S}(X') \in \bar{K}(X') \), and hence \( K(X') \subseteq \bar{K}(X') \).

Overall, we have \( K(X') = \bar{K}(X') \), from which the thesis follows by a simple marginalization. \( \square \)

Proof of Theorem 3. Let \( P(\tilde{X}, X_i) \) be the joint probability mass function associated to the BN. Let also \( X''_i \) denote the array of decision nodes of the CN. For each \( X \in X_i \), the corresponding elements of \( X'_i \) and \( X''_i \) are indicated as \( X' \) and \( X'' \), i.e., \( X' \) is the auxiliary child added to \( X \) according to Transformation 1, and \( X'' \) is the decision parent added to \( X' \) according to the prescriptions in Section 6.2. Let also \( \tilde{x}' \in \Omega_{X'} \) denote the component corresponding to \( X' \) of \( \tilde{x}' \in \Omega_{X'} \), i.e., the value of the binary variable \( X' \) corresponding to the first row of the tables \( P(X'|X) \) in Eq. (5). Note that \( X'' \) indexes the set of probability tables \( P(X'|X) \) in Eq. (5), which are in correspondence with the elements of \( \Omega_X \). We can therefore set \( \Omega_{X''} = \Omega_X \) and regard the state \( X'' = x \), for each \( x \in \Omega_X \), as the index of the table in Eq. (5) such that \( P(X'' = \tilde{x} | X'' = x) = 1 \). Thus, the elements of \( \Omega_{X''} \), indexing the compatible BNs of the CN, can be identified with those of \( \Omega_X \). Let \( P_{X''=\tilde{x}_{i}}(\tilde{X}, X_i, X''_i) \) denote, for each \( \tilde{x}_i \in \Omega_{X''} \), the joint probability mass function of the compatible BN corresponding to \( \tilde{x}_i \).

The following factorization clearly holds:

\[
P_{X''=\tilde{x}_i}(\tilde{X}, X_i, X''_i) = P(\tilde{X}, X_i) \cdot \prod_{X \in X_i} [P_{X''=\tilde{x}_i}(x''|x)].
\]

(20)

According to Eq. (5), we have:

\[
P_{X''=\tilde{x}_i}(x''|x) = \delta_{x,\tilde{x}_i},
\]

(21)

where \( \delta_{x,\tilde{x}_i} \) is equal to one if and only if \( x = \tilde{x} \) and zero otherwise. Thus, from Eqs. (20) and (21), it follows that:

\[
\sum_{\tilde{x}_i \in \Omega_{X''}} P_{X''=\tilde{x}_i}(\tilde{X}, X_i, X''_i) = P(\tilde{X}, X_i).
\]

(22)

From this we obtain:
\[ P_{\mathbf{X}_i=x_i}(\mathbf{X}_i') = P(\mathbf{X}_i = \mathbf{x}_i). \] (23)

The thesis follows by simply considering Eq. (23) for each \( \mathbf{x}_i \in \Omega_{\mathbf{X}_i}. \)

**Proof of Theorem 4.** Consider a (separately specified) CN over \( \mathbf{X} \) with precise non-root nodes. A decision-theoretic specification of this CN can be obtained by simply adding to each root node a decision parent node indexing the vertices of the unconditional credal set associated to this node. Let \( \mathbf{X}_D \) be the decision nodes added to the CN by the transformation. For each \( \mathbf{x}_D \in \Omega_{\mathbf{X}_D} \), let \( P_{\mathbf{x}_D}(\mathbf{X}) \) be the joint probability mass function associated to the compatible BN indexed by \( \mathbf{x}_D \).

Obtain a BN from the decision-theoretic specification of the CN, by simply regarding the decision root nodes \( \mathbf{X}_D \) as uncertain nodes for which uniform unconditional mass functions are specified. Let \( \tilde{P}(\mathbf{X}, \mathbf{X}_D) \) be the joint probability mass function associated to this BN. It is straightforward to check that, for each \( \mathbf{x}_D \in \Omega_{\mathbf{X}_D} \),

\[ \tilde{P}(\mathbf{x}|\mathbf{x}_D) = P_{\mathbf{x}_D}(\mathbf{x}). \] (24)

Thus, a generic updating problem on the CN can be mapped into a CIR-based updating problem on this BN, by simply assuming the variables \( \mathbf{X}_D \) to be missing by an unknown mechanism.
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