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Abstract

Let $X$ and $Y$ be two $n \times n$ Hermitian matrices. In the article Proof of a conjectured exponential formula (Linear Multilinear Algebra 19 (1986) 187–197) R.C. Thompson proved that there exist two $n \times n$ unitary matrices $U$ and $V$ such that

$$e^{iX}e^{iY} = e^{iUXU^*+YY^*}.$$ 

In this note we consider extensions of this result to compact operators as well as to operators in an embeddable $I_1$ factor.
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1. Introduction

In his 1986 paper [13], studying the product $e^{iX}e^{iY}$ (with $X, Y$ Hermitian matrices) R.C. Thompson considered the analytic map $\xi(w) = e^{iX}e^{iY}$ defined for some $w \in \mathbb{C}$ in a neighborhood of the unit interval. Using perturbation theory techniques, he derived a series of inequalities concerning the eigenvalues of $X, Y$ and those of $Z = \log(e^{iX}e^{iY})$. The family of inequalities found by Thompson happened to relate to those proposed by A. Horn [7] as the complete solution of the following (seemingly) elementary problem: find necessary and sufficient conditions on the eigenvalues of the Hermitian matrices $A, B, C$ in order to have $UAU^* + VBV^* = C$ for some unitary matrices $U$ and $V$. By that time, V.B. Lidskii had recently published the paper [12], announcing the proof of Horn’s conjecture (see Appendix A below for a brief exposition on the subject). Thus, Thompson’s computations lead him to conclude that there existed unitary matrices $U, V$ such that $Z = UXU^* + VYV^*$. However, details on Lidskii’s proof never saw the light, and for a very long time, Horn’s conjecture remained open and consequently, Thompson’s result was gently archived. It was not until twelve years later that a proof of Horn’s conjecture was given in two exceptional papers, the first one due to A. Klyachko [9] and the second one due to A. Knutson and T. Tao [10].

Later, Horn’s result was extended to the infinite dimensional setting by Bercovici et al. in two papers [2,3] that deal with the case of operators in an embeddable $\text{II}_1$ factor and with compact operators respectively.

Then, it is only natural to ask for extensions of Thompson’s formula on adequate infinite dimensional settings. In this paper, we provide generalizations of Thompson’s formula to the setting of compact operators, and to the setting of finite von Neumann algebras. Our motivation stems for the applications of Thompson’s identity to the study of the geometry of the Grassmannian manifold when it is endowed with a left-invariant metric induced by a unitarily invariant norm (see [14] and the Appendix at [1]).

2. Preliminaries

Let $\mathcal{H}$ be a complex separable and infinite dimensional Hilbert space. In this paper $B(\mathcal{H})$, $B_0(\mathcal{H})$ and $B_f(\mathcal{H})$ stand for the sets of bounded linear operators, compact operators and finite rank operators in $\mathcal{H}$ respectively. The unitary group of $B(\mathcal{H})$ is indicated by $U(\mathcal{H})$. If $x \in B(\mathcal{H})$, then $\|x\|$ stands for the usual uniform norm, and we will use $|\cdot|$ to indicate the modulus of an operator, i.e. $|x| = \sqrt{x^*x}$. We indicate with $B(\mathcal{H})_h$ (resp. $B_0(\mathcal{H})_h$) the real linear space of Hermitian elements (resp. Hermitian compact elements) of $B(\mathcal{H})$. Given $\eta, \zeta \in \mathcal{H}$, by means of $\eta \otimes \zeta$ we denote the rank one operator defined by $\eta \otimes \zeta(\xi) = \langle \xi, \zeta \rangle \eta$.

On the other hand, throughout this paper $\mathcal{M}_n(\mathbb{C})$ denotes the algebra of complex $n \times n$ matrices, $\mathcal{G}l(n)$ the group of all invertible elements of $\mathcal{M}_n(\mathbb{C})$, $U(n)$ the group of unitary $n \times n$ matrices, and $H(n)$ the real subalgebra of Hermitian matrices.

Given $x \in B(\mathcal{H})$ (or $T \in \mathcal{M}_n(\mathbb{C})$), $R(x)$ is the range or image of $x$, $N(x)$ the null space of $x$, and $\sigma(x)$ denotes the spectrum of $x$. If $x$ is normal (i.e. $xx^* = x^*x$), then $E_x(\Omega)$ denotes the spectral measure of $x$ associated to the (measurable) subset $\Omega$ of the complex plane.

Let us give a precise statement of Thompson’s formula:

**Theorem (Thompson).** Given $X, Y \in \mathcal{H}(n)$, there exist unitary matrices $U, V \in \mathcal{M}_n(\mathbb{C})$ such that

$$e^{iX}e^{iY} = e^{i(UXU^* + VYV^*)}.$$
2.1. Some preliminaries on II_1 factors

Throughout this section, \( \mathcal{R}^\omega \) denotes the ultrapower of the hyperfinite II_1 factor, and \( \mathcal{M} \) denotes any II_1 factor that can be embedded in \( \mathcal{R}^\omega \). We are going to use the Greek letter \( \tau \) to denote the normalized tracial state of \( \mathcal{M} \). Given an Hermitian element \( a \in \mathcal{M} \), it can be written as

\[
a = \int_0^1 \lambda_a(t) \, de(t),
\]

where \( \lambda_a \) is a non-increasing right continuous function, and \( e(\cdot) \) is a spectral measure on \([0, 1)\) such that \( \tau(e(t)) = t \).

One of the characterizations of embeddable factors is the existence of a “sequence of matricial approximations” for any finite family of Hermitian elements. This notion is described more precisely in the following theorem:

**Theorem 2.1.** Let \( a_1, \ldots, a_k \) be Hermitian elements of \( \mathcal{R}^\omega \). Then, there are integer numbers \( 1 \leq n_1 < n_2 < \cdots \) and Hermitian matrices \( X_1^{(m)}, \ldots, X_k^{(m)} \in \mathcal{M}_{n_m}(\mathbb{C}) \) such that for every non-commutative polynomial \( p \) it holds that

\[
\tau(p(a_1, \ldots, a_k)) = \lim_{m \to \infty} \tau_{n_m}(p(X_1^{(m)}, \ldots, X_k^{(m)}))
\]

where \( \tau_{n_m} \) is the normalized trace of \( \mathcal{M}_{n_m}(\mathbb{C}) \). Moreover, the matrices can be taken so that for each \( j \in \{1, \ldots, k\} \) we have that \( \|X_j^{(m)}\| \leq \|a_j\| \) for every \( m \in \mathbb{N} \).

Given a matrix \( M \in \mathcal{M}_n(\mathbb{C}) \) whose eigenvalues arranged in non-increasing order are denoted by \( \lambda_1, \ldots, \lambda_n \), let \( \lambda_M \) denote the real-valued function defined in \([0, 1)\) in the following way:

\[
\lambda_M(t) = \sum_{j=1}^n \frac{\lambda_j}{n} \chi_{\left[ \frac{j-1}{n}, \frac{j}{n} \right)}.
\]

With this notation, the following result is a direct consequence of Theorem 2.1, and the reader is referred to [2] for a detailed proof:

**Corollary 2.2.** Let \( a \in \mathcal{M} \) be an Hermitian element, and \( \{X^{(m)}\}_{m \in \mathbb{N}} \) a sequence of matricial approximations of \( a \). Then, \( \lambda_{X^{(m)}} \xrightarrow{m \to \infty} \lambda_a \) almost everywhere.

Finally, we mention the following result valid in every finite factor:

**Proposition 2.3.** (See Kamei [8].) Let \( a \) and \( b \) be Hermitian elements of a finite factor \( \mathcal{M} \). Then, the following statements are equivalent:

1. \( \lambda_a = \lambda_b \);
2. \( a \) belongs to the norm closure of the unitary orbit of \( b \).
3. Thompson-type formulae for compact operators

Throughout this section, given a compact operator \( x \), the eigenvalues of \( x \) are arranged in non-increasing order with respect to their moduli, i.e., if \( i \leq j \) then \( |\lambda_i(x)| \geq |\lambda_j(x)| \).

**Theorem 3.1.** Given \( x, y \in B_0(\mathcal{H})_h \), there exist unitary operators \( u_k \) and \( v_k \in B(\mathcal{H}) \), for \( k \in \mathbb{N} \), such that

\[
e^{ix} e^{iy} = \lim_{k \to \infty} e^{iu_k x u_k^* + iv_k y v_k^*}.
\]

**Proof.** Let \( x = u|x| \) and \( y = v|y| \) be polar decompositions of \( x \) and \( y \), and

\[
|x| = \sum_{j \in \mathbb{N}} \lambda_j (|x|) \beta_j \otimes \beta_j \quad \text{and} \quad |y| = \sum_{j \in \mathbb{N}} \lambda_j (|y|) \zeta_j \otimes \zeta_j,
\]

spectral decompositions of \( |x| \) and \( |y| \) respectively. Recall that the eigenvalues are arranged in non-increasing order. Define

\[
x_k = \sum_{j=1}^{k} \lambda_j (|x|) \beta_j \otimes (u \beta_j) \quad \text{and} \quad y_k = \sum_{j=1}^{k} \lambda_j (|y|) \zeta_j \otimes (v \zeta_j),
\]

and \( S_k = R(x_k) + R(y_k) \). Then \( x_k(S_k) \subset S_k \) and \( y_k(S_k) \subset S_k \). So, \( x_k, y_k \in B(S_k) \simeq M_n(\mathbb{C}) \) (where \( n = \dim(S_k) \)). On the other hand,

\[
e^{ix} e^{iy} = \lim_{k \to \infty} e^{ix_k e^{iy_k}}.
\]

Due to Thompson’s formula for matrices, there exist \( u_k, v_k \) unitary linear transformations in \( S_k \) (which means that \( u_k u_k^* = p_{S_k} \) and \( v_k v_k^* = p_{S_k} \), where \( p_{S_k} \) denotes the orthogonal projection onto \( S_k \)) such that

\[
e^{ix_k} e^{iy_k} = e^{iu_k x_k u_k^* + iv_k y_k v_k^*}.
\]

We can extend \( u_k, v_k \in B(S_k) \) to the unitaries \( \tilde{u}_k = u_k + p_{S_k^\perp} \) and \( \tilde{v}_k = v_k + p_{S_k^\perp} \in B(\mathcal{H}) \). Then from the equality (3) valid in \( S_k \) we get the following in \( B(\mathcal{H}) \)

\[
e^{ix_k} e^{iy_k} = e^{i\tilde{u}_k x_k \tilde{u}_k^* + i\tilde{v}_k y_k \tilde{v}_k^*}.
\]

Since \( (\tilde{u}_k x_k \tilde{u}_k^* + \tilde{v}_k y_k \tilde{v}_k^*) - (\tilde{u}_k x_k \tilde{u}_k^* + \tilde{v}_k y_k \tilde{v}_k^*) \to 0 \), using (2) we get

\[
e^{i(\tilde{u}_k x_k \tilde{u}_k^* + \tilde{v}_k y_k \tilde{v}_k^*)} = e^{ix} e^{iy} \left\| \frac{\cdot}{k} \right\| \to 0.
\]

Since the unitary orbit of a fixed operator in \( B(\mathcal{H}) \) is not closed in general [15], to avoid the limit in (1) we have to pay some price. The following theorem follows this path.

**Theorem 3.2.** Given \( x, y \in B_0(\mathcal{H})_h \), there is an isometry \( w \in B(\mathcal{H}) \), and unitary operators \( u \) and \( v \) such that

\[
e^{iwxw^*} e^{iwyw^*} = e^{iu(wxw^*)u^* + iv(wyw^*)v^*}.
\]
Remark 3.3. Another way to state the theorem follows: there is a bigger Hilbert space $\mathcal{K}$ containing $\mathcal{H}$ such that the extensions $\hat{x}$, $\hat{y} \in B(\mathcal{K})$ defined by 

$$\hat{x} = \begin{pmatrix} x & 0 \\ 0 & 0 \end{pmatrix} \mathcal{H} \ominus \mathcal{H}, \quad \hat{y} = \begin{pmatrix} y & 0 \\ 0 & 0 \end{pmatrix} \mathcal{H} \ominus \mathcal{H}$$

satisfy the identity $e^{ix}e^{iy} = e^{i(u\hat{x}u^* + v\hat{y}v^*)}$, for some unitary operators $u$ and $v$ acting on $\mathcal{K}$. \(\square\)

Let us roughly sketch the idea behind the proof. We know that there are unitary operators $u_n, v_n \in U(\mathcal{H})$ such that 

$$e^{ix}e^{iy} = \lim_{n \to \infty} e^{i(u_nxu_n^* + v_nyv_n^*)}.$$

Let $z_n = u_nxu_n^* + v_nyv_n^*$. Extending to a bigger space $\mathcal{K}$ the operators $z_n$, $u_n$, $v_n$, $x$ and $y$ as in the previous remark, we can conjugate the sequence $\{z_n\}_{n \in \mathbb{N}}$ with unitary operators $w_n$ acting on $\mathcal{K}$ so that $e^{i\hat{z}_n} = e^{i\hat{w}_n\hat{x}}$, and the modified sequence $\{w_n\hat{z}_n\}_{n \in \mathbb{N}}$ has a convergent subsequence. If $\hat{s}$ denotes the limit of that subsequence, provided $\dim \mathcal{K} \ominus \mathcal{H} = \infty$, we can always find two unitary operators $\hat{u}_0$ and $\hat{v}_0$ such that $\hat{s} = \hat{u}_0\hat{x}\hat{u}_0^* + \hat{v}_0\hat{y}\hat{v}_0^*$. As this limit $\hat{s}$ satisfies that $e^{ix}e^{iy} = e^{i\hat{s}}$, this would complete the proof. Since the proof of Theorem 3.2 is rather long, some technical parts are included in the next three lemmas:

Lemma 3.4. Let $\{a_n\}_{n \in \mathbb{N}}$ be a bounded sequence of finite rank normal operators, and let $p_n$ denote the orthogonal projection onto $R(a_n)$. If there exists a finite rank projection $p$ such that $p_n \frac{\|\cdot\|}{n \to \infty} p$, then $\{a_n\}_{n \in \mathbb{N}}$ has a convergent subsequence.

Proof. Since $p_n \frac{\|\cdot\|}{n \to \infty} p$, the operators $s_n := p_n p + (1 - p_n)(1 - p)$ converge to $1$ as $n \to \infty$. We can suppose that for every $n \in \mathbb{N}$, $s_n$ is invertible. Note also that $p_ns_n = s_n p$. For each $n \in \mathbb{N}$, let $s_n = u_n |s_n|$ be the polar decomposition of $s_n$. Then, straightforward computations show that $p_n u_n = u_n p$. So, as the sequence $\{a_n\}_{n \in \mathbb{N}}$ is bounded, $\{u_n^*a_nu_n\}_{n \in \mathbb{N}}$ is a bounded sequence of normal operators whose range is the finite dimensional subspace $R(p)$. Therefore, it has a norm-convergent subsequence. Since $u_n \frac{\|\cdot\|}{n \to \infty} 1$, the original sequence $\{a_n\}_{n \in \mathbb{N}}$ also has a convergent subsequence. \(\square\)

Lemma 3.5. Let $z \in B_0(\mathcal{H})_h$ be such that $\|z\| \leq \pi$, and let $\{w_n\}_{n \in \mathbb{N}}$ be a bounded sequence of Hermitian compact operators which satisfies:

(a) $e^{iw_n} \frac{\|\cdot\|}{n \to \infty} e^{iz}$;
(b) There exists $n_0 \in \mathbb{N}$ and $\varepsilon > 0$ such that

$$\left( \bigcup_{n \geq n_0} \sigma(w_n) \right) \cap \left( \bigcup_{k \in \mathbb{Z}, k \neq 0} (2k\pi - \varepsilon, 2k\pi + \varepsilon) \right) = \emptyset.$$

Then, $\{w_n\}_{n \in \mathbb{N}}$ has a convergent subsequence.
Proof. Since $\|z\| \leq \pi$ and the operators $w_n$ satisfy condition (b), there exists $\epsilon > 0$ such that $\pm \epsilon$ is not contained neither in the spectrum of any $w_n$ nor in the spectrum of $z$, and it satisfies

$$p_n = E_{e^{w_n}} \left( B_1 \left( 2 \sin \frac{\epsilon}{2} \right) \right) = E_{w_n} \left( (-\epsilon, \epsilon) \right),$$

$$p = E_{e^{w}} \left( B_1 \left( 2 \sin \frac{\epsilon}{2} \right) \right) = E_{z} \left( (-\epsilon, \epsilon) \right),$$

where $B_\alpha(\rho)$ denotes the ball in $\mathbb{C}$ of radius $\rho$ centered at $\alpha$. Standard arguments of functional calculus imply that $p_n \xrightarrow{n \to \infty} p$. If $\log$ denotes the principal branch of the complex logarithm, then

$$\log\left( (1 - p_n) + p_n e^{w_n} \right) = p_n w_n \quad \text{and} \quad \log\left( (1 - p) + p e^z \right) = pz.$$

So, $p_n w_n \xrightarrow{n \to \infty} pz$ because the sequence $\{(1 - p_n) + p_n e^{w_n}\}_{n \in \mathbb{N}}$ converges in the norm topology to $(1 - p) + p e^z$, and the holomorphic functional calculus is continuous with respect to this topology. On the other hand, if $q_n = 1 - p_n$, the sequence $\{w_n q_n\}_{n \in \mathbb{N}}$ satisfies the conditions of Lemma 3.4. Hence, it has a convergent subsequence $\{w_{n_k} q_{n_k}\}_{k \in \mathbb{N}}$. Therefore, $\{w_{n_k}\}_{k \in \mathbb{N}}$ converges, which concludes the proof. \(\square\)

The next lemma is a variation of Lemma 4.3 in [3], and its proof follows essentially in the same lines. We include a sketch of its proof for the sake of completeness.

Lemma 3.6. Let $x, y \in B_0(H)_h$, and suppose there exist unitary operators $u_k$ and $v_k$, for $k \in \mathbb{N}$ such that

$$s = \lim_{k \to \infty} u_k x u_k^* + v_k y v_k^*,$$

for some $s \in B_0(H)$. Then, there exist compact operators $\tilde{s}, \tilde{x}, \tilde{y}$ satisfying $\tilde{s} = \tilde{x} + \tilde{y}$, $\sigma(\tilde{s}) = \sigma(s)$, $\sigma(\tilde{x}) = \sigma(x)$, and $\sigma(\tilde{y}) = \sigma(y)$ with the same multiplicity for every non-zero eigenvalue.

Sketch of proof. Let $x_k = u_k x u_k^*$, $y_k = v_k y v_k^*$, and $s_k = x_k + y_k$. For each $k \in \mathbb{N}$ consider an increasing sequence of projections $\{p_k, n\}_{n \in \mathbb{N}}$ such that $\dim R(p_k, n) = n$, $p_k, n \xrightarrow{\text{SOT}} 1$, and

$$\varepsilon_n := \sup_{k \in \mathbb{N}} \left( \| (1 - p_k, n) x_k \| + \| (1 - p_k, n) y_k \| + \| (1 - p_k, n) y_k \| \right) \xrightarrow{n \to \infty} 0.$$

This last requirement can be achieved by choosing the projections in such a way that they capture for each $n$ as many eigenvectors of $x_k$ and $y_k$ as it is possible, among those corresponding to the biggest eigenvalues (in modulus) of $x_k$ and $y_k$.

Now, consider a fixed increasing sequence of projections $\{q_n\}_{n \in \mathbb{N}}$ such that $\dim R(q_n) = n$, and $q_n \xrightarrow{\text{SOT}} 1$, and for each $k \in \mathbb{N}$ define a unitary operator $w_k$ such that

$$w_k p_k, n w_k^* = q_n.$$
Let \( \bar{s}_k = w_k s_k w_k^* \), \( \bar{x}_k = w_k x_k w_k^* \), and \( \bar{y}_k = w_k y_k w_k^* \). Straightforward computations show that these operators satisfy the following inequalities:

\[
\| \bar{s}_k - q_n \bar{s}_k q_n \| \leq 2\varepsilon_n, \quad \| \bar{x}_k - q_n \bar{x}_k q_n \| \leq 2\varepsilon_n, \quad \text{and} \quad \| \bar{y}_k - q_n \bar{y}_k q_n \| \leq 2\varepsilon_n.
\]

(5)

Note that, for each \( n \in \mathbb{N} \), set \( \{ q_n \bar{s}_k q_n : k \in \mathbb{N} \} \) is bounded, hence totally bounded. So, the first inequality of (5) implies that the set \( \{ \bar{s}_k : k \in \mathbb{N} \} \) is totally bounded as well. Therefore, passing to a subsequence if necessary, we may assume that the sequence \( \{ \bar{s}_k \} \) converges to a compact Hermitian operator \( \bar{s} \). The same argument can be applied to the sequences \( \{ \bar{x}_k \} \) and \( \{ \bar{y}_k \} \), and we get the operators \( \bar{x} \), and \( \bar{y} \), respectively. Clearly these operators satisfy

\[
\bar{s} = \bar{x} + \bar{y},
\]

and standard arguments of functional calculus show that \( \sigma(\bar{s}) = \sigma(s) \), \( \sigma(\bar{x}) = \sigma(x) \), and \( \sigma(\bar{y}) = \sigma(y) \) with the same multiplicity for every non-zero eigenvalue.

Proof of Theorem 3.2. Let \( z \) be any bounded and Hermitian operator such that \( e^{iz} = e^{ix} e^{iy} \). For simplicity, we are going to prove the alternative version of the statement described in Remark 3.3, and without lost of generality, we are going to assume that \( \|z\| \leq \pi \). Then note that, since \( e^{iz} - 1 = e^{ix} e^{iy} - 1 \) and the right hand is compact, then an elementary argument using the functional calculus of the entire map \( F(\lambda) = (e^{i\lambda} - 1)\lambda^{-1} \) shows that \( z \) is also a compact operator.

By Theorem 3.1, there are unitary operators \( u_n \) and \( v_n \) such that:

\[
e^{iz} = \lim_{n \to \infty} e^{i(u_n x u_n^* + v_n y v_n^*)}.
\]

Let \( z_n := u_n x u_n^* + v_n y v_n^* \). Since \( x \) and \( y \) are compact, there exists \( M > 0 \) big enough such that for every \( j \geq M \) and every \( n \in \mathbb{N} \) it holds that \( \lambda_j(|z_n|) < \pi \). For technical reasons, passing to a subsequence if necessary, we can assume that \( \{ \lambda_j(z_n) \}_{n \in \mathbb{N}} \) converges for every \( j \in \{1, \ldots, M\} \). Define

\[
\Omega = \left\{ m \in \mathbb{N} : \limsup_{n \to \infty} \lambda_m(|z_n|) = 2k\pi \text{ for some } k \in \mathbb{N} \right\}
\]

\[
= \left\{ m \in \mathbb{N} : \lim_{n \to \infty} \lambda_m(|z_n|) = 2k\pi \text{ for some } k \in \mathbb{N} \right\}.
\]

The second equality holds because \( \#\Omega < M \). Let \( \{ \zeta_j^{(n)} \}_{j \in \mathbb{N}} \) be an orthonormal basis of \( \mathcal{H} \) such that \( \zeta_j^{(n)} \) is an eigenvector of \( \lambda_j(z_n) \). Then

\[
\lim_{n \to \infty} \langle |z_n| \zeta_j^{(n)}, \zeta_j^{(n)} \rangle = 2k\pi \quad \text{for } j \in \Omega, \text{ and some } k \in \mathbb{Z}.
\]

(6)

Let \( K = \mathcal{H} \oplus \mathcal{H} \), and extend \( x \), \( y \), \( z \) to \( K \) as:

\[
\hat{x} = \begin{pmatrix} x & 0 \\ 0 & 0 \end{pmatrix} \mathcal{H} + \mathcal{H}, \quad \hat{y} = \begin{pmatrix} y & 0 \\ 0 & 0 \end{pmatrix} \mathcal{H} + \mathcal{H}, \quad \text{and} \quad \hat{z} = \begin{pmatrix} z & 0 \\ 0 & 0 \end{pmatrix} \mathcal{H} + \mathcal{H}.
\]
The unitary operators $u_n$ and $v_n$ are also extended, but in this case as the identity in the second copy of $\mathcal{H}$. Denote with $\hat{u}_n$ and $\hat{v}_n$ these extensions. With these definitions, we get

$$\hat{z}_n = \hat{u}_n \hat{x} \hat{u}^*_n + \hat{v}_n \hat{y} \hat{v}^*_n = \begin{pmatrix} z_n & 0 \\ 0 & 0 \end{pmatrix} \mathcal{H} \mathcal{H}.$$  

Fix an orthonormal basis $\{\beta_j\}_{j \in \mathbb{N}}$ of $\mathcal{H}$, and define for each $n \in \mathbb{N}$ the unitary operator $w_n$ as the unique unitary operator in $B(\mathcal{K})$ that satisfies

$$w_n(\zeta_j(n) \oplus 0) = 0 \oplus \beta_j \quad \text{if } j \in \Omega,$$

$$w_n(0 \oplus \beta_j) = \zeta_j(n) \oplus 0 \quad \text{if } j \notin \Omega,$$

$$w_n(\zeta_j(n) \oplus 0) = \zeta_j(n) \oplus 0 \quad \text{if } j \notin \Omega.$$

Consider the new sequence $s_n = w_n \hat{z}_n w_n^*$. Let $p_{2\pi}^{(n)}$, $p_s^{(n)}$, $p_c$ and $p_0$ be the orthogonal projections such that:

$$R(p_{2\pi}^{(n)}) = \text{span}\{\zeta_j(n) \oplus 0: j \in \Omega\},$$

$$R(p_s^{(n)}) = \text{span}\{\zeta_j(n) \oplus 0: j \notin \Omega\},$$

$$R(p_c) = \text{span}\{0 \oplus \beta_j: j \in \Omega\},$$

$$R(p_0) = \text{span}\{0 \oplus \beta_j: j \notin \Omega\}.$$

Note that, for each $n \in \mathbb{N}$, the operator $s_n$ commutes with the four projections.

Claim. There exists $n_0$ large enough so that

1. $s_n(p_{2\pi}^{(n)} + p_0) = 0$ for every $n \in \mathbb{N}$;
2. $\{|s_n p_c|\}_{n \in \mathbb{N}}$ converges to an operator whose spectrum is contained in $\{2k\pi: k \in \mathbb{Z}\}$;
3. There exists $\varepsilon > 0$ such that

$$\left( \bigcup_{n \geq n_0} \sigma(s_n p_s^{(n)}) \right) \cap \left( \bigcup_{k \in \mathbb{Z}, k \neq 0} (2k\pi - \varepsilon, 2k\pi + \varepsilon) \right) = \emptyset.$$  

The first item is clear, and the second item is a direct consequence of (6). In order to prove the third one, recall that for every $j > M$ and every $n \in \mathbb{N}$ the eigenvalues $\lambda_j(|z_n|)$ are contained in $(-\pi, \pi)$. On the other hand, we can take $n_0$ large enough so that the sequences $\{\lambda_j(z_n)\}_{n \in \mathbb{N}}$ for $j \in \{1, \ldots, M\}$ are close to their limits. Note that, for $j \notin \Omega$ the limits are far from the integer multiples of $2\pi$. These facts, all together, imply (3), and conclude the proof of the claim.

Straightforward computations show that

$$e^{i\hat{z}} = \lim_{n \to \infty} e^{i(\hat{u}_n \hat{x} \hat{u}^*_n + \hat{v}_n \hat{y} \hat{v}^*_n)} = \lim_{n \to \infty} e^{iw_n(\hat{u}_n \hat{x} \hat{u}^*_n + \hat{v}_n \hat{y} \hat{v}^*_n)} w_n^*.$$
which implies
\[ e^{j\hat{z}} = \lim_{n \to \infty} e^{j(s_n p_n)}, \] (7)
because
\[ \lim_{n \to \infty} e^{j(s_n (p_c + p_{2n}) + p_0)} = 1. \]
The identity (7) and the claim allow us to apply Lemma 3.5 to the sequence \( s_n \) \( n \in \mathbb{N} \), and to obtain a convergent subsequence. Therefore, the sequence \( s_n \) \( n \in \mathbb{N} \) has a convergent subsequence \( s_{nk} \) \( k \in \mathbb{N} \). Let \( s \) be its limit, that is
\[ s = \lim_{k \to \infty} s_{nk} = \lim_{k \to \infty} w_{nk} \left( \hat{u}_{nk} \hat{x} u_{nk}^* + \hat{v}_{nk} \hat{y} v_{nk}^* \right) w_{nk}^*. \] (8)
Clearly, this limit satisfies the identity \( e^{j\hat{z}} = e^{js} \). On the other hand, if we consider the restriction of (8) to \( S = R(1 - p_0) \), then by Lemma 3.6 there are operators \( \hat{s}, \hat{x}, \hat{y} \in B(S) \) which have the same non-zero eigenvalues (counted with multiplicity) as the operators \( s, \hat{x}, \) and \( \hat{y} \). Extended as zero in \( S^\perp \) (and using this notation), \( \hat{s}, \hat{x}, \) and \( \hat{y} \) become unitary equivalent to \( s, \hat{x}, \) and \( \hat{y} \) respectively. Therefore, as \( \hat{s} = \hat{x} + \hat{y} \), there exist two unitary operators \( u_0 \) and \( v_0 \) acting on \( K \) such that
\[ s = u_0 \hat{x} u_0^* + v_0 \hat{y} v_0^*. \]
This concludes the proof. \( \square \)

4. Thompson-type formulae for operators in an embeddable \( \text{II}_1 \) factor

Throughout this section, let \( \mathcal{M} \) be a \( \text{II}_1 \) factor that can be embedded in \( \mathcal{R}^\omega \). We start with two technical lemmas.

**Lemma 4.1.** Let \( a, b \in \mathcal{M} \) be Hermitian elements, and let \( \{(A^{(m)}, B^{(m)})\}_{m \in \mathbb{N}} \) be a sequence of matricial approximations. Then, for every polynomial \( p \in \mathbb{C}[z, \bar{z}] \)
\[ \tau(p(e^{ia} e^{ib})) = \lim_{m \to \infty} \tau_{nm}(p(e^{iA^{(m)}} e^{iB^{(m)}})). \]
**Proof.** It is a straightforward consequence of Theorem 2.1. \( \square \)

Let us recall the definition of decreasing rearrangements of functions: given a measurable function \( f : [0, 1) \to \mathbb{R} \), its decreasing rearrangement \( f^* : [0, 1) \to \mathbb{R} \) is defined by
\[ f^*(t) = \inf\{s : |\{x : f(x) > s\}| \leq t\}. \]
**Remark 4.2.** Note that, given two functions \( f, g : [0, 1) \to \mathbb{R} \), if they satisfy \( |\{x : f(x) > s\}| = |\{x : g(x) > s\}| \) for every \( s \in \mathbb{R} \), then \( f^* = g^* \). The reader is referred to [4] for more details on decreasing rearrangements. \( \square \)
Lemma 4.3. Let \( f, g : [0, 1) \to \mathbb{R} \) be bounded non-increasing functions such that \( \|g\|_\infty \leq \pi \), and for any interval \( I \) of the unit circle \( S^1 \) it holds that

\[
\int_0^1 \chi_I(e^{if(t)}) \, dt = \int_0^1 \chi_I(e^{ig(t)}) \, dt.
\] (9)

Then, there is a function \( \tilde{g} : [0, 1) \to \mathbb{R} \) such that \( e^{if(t)} = e^{i\tilde{g}(t)} \), and \( \tilde{g}^* = g \).

Proof. Let \( \Omega = \{ t \in [0, 1) : e^{if(t)} = -1 \} \), and divide it in two measurable sets \( \Omega_+ \) and \( \Omega_- \) such that

\[
|\Omega_+| = \left| \left\{ t \in [0, 1) : g(t) = \pi \right\} \right| \quad \text{and} \quad |\Omega_-| = \left| \left\{ t \in [0, 1) : g(t) = -\pi \right\} \right|.
\]

This is possible because \( |\Omega| = |\{ t \in [0, 1) : e^{ig(t)} = -1 \}| \) by (9). Define \( \tilde{g} : [0, 1) \to \mathbb{R} \) as follows:

\[
\tilde{g}(t) := \begin{cases} 
    f(t) - 2k\pi & \text{if } f(t) \in ((2k-1)\pi, (2k+1)\pi); \\
    \pi & \text{if } t \in \Omega_+; \\
    -\pi & \text{if } t \in \Omega_-.
\end{cases}
\]

The function \( \tilde{g} \) clearly satisfies the identity \( e^{if(t)} = e^{i\tilde{g}(t)} \). So, for every arc \( I \) of the unit circle

\[
\int_0^1 \chi_I(e^{i\tilde{g}(t)}) \, dt = \int_0^1 \chi_I(e^{if(t)}) \, dt,
\]

and therefore

\[
\int_0^1 \chi_I(e^{i\tilde{g}(t)}) \, dt = \int_0^1 \chi_I(e^{ig(t)}) \, dt.
\] (10)

The next (and last) step, is to prove that \( \tilde{g}^* = g^* = g \) (almost everywhere). The last identity holds because \( g \) is decreasing and the decreasing rearrangements considered here are with respect to the Lebesgue measure. To prove that \( \tilde{g}^* = g^* \), it is enough to verify that for every \( s \in \mathbb{R} \)

\[
\left| \{ x : \tilde{g}(x) > s \} \right| = \left| \{ x : g(x) > s \} \right|.
\] (11)

Note that, by construction, \( \|\tilde{g}\|_\infty \leq \pi \). Hence, \( \|\tilde{g}\|_\infty = \|g\|_\infty \) by (10). Moreover, also by construction, it holds that

\[
\left| \{ x : \tilde{g}(x) = -\pi \} \right| = \left| \{ x : g(x) = -\pi \} \right|.
\]

Therefore, the equality in (11) is apparent if \( s > \|g\|_\infty \) or \( s \leq -\pi \). On the other hand, if \( -\pi < s \leq \|g\|_\infty \), let \( I = \{ e^{it} : s < t \leq \pi \} \). Then
\[ \left| \{ x : \tilde{g}(x) > s \} \right| = \int_0^1 \chi_I (e^{i \tilde{g}(t)}) \, dt - \left| \{ x : \tilde{g}(x) = -\pi \} \right| = \int_0^1 \chi_I (e^{ig(t)}) \, dt - \left| \{ x : g(x) > s \} \right| . \]

This concludes the proof. \(\square\)

**Theorem 4.4.** Given \(a, b \in \mathcal{M} \) Hermitian, there are two sequences of unitaries \(\{ u_n \}_{n \in \mathbb{N}} \) and \(\{ v_n \}_{n \in \mathbb{N}} \) such that

\[ e^{ia} e^{ib} = \lim_{n \to \infty} e^{i(u_n a u_n^* + v_n b v_n^*)} , \]

where the convergence is with respect to the operator norm topology.

**Proof.** Let \(\{ A^{(m)} \}_{m \in \mathbb{N}} \) and \(\{ B^{(m)} \}_{m \in \mathbb{N}} \) be sequences of matricial approximations of \(a \) and \(b \) respectively. By Thompson’s theorem, there are unitary matrices \(U_m \) and \(V_m \) such that for each \(m \in \mathbb{N} \)

\[ e^{i A^{(m)}} e^{i B^{(m)}} = e^{i(U_m A^{(m)} U_m^* + V_m B^{(m)} V_m^*)} . \]

Define \(D_m = U_m A^{(m)} U_m^* + V_m B^{(m)} V_m^* \). By Theorem A.1, the functions \(\lambda_{A^{(m)}} \), \(\lambda_{B^{(m)}} \), and \(\lambda_{D^{(m)}} \) satisfy Eq. (A.2). Since the sequence of non-increasing functions \(\{\lambda_{D^{(m)}}\}_{m \in \mathbb{N}} \) is uniformly bounded, by Helly’s selection theorem, there is a subsequence of this sequence that converges for all but almost countable many points \(t \in [0, 1) \). To simplify the notation, let us assume that the original sequence converges in this way, and let \(f \) be its limit. This limit is also non-increasing and bounded. Moreover, as \(\lambda_{A^{(m)}} \), \(\lambda_{B^{(m)}} \), and \(\lambda_{D^{(m)}} \) satisfy (A.2) for every \(m \in \mathbb{N} \), by the dominated convergence theorem, \(\lambda_a, \lambda_b \) and \(f \) also satisfy those inequalities. Then, there are operators \(a’, b’ \) such that

\[ \lambda_{a'} = \lambda_a, \quad \lambda_{b'} = \lambda_b, \quad \text{and} \quad \lambda_{a'+b'} = f . \]

Let \(c \in \mathcal{M} \) such that \(e^{ia} e^{ib} = e^{ic} \) and \(\|c\| \leq \pi \). Given a polynomial \(p \), on one hand by Lemma 4.1:

\[ \lim_{m \to \infty} \tau_{nm} (p(e^{iA^{(m)}} e^{iB^{(m)}})) = \tau(p(e^{ia} e^{ib})) = \tau(p(e^{ic})) = \int_0^1 p(e^{i\lambda_c(t)}) \, dt . \]

On the other hand, by the dominated convergence theorem, we obtain

\[ \lim_{m \to \infty} \tau_{nm} (p(e^{iA^{(m)}} e^{iB^{(m)}})) = \lim_{m \to \infty} \tau_{nm} (p(e^{iD^{(m)}})) = \lim_{m \to \infty} \int_0^1 p(e^{i\lambda_{D^{(m)}}(t)}) \, dt \]

\[ = \int_0^1 p(e^{if}) \, dt . \]
Therefore, (13) and (14) imply that for every polynomial $p$

$$\int_0^1 p(e^{i\lambda_c(t)}) \, dt = \int_0^1 p(e^{i\lambda_c(t)}) \, dt.$$ 

Using standard arguments we obtain the same result replacing the polynomials by characteristic functions of arcs. Then, by Lemma 4.3, there is a function $\bar{\lambda}_c$ such that $e^{if} = e^{i\bar{\lambda}_c}$, and $\bar{\lambda}_c = \lambda_c$. Suppose that

$$c = \int_0^1 \lambda_c(t) \, de(t),$$

and define

$$c' = \int_0^1 \bar{\lambda}_c(t) \, de(t) \quad \text{and} \quad d = \int_0^1 f(t) \, de(t).$$

Then, $e^{ic'} = e^{id}$, $\lambda_d = f$, and $\lambda_c = \lambda_c$. Combining these facts with Eq. (12), and using Proposition 2.3, we get that there are sequences $\{u_n(a)\}_{n \in \mathbb{N}}, \{u_n(b)\}_{n \in \mathbb{N}}, \{u_n(c)\}_{n \in \mathbb{N}},$ and $\{u_n(d)\}_{n \in \mathbb{N}}$ of unitary elements of $\mathcal{M}$ so that

$$d = \lim_{n \to \infty} (u_n^{(d)})(a' + b')(u_n^{(d)})^*,$$

$$a' = \lim_{n \to \infty} (u_n^{(a)})a(u_n^{(a)})^*,$$

$$b' = \lim_{n \to \infty} (u_n^{(b)})b(u_n^{(b)})^*,$$

and

$$c = \lim_{n \to \infty} (u_n^{(c)})c'(u_n^{(c)})^*. $$

Finally, if we define $u_n = u_n^{(c)}u_n^{(d)}u_n^{(a)}$ and $v_n = u_n^{(c)}u_n^{(d)}u_n^{(b)}$ we get

$$e^{ic} = \lim_{n \to \infty} e^{i(a_nu_n^* + v_nb_n^*)},$$

which concludes the proof. $\square$

**Appendix A. Brief review on Horn’s conjecture**

One of the most challenging problems in linear algebra has been to characterize the real $n$-tuples $\alpha, \beta,$ and $\gamma$ that are the eigenvalues of $n \times n$ Hermitian matrices $A$, $B$, and $C$ such that $C = A + B$. In his remarkable 1962 paper [7], Alfred Horn found necessary condition on the $n$-tuples $\alpha, \beta,$ and $\gamma$ and conjectured that this conditions were also sufficient. This conjecture remained open for several years, and it was solved at the end of the 20th century. Later on, these results were extended to operators in embeddable $\text{II}_1$ factors. In this appendix, we briefly recall
these results; for some really deep material on the subject, we point the reader to the nice surveys by R. Bhatia [5] and W. Fulton [6].

To begin with, we are going to fix some notation and conventions in order to state correctly the results in the finite dimensional setting. Firstly, the \( n \)-tuples will be considered arranged in non-increasing order, and by means of \( \lambda(A) \) we denote the vector of eigenvalues of a self-adjoint matrix, also arranged in non-increasing order.

Clearly, one necessary condition that three \( n \)-tuples \( \alpha, \beta, \gamma \) have to satisfy in order to be the eigenvalues of Hermitian matrices \( A, B, \) and \( C \) such that \( C = A + B \), is the next identity

\[
\sum_{j=1}^{n} \gamma_j = \sum_{j=1}^{n} \alpha_j + \sum_{j=1}^{n} \beta_j. \tag{A.1}
\]

This equality is far from being sufficient. In [7], Horn prescribed sets of triples \((I,J,K)\) of subsets of \([1, \ldots, n]\), that we will always write in increasing order, and he proved that the system of inequalities

\[
\sum_{k \in K} \gamma_k \leq \sum_{i \in I} \alpha_i + \sum_{j \in J} \beta_j,
\]

are necessary. The triples \((I,J,K)\) are defined by the following inductive procedure. Set

\[
U_1^n := \left\{ (I,J,K) : \sum_{i \in I} i + \sum_{j \in J} j = \frac{r(r+1)}{2} + \sum_{k \in K} k \right\}.
\]

For \( r = 1 \) set \( T_1^n = U_1^n \). If \( n \geq 2 \), set

\[
T_r^n := \left\{ (I,J,K) \in U_r^n : \text{for all } p < r \text{ and all } (F,G,H) \in T_p^n, \sum_{f \in F} i_f + \sum_{g \in G} j_g \leq \frac{p(p+1)}{2} + \sum_{h \in H} k_h \right\}.
\]

Then, the system of inequalities considered by Horn runs over all the triples in the set \( T_n := \bigcup_{k=1}^{n} T_k^n \). He also conjectured that this system of inequalities, together with the identity (A.1), were sufficient. The proof of this conjecture is a consequence of several deep works of Klyachko, Knutson, and Tao (see [6,9–11]).

**Theorem A.1.** Given \( \alpha, \beta, \gamma \in \mathbb{R}^n \), the following statements are equivalent:

1. There are \( n \times n \) Hermitian matrices \( A, B \) and \( C \) such that \( C = A + B \) and \( \lambda(A) = \alpha, \lambda(B) = \beta, \) and \( \lambda(C) = \gamma; \)
2. \( \sum_{k=1}^{n} \gamma_k = \sum_{i=1}^{n} \alpha_i + \sum_{j=1}^{n} \beta_j, \) and for every \((I,J,K)\) in \( T_r^n \), \( \sum_{k \in K} \gamma_k \leq \sum_{i \in I} \alpha_i + \sum_{j \in J} \beta_j \)

Later on, this result was extended by Bercovici and Li in [2] to operators in an embeddable \( \text{II}_1 \) factor \( \mathcal{M} \), i.e. a factor that can be embedded in the ultrapower of the hyperfinite factor. To state
correctly this generalization, we need to introduce some notations. Given \( n \in \mathbb{N} \), if \( I \subseteq \{1, \ldots, n\} \), then \( \sigma_I \) denotes the set

\[
\bigcup_{i \in I} \left( \frac{(i-1)n}{n}, \frac{i}{n} \right).
\]

With this notation, the set \( T \) is defined by

\[
T := \bigcup_{n=1}^{\infty} \bigcup_{r=1}^{n-1} \{ (\sigma_I, \sigma_J, \sigma_K) : (I, J, K) \in T_n^r \}.
\]

**Theorem A.2.** Consider bounded non-increasing and right-continuous functions \( u, v, \) and \( w \) defined in the \([0, 1)\). The following are equivalent:

1. There exist \( a, b \in \mathcal{M} \) such that \( u = \lambda_a, \ v = \lambda_b \) and \( w = \lambda_{a+b} \);
2. The functions \( u, v, \) and \( w \) satisfy:

\[
\int_0^1 u(t) \, dt + \int_0^1 v(t) \, dt = \int_0^1 w(t) \, dt, \quad \text{and}
\]

\[
\int_{\omega_1} u(t) \, dt + \int_{\omega_2} v(t) \, dt \geq \int_{\omega_3} w(t) \, dt, \quad \forall (\omega_1, \omega_2, \omega_3) \in T.
\]  

(A.2)
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