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Abstract

We establish the existence of smooth stable manifolds in Banach spaces for sufficiently small perturba-
tions of a new type of dichotomy that we call nonuniform polynomial dichotomy. This new dichotomy is
more restrictive in the “nonuniform part” but allow the “uniform part” to obey a polynomial law instead of
an exponential (more restrictive) law. We consider two families of perturbations. For one of the families we
obtain local Lipschitz stable manifolds and for the other family, assuming more restrictive conditions on the
perturbations and its derivatives, we obtain C1 global stable manifolds. Finally we present an example of
a family of nonuniform polynomial dichotomies and apply our results to obtain stable manifolds for some
perturbations of this family.
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction

The existence of invariant manifolds is one of the key features in the theory of nonuniform
hyperbolicity. The concept of nonuniform hyperbolicity introduced by Pesin [20–22] (see [1,2]
for a description of the current status of the theory) is a generalization of the classical concept
of (uniform) hyperbolicity. In the nonuniform hyperbolic context the rates of expansion and
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contraction are allowed to vary from point to point. The stable manifold theorem for nonuniform
hyperbolic trajectories obtained by Pesin [20] in the finite-dimensional setting is an elaboration
of the classical work of Perron. Since then other proofs were obtained, namely, in [24] Ruelle
gave a proof based on the study of perturbations of products of matrices occurring in Oseledets’
multiplicative ergodic theorem [18]. The proof given by Pugh and Shub in [23] is based on the
classical work of Hadamard and uses graph transform techniques. There exist also versions of
the stable manifold theorem for dynamical systems in infinite-dimensional spaces. In [25] Ruelle
established a corresponding version in Hilbert spaces under some compactness assumptions,
following his approach in [24]. In [17] Mañé considered transformations in Banach spaces under
some compactness and invertibility assumptions that includes the case of differentiable maps
with compact derivative at each point. The results of Mañé were generalized by Thieullen in [27]
for a family of transformations satisfying some asymptotic compactness.

The existence of invariant manifolds is also an important subject in the context of exponential
dichotomies introduced by Perron in [19]. There is a substantial amount of literature concerning
the existence of stable and unstable manifolds for exponential dichotomies (see for example [26]
and the references given there).

As mentioned before, the notion of nonuniform hyperbolicity is a generalization of the con-
cept of (uniform) hyperbolicity. Similarly there is also a concept introduced by Barreira and Valls
[9,6] of nonuniform exponential dichotomy that is a weaker (and therefore more general) version
of the classical notion of exponential dichotomy.

In the discrete time setting, Barreira and Valls obtained C1 stable manifolds for nonuniformly
exponential dichotomies in finite dimension in [7]. Building on this result Barreira, Silva and
Valls were able in [3] to establish the existence of Ck local manifolds for Ck perturbations, using
an induction process and considering a more geometric approach based on the linear extension of
the dynamics. Assuming some exponential decay of the derivatives along the orbits, the same au-
thors established in [4] the existence of C1 global manifolds for perturbations of nonuniformly
exponential dichotomies in Banach spaces. Continuous time versions of this results were ob-
tained by Barreira and Valls in [5,6,8,11].

In a recent work Barreira and Valls [12] considered a generalization of the concept of nonuni-
form exponential dichotomies that they call ρ-nonuniform exponential dichotomy, with ρ an
increasing differentiable function from R

+
0 into R

+
0 such that

lim
t→+∞

log t

ρ(t)
= 0. (1)

With this generalization, Barreira and Valls replaced the asymptotic rates ect that appear in
the nonuniform exponential case by the asymptotic rates ecρ(t). Barreira and Valls established,
in a finite-dimensional space, the existence of ρ-nonuniform exponential dichotomies and tri-
chotomies for a general family of nonautonomous linear differential equations v′ = A(t)v, where
A(t) are matrices in some block form. To achieve this Barreira and Valls used an adapted type of
Lyapunov exponent.

In this work we consider a different kind of nonuniform dichotomy where the rates of expan-
sion and contraction are allowed to vary polynomially. Naturally, the nonuniform parts must vary
at most polynomially (see (2) and (3)). We thus consider a new type of behavior: there are fam-
ilies of nonuniform polynomial dichotomies that are not nonuniform exponential dichotomies
and vice versa. Even in the more general case of ρ-nonuniform exponential dichotomy, it is not
possible to have a polynomial behavior because, to have a polynomial behavior, ρ(t) would have
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to increase at most logarithmically, and by (1) this is not possible. Note that our case allows
situations for which the Lyapunov exponent defined in [10, Section 8] for Hilbert spaces is zero
for all v ∈ E1 (see Section 2 for the definition of E1).

The main results of this paper are stable manifolds theorems for perturbations of nonuniform
polynomial dichotomies. In Section 3 we get local Lipschitz stable manifolds and in Section 4 we
get global C1 stable manifolds. The reason for the difference in the regularity of the manifolds
obtained is that to get C1 manifolds in the local case we would have to consider perturbations that
are zero outside a ball of increasingly small radius and it is not known in the infinite-dimensional
setting how to obtain appropriate cutoff functions (see the comment in [11, p. 2]).

The content of the paper is the following: in Section 2 we introduce some notations, the
main definitions and also establish a technical lemma used several times; then, respectively in
Sections 3 and 4, we obtain a local and a global stable manifold theorem; finally we present in
Section 5 examples of families of nonuniform polynomial dichotomies and apply our results to
obtain stable manifolds for some perturbations of these families.

2. Notation and preliminaries

Let B(X) be the space of bounded linear operators in the Banach space X. Given a sequence
(An)n∈N of invertible operators of B(X) we define

A(m,n) =
{

Am−1 . . .An if m > n,

Id if m = n.

We say that (An)n∈N admits a nonuniform polynomial dichotomy if there exist projections
Pn : X → X for n ∈ N such that

PmA(m,n) = A(m,n)Pn, m,n ∈ N,

and constants a < 0 � b, ε � 0 and D � 1 such that for every m � n,

∥∥A(m,n)Pn

∥∥ � D(m − n + 1)anε, (2)∥∥A(m,n)−1Qm

∥∥ � D(m − n + 1)−bmε, (3)

where Qm = Id−Pm is the complementary projection. When ε = 0 we say that we have a uni-
form polynomial dichotomy or simply a polynomial dichotomy.

In these conditions we define, for each n ∈ N, the linear subspaces En = Pn(X) and Fn =
Qn(X). Without loss of generality, we always identify the spaces En × Fn and En ⊕ Fn as
the same space and we equip these spaces with the norm given by ‖(x, y)‖ = ‖x‖ + ‖y‖ for
(x, y) ∈ En × Fn.

We are going to address the problem of existence of stable manifolds of the dynamics given
by

F(m,n) =
{

(Am−1 + fm−1) ◦ · · · ◦ (An + fn) if m > n,

Id if m = n,
(4)

where (An)n∈N admits a nonuniform polynomial dichotomy and fn : X → X are perturbations
that verify some conditions to be specified later.



A.J.G. Bento, C. Silva / Journal of Functional Analysis 257 (2009) 122–148 125
Given n ∈ N and vn = (ξ, η) ∈ En × Fn, for each m > n we write

vm = F(m,n)(vn) = (xm, ym) ∈ Em × Fm.

Writing fm = (gm,hm) where gm = Pm+1fm and hm = Qm+1fm for each m � n, the trajectory
(vm)m�n satisfies the following equations

xm = A(m,n)ξ +
m−1∑
k=n

A(m, k + 1)gk(xk, yk), (5)

ym = A(m,n)η +
m−1∑
k=n

A(m, k + 1)hk(xk, yk). (6)

In what follows we are going to use Dirichlet series. For every α < −1, we denote by λα the
sum of the Dirichlet series

∑∞
k=1 kα . The following lemma will be used several times.

Lemma 1. Let m,n ∈ N with m > n, a < 0, q > 0 and ε � 0.

(a) If aq + ε < −1, then the following inequality holds

m−1∑
k=n

(m − k)a(k + 1)ε(k − n + 1)aq+a � 2ε−aλaq+ε(m − n + 1)anε. (7)

(b) If ε > 0, then the following inequality holds

m−1∑
k=n

(m − k)a(k − n + 1)a(k + 1)εk−3ε−1 � 2ε−aλ−2ε−1(m − n + 1)a. (8)

Proof. (a) Because the sum of the factors of (m− k)(k −n+ 1) is constant and a < 0, it follows
that

(m − k)a(k − n + 1)a � (m − n)a � 2−a(m − n + 1)a, (9)

k = n, . . . ,m − 1. On the other hand, we have

(k + 1)ε =
(

1 + n

k − n + 1

)ε

(k − n + 1)ε � 2εnε(k − n + 1)ε,

k = n, . . . ,m − 1. Therefore

m−1∑
k=n

(m − k)a(k + 1)ε(k − n + 1)aq+a � 2ε−a(m − n + 1)anε
m−1∑
k=n

(k − n + 1)aq+ε

� 2ε−aλaq+ε(m − n + 1)anε.

(b) It follows immediately from (9) and (k + 1)ε � 2εkε . �
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3. Local stable manifolds

In this section we assume that there are constants c > 0 and q > 1 such that the functions fn

in the perturbed dynamics (4) verify the following conditions

fn(0) = 0, (10)∥∥fn(u) − fn(v)
∥∥ � c‖u − v‖(‖u‖ + ‖v‖)q (11)

for every n ∈ N and u,v ∈ X. Making v = 0 in (11) we have

∥∥fn(u)
∥∥ � c‖u‖q+1 (12)

for every u ∈ X.
We denote by Bn(r) the open ball of En centered at zero and with radius r > 0. The initial

condition at time n will be taken in Bn(δn
−β) for some δ,β > 0. We denote by Xβ the space of

sequences (ϕn)n∈N of continuous functions ϕn : Bn(δn
−β) → Fn such that

ϕn(0) = 0, (13)∥∥ϕn(ξ) − ϕn(ξ̄ )
∥∥ � ‖ξ − ξ̄‖ (14)

for every ξ , ξ̄ ∈ Bn(δn
−β). For each ϕ = (ϕn)n∈N ∈ Xβ we define

‖ϕ‖′ = sup

{‖ϕn(ξ)‖
‖ξ‖ : n ∈ N and ξ ∈ Bn

(
δn−β

) \ {0}
}
.

Clearly ‖ϕ‖′ � 1, and given m ∈ N and ξ 
= 0, we have

∥∥ϕn(ξ)
∥∥ � δn−β ‖ϕn(ξ)‖

‖ξ‖ � δ‖ϕ‖′ � δ

for every ϕ ∈ Xβ . This readily implies that Xβ is a complete metric space with the distance
induced by ‖ · ‖′.

We also consider the space X∗
β of sequences ϕ = (ϕn)n∈N with ϕn : En → Fn such that the

sequence (ϕn|Bn(δn
−β))n∈N is in Xβ and, for each n ∈ N,

ϕn(ξ) = ϕn

(
δn−βξ

‖ξ‖
)

whenever ξ /∈ Bn

(
δn−β

)
.

There is a one-to-one correspondence between the sequences in Xβ and in X∗
β because for each

sequence of functions ϕ = (ϕn)n∈N ∈ Xβ there is a unique extension ϕ = (ϕn)n∈N such that each

ϕn is a Lipschitz extension of ϕn to Bn(δn−β). Clearly X∗
β is also a complete metric space with

the metric induced by X∗
β � ϕ �→ ‖ϕ|Xβ‖. Furthermore, one can easily verify that given ϕ ∈ X∗

β

and n ∈ N we have

∥∥ϕn(x) − ϕn(y)
∥∥ � 2‖x − y‖ for every x, y ∈ E. (15)
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Given β, δ > 0 and (ϕn)n∈N ∈ Xβ , for each n ∈ N, we consider the graph

Vn,δ,β = {(
ξ,ϕn(ξ)

)
: ξ ∈ Bn

(
δn−β

)}
. (16)

We now present the main result of this section.

Theorem 1 (Local stable manifolds). Let (An)n∈N be a sequence of invertible bounded linear
operators, acting on a Banach space X, that admits a nonuniform polynomial dichotomy satisfy-
ing (2) and (3) for some D � 1, a < 0 � b and ε > 0 and let (fn)n∈N be a sequence of functions,
acting on X, that verifies (10) and (11) for some c > 0 and some q > 1. If

aq + ε + 1 < 0 and a + β < 0

hold with β = ε(1 + 2/q), then, for every C > D, choosing δ sufficiently small, there is a unique
ϕ ∈ Xβ such that

F(m,n)(Vn, δ
C

,β+ε) ⊂ Vm,δ,β for every m � n, (17)

with F(m,n) given by (4) and Vn, δ
C

,β+ε and Vm,δ,β given by (16).

Furthermore, for every m � n and ξ , ξ̄ ∈ Bn(δn
−(β+ε)/C) we have

∥∥F(m,n)
(
ξ,ϕn(ξ)

) − F(m,n)
(
ξ̄ , ϕn(ξ̄ )

)∥∥ � 2C(m − n + 1)anε‖ξ − ξ̄‖. (18)

We call each Vn,δ,β a stable manifold.
In view of the forward invariance in (17), each trajectory starting Vn, δ

C
,β+ε must be in Vm,δ,β .

Thus, for every (ξ,ϕn(ξ)) ∈ Vn, δ
C

,β+ε , using Eqs. (5) and (6), we have to prove that

xm(ξ) = A(m,n)ξ +
m−1∑
k=n

A(m, k + 1)gk

(
xk(ξ), ϕk

(
xk(ξ)

))
, (19)

ϕm

(
xm(ξ)

) = A(m,n)ϕn(ξ) +
m−1∑
k=n

A(m, k + 1)hk

(
xk(ξ), ϕk

(
xk(ξ)

))
, (20)

and

∥∥xm(ξ)
∥∥ � δm−β (21)

for every ξ ∈ Bn(δn
−(β+ε)/C) and every m > n, where

F(m,n)
(
ξ,ϕn(ξ)

) = (
xm(ξ),ϕm

(
xm(ξ)

)) ∈ Em × Fm.

The idea of the proof of Theorem 1 is to solve Eqs. (19) and (20) separately using in each
case the Banach fixed point theorem. For this we first establish, using the Banach fixed point
theorem on a suitable space B, that for every ϕ ∈ Xβ there is a unique sequence of functions
xϕ = (xm)m�n ∈ B that verifies (19) and (21). To prove Eq. (20), we first prove that this equation
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is equivalent to another one and we solve this second equation applying the Banach fixed point
theorem in the space X∗

β .
Let B = Bn,β be the space of all sequences x = (xm)m�n of functions

xm : Bn

(
δn−β

) → Em

such that for every m � n and every ξ, ξ̄ ∈ Bn(δn
−β) we have

xn(ξ) = ξ, xm(0) = 0, (22)∥∥xm(ξ) − xm(ξ̄ )
∥∥ � C(m − n + 1)anε‖ξ − ξ̄‖, (23)

for some constant C > D. Making ξ̄ = 0 in (23) we obtain the following estimate

∥∥xm(ξ)
∥∥ � C(m − n + 1)anε‖ξ‖ � Cδ(m − n + 1)anε−β (24)

for every m � n and every ξ ∈ Bn(δn
−β).

This space B allows to estimate the speed of decay of the stable component of the solution
along the graphs given by ϕ. In fact, if ξ ∈ Bn(δn

−(β+ε)/C), then, (21) holds because a +β < 0:

∥∥xm(ξ)
∥∥ � C(m − n + 1)anε‖ξ‖ � δ(m − n + 1)an−β � δm−β.

For every x ∈ B, we define

‖x‖′ = sup

{ ‖xm(ξ)‖
(m − n + 1)anε

: m � n, ξ ∈ Bn

(
δn−β

)}
(25)

and with the metric induced by (25), B is a complete metric space.
Given ϕ = (ϕn)n∈N ∈ X∗

β and x = (xm)m�n ∈ B we write

ϕ∗
m = ϕm ◦ xm and f ∗

m(ξ) = fm

(
xm(ξ),ϕ∗

m(ξ)
)
.

Lemma 2. Given δ > 0 sufficiently small, for each ϕ ∈ X∗
β and n ∈ N there exists a unique

sequence x = xϕ ∈ B satisfying Eq. (19) for every m � n and ξ ∈ Bn(δn
−β).

Proof. We define an operator J in B by (Jx)n(ξ) = ξ , and for each m > n by

(Jx)m(ξ) = A(m,n)ξ +
m−1∑
k=n

A(m, k + 1)gk

(
xk(ξ), ϕk

(
xk(ξ)

))
.

One can easily verify from (22), (13) and (10) that (Jx)m(0) = 0 for every m � n.
From the definition of the operator it follows that

∥∥(Jx)m(ξ) − (Jx)m(ξ̄ )
∥∥

�
∥∥A(m,n)Pnξ − A(m,n)Pnξ̄

∥∥ +
m−1∑∥∥A(m, k + 1)Pk+1

∥∥ · ∥∥f ∗
k (ξ) − f ∗

k (ξ̄ )
∥∥. (26)
k=n
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Using (2) we have

∥∥A(m,n)Pnξ − A(m,n)Pnξ̄
∥∥ �

∥∥A(m,n)Pn

∥∥‖ξ − ξ̄‖ � D(m − n + 1)anε‖ξ − ξ̄‖

and from (2), (11), (15), (23) and (7) we also have

m−1∑
k=n

∥∥A(m, k + 1)Pk+1
∥∥ · ∥∥f ∗

k (ξ) − f ∗
k (ξ̄ )

∥∥

� cD

m−1∑
k=n

(m − k)a(k + 1)ε
(∥∥xk(ξ) − xk(ξ̄ )

∥∥ + ∥∥ϕk

(
xk(ξ)

) − ϕk

(
xk(ξ̄ )

)∥∥)

× (∥∥xk(ξ)
∥∥ + ∥∥ϕk

(
xk(ξ)

)∥∥ + ∥∥xk(ξ̄ )
∥∥ + ∥∥ϕk

(
xk(ξ̄ )

)∥∥)q

� cD

m−1∑
k=n

(m − k)a(k + 1)ε
(
3
∥∥xk(ξ) − xk(ξ̄ )

∥∥)(
3
∥∥xk(ξ)

∥∥ + 3
∥∥xk(ξ̄ )

∥∥)q

� c2q(3C)q+1Dδqnε(q+1)−βq‖ξ − ξ̄‖
m−1∑
k=n

(m − k)a(k + 1)ε(k − n + 1)aq+a

� 2q+ε−ac(3C)q+1Dδqλaq+ε(m − n + 1)anε(q+2)−βq‖ξ − ξ̄‖.

Choosing δ sufficiently small, it follows from (26) that

∥∥(Jx)m(ξ) − (Jx)m(ξ̄ )
∥∥ � C(m − n + 1)anε‖ξ − ξ̄‖

and this implies the inclusion J (B) ⊂ B.
We now show that J is a contraction for the metric induced by (25). Let x, y ∈ B. Then

∥∥(Jx)m(ξ) − (Jy)m(ξ)
∥∥ �

m−1∑
k=n

∥∥A(m, k + 1)Pk+1
∥∥αk,

where αk = ‖fk(xk(ξ), ϕk(xk(ξ))) − fk(yk(ξ), ϕk(yk(ξ)))‖. By (11) and (15) we have

αk � c
(∥∥xk(ξ) − yk(ξ)

∥∥ + ∥∥ϕk

(
xk(ξ)

) − ϕk

(
yk(ξ)

)∥∥)
× (∥∥xk(ξ)

∥∥ + ∥∥ϕk

(
xk(ξ)

)∥∥ + ∥∥yk(ξ)
∥∥ + ∥∥ϕk

(
yk(ξ)

)∥∥)q

� 3q+1c
∥∥xk(ξ) − yk(ξ)

∥∥(∥∥xk(ξ)
∥∥ + ∥∥yk(ξ)

∥∥)q

and, using (24), it follows that

αk � 2q3q+1cCqδq(k − n + 1)aqn(ε−β)q
∥∥xk(ξ) − yk(ξ)

∥∥
� 2q3q+1cCqδq(k − n + 1)aq+anε(q+1)−βq‖x − y‖′. (27)

Hence, from (2) and (27), we have
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∥∥(Jx)m(ξ) − (Jy)m(ξ)
∥∥

� 2q3q+1cCqDδqnε(q+1)−βq‖x − y‖′
m−1∑
k=n

(m − k)a(k + 1)ε(k − n + 1)aq+a

� 2q−a+ε3q+1cCqDδqλaq+ε(m − n + 1)anε(q+2)−βq‖x − y‖′

and choosing δ sufficiently small it follows that

∥∥(Jx)m(ξ) − (Jy)m(ξ)
∥∥ � μ(m − n + 1)anε‖x − y‖′

with μ < 1. Therefore,

‖Jx − Jy‖′ � μ‖x − y‖′,

and J is a contraction in B provided that δ is sufficiently small. Because B is complete, by the
Banach fixed point theorem, the map J has a unique fixed point xϕ in B, which is thus the desired
sequence. �

We now represent by (x
ϕ
n,k)k�n ∈ Bn,β the unique sequence given by Lemma 2.

Lemma 3. Given δ > 0 sufficiently small and ϕ ∈ X∗
β the following properties hold:

(1) If for every n ∈ N, m � n and ξ ∈ Bn(δn
−β) the identity (20) holds, then

ϕn(ξ) = −
∞∑

k=n

A(k + 1, n)−1hk

(
x

ϕ
n,k(ξ), ϕk

(
x

ϕ
n,k(ξ)

))
(28)

for every n ∈ N, m � n and ξ ∈ Bn(δn
−β).

(2) If for every n ∈ N, m � n and ξ ∈ Bn(δn
−β) Eq. (28) holds, then (20) holds for every ξ ∈

Bn(δn
−(β+ε)/C).

Proof. First we prove that the series in (28) is convergent. From (3), (12), (15) and (24), we
conclude that

∞∑
k=n

∥∥A(k + 1, n)−1hk

(
x

ϕ
n,k(ξ), ϕk

(
x

ϕ
n,k(ξ)

))∥∥

�
∞∑

k=n

∥∥A(k + 1, n)−1Qk+1
∥∥∥∥fk

(
x

ϕ
n,k(ξ), ϕk

(
x

ϕ
n,k(ξ)

))∥∥

�
∞∑

k=n

D(k − n + 2)−b(k + 1)εc
(∥∥xn,k(ξ)

∥∥ + ∥∥ϕk

(
xn,k(ξ)

)∥∥)q+1

� cD

∞∑
(k − n + 2)−b(k + 1)ε

(
3Cδ(k − n + 1)anε−β

)q+1
k=n
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� c(3Cδ)q+1Dn(ε−β)(q+1)
∞∑

k=n

(k − n + 1)aq+a−b(k + 1)ε

� 2εc(3Cδ)q+1Dnε(q+2)−β(q+1)

∞∑
k=n

(k − n + 1)aq+a−b+ε < ∞.

Let us suppose that (20) holds. Then by A(m,n)−1A(m, k +1) = A(k +1, n)−1, Eq. (20) can
be written in the following equivalent form

ϕn(ξ) = A(m,n)−1ϕm

(
xϕ
n,m(ξ)

) −
m−1∑
k=n

A(k + 1, n)−1hk

(
x

ϕ
n,k(ξ), ϕk

(
x

ϕ
n,k(ξ)

))
. (29)

Using (3), (15) and (24), we have

∥∥A(m,n)−1ϕm

(
xϕ
n,m(ξ)

)∥∥ = ∥∥A(m,n)−1Qmϕm

(
xϕ
n,m(ξ)

)∥∥
� 2D(m − n + 1)−bmε

∥∥xϕ
n,m(ξ)

∥∥
� 2D(m − n + 1)−bmεCδ(m − n + 1)anε−β

� 2CDδ(m − n + 1)a−b+εn2ε−β

and this converges to zero when m → ∞. Hence, letting m → ∞ in (29) we obtain the iden-
tity (28).

We now assume that for every n ∈ N, m � n and ξ ∈ Bn(δn
−β) the identity (28) holds. If

ξ ∈ Bn(δn
−(β+ε)/C) then, since a + β < 0, we get

∥∥xn,m(ξ)
∥∥ � C(m − n + 1)anε‖ξ‖ � δ(m − n + 1)an−β � δm−β. (30)

Then

A(m,n)ϕn(ξ) = −
∞∑

k=n

A(m, k + 1)hk

(
x

ϕ
n,k(ξ), ϕk

(
x

ϕ
n,k(ξ)

))
,

and thus it follows from (28), the uniqueness of the sequences xϕ and (30) that

A(m,n)ϕn(ξ) +
m−1∑
k=n

A(m, k + 1)hk

(
x

ϕ
n,k(ξ), ϕk

(
x

ϕ
n,k(ξ)

))

= −
∞∑

k=m

A(m, k + 1)hk

(
x

ϕ
n,k(ξ), ϕk

(
x

ϕ
n,k(ξ)

))

= −
∞∑

k=m

A(m, k + 1)hk

(
x

ϕ
m,k

(
xϕ
n,m(ξ)

)
, ϕk

(
x

ϕ
m,k

(
xϕ
n,m(ξ)

)))

= ϕm

(
xϕ
n,m(ξ)

)
.

This proves the lemma. �
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Lemma 4. Given δ > 0 sufficiently small, for each ϕ,ψ ∈ X∗
β , n ∈ N, m � n and ξ ∈ Bn(δn

−β)

we have

∥∥xϕ
m(ξ) − xψ

m(ξ)
∥∥ � C

2
(m − n + 1)a‖ξ‖‖ϕ − ψ‖′. (31)

Proof. Putting

γk = ∥∥fk

(
x

ϕ
k (ξ), ϕk

(
x

ϕ
k (ξ)

)) − fk

(
x

ψ
k (ξ), ϕk

(
x

ψ
k (ξ)

))∥∥, (32)

by (11) it follows that

γk � c
(∥∥x

ϕ
k (ξ) − x

ψ
k (ξ)

∥∥ + ∥∥ϕk

(
x

ϕ
k (ξ)

) − ψk

(
x

ψ
k (ξ)

)∥∥)
× (∥∥x

ϕ
k (ξ)

∥∥ + ∥∥ϕk

(
x

ϕ
k (ξ)

)∥∥ + ∥∥x
ψ
k (ξ)

∥∥ + ∥∥ψk

(
x

ψ
k (ξ)

)∥∥)q

� c
(∥∥x

ϕ
k (ξ) − x

ψ
k (ξ)

∥∥ + ∥∥ϕk

(
x

ϕ
k (ξ)

) − ψk

(
x

ψ
k (ξ)

)∥∥)(
3
∥∥x

ϕ
k (ξ)

∥∥ + 3
∥∥x

ψ
k (ξ)

∥∥)q

� c(6Cδ)q
(∥∥x

ϕ
k (ξ) − x

ψ
k (ξ)

∥∥ + ∥∥ϕk

(
x

ϕ
k (ξ)

) − ψk

(
x

ψ
k (ξ)

)∥∥)
(k − n + 1)aqn(ε−β)q

and because

∥∥ϕk

(
x

ϕ
k (ξ)

) − ψk

(
x

ψ
k (ξ)

)∥∥ �
∥∥ϕk

(
x

ϕ
k (ξ)

) − ϕk

(
x

ψ
k (ξ)

)∥∥ + ∥∥ϕk

(
x

ψ
k (ξ)

) − ψk

(
x

ψ
k (ξ)

)∥∥
�

∥∥x
ϕ
k (ξ) − x

ψ
k (ξ)

∥∥ + ∥∥ϕk

(
x

ψ
k (ξ)

) − ψk

(
x

ψ
k (ξ)

)∥∥
�

∥∥x
ϕ
k (ξ) − x

ψ
k (ξ)

∥∥ + ‖ϕ − ψ‖′∥∥x
ψ
k (ξ)

∥∥
we have

γk � c(6Cδ)q
(
2
∥∥x

ϕ
k (ξ) − x

ψ
k (ξ)

∥∥ + ‖ϕ − ψ‖′∥∥x
ψ
k (ξ)

∥∥)
(k − n + 1)aqn(ε−β)q . (33)

Using (33), we are going to prove this lemma by induction on m. For m = n the result follows
immediately because x

ϕ
n (ξ) = ξ = x

ψ
n (ξ).

Suppose that (31) is true for n, . . . ,m − 1. Then for k = n, . . . ,m − 1 we have

2
∥∥x

ϕ
k (ξ) − x

ψ
k (ξ)

∥∥ + ‖ϕ − ψ‖′∥∥x
ψ
k (ξ)

∥∥
� C(k − n + 1)a‖ξ‖ ‖ϕ − ψ‖′ + C(k − n + 1)anε‖ξ‖‖ϕ − ψ‖′

� 2C(k − n + 1)anε‖ξ‖‖ϕ − ψ‖′

and this implies by (33) that

γk � 2cCq+1(6δ)q‖ξ‖‖ϕ − ψ‖′(k − n + 1)aq+anε(q+1)−βq .

Hence we have
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∥∥xϕ
m(ξ) − xψ

m(ξ)
∥∥

�
m−1∑
k=n

∥∥A(m, k + 1)Pk+1
∥∥γk

� 2cCq+1D(6δ)qnε(q+1)−βq‖ξ‖‖ϕ − ψ‖′
m−1∑
k=n

(m − k)a(k + 1)ε(k − n + 1)aq+a

� 21+ε−acCq+1D(6δ)qλaq+ε(m − n + 1)anε(q+2)−βq‖ϕ − ψ‖′‖ξ‖.
Choosing δ > 0 sufficiently small and using the fact that ε(q + 2) − βq = 0 we obtain (31). �
Lemma 5. Given δ > 0 sufficiently small there is a unique ϕ ∈ X∗

β such that

ϕn(ξ) = −
∞∑

k=n

A(k + 1, n)−1hk

(
x

ϕ
k (ξ), ϕk

(
x

ϕ
k (ξ)

))

for every n ∈ N and every ξ ∈ Bn(δn
−β).

Proof. We consider the operator Φ defined for each ϕ ∈ X∗
β by

(Φϕ)n(ξ) = −
∞∑

k=n

A(k + 1, n)−1hk

(
x

ϕ
k (ξ), ϕk

(
x

ϕ
k (ξ)

))
, (34)

where xϕ = (x
ϕ
k )k�n is the unique sequence given by Lemma 2. Since xϕ ∈ Bβ we have

x
ϕ
m(0) = 0, m � n. It follows from (10), (22), (13) and (34) that (Φϕ)n(0) = 0 for each n ∈ N.

Furthermore, given ξ, ξ̄ ∈ Bn(δn
−β), by (3) and (11), we have

∥∥(Φϕ)n(ξ) − (Φϕ)n(ξ̄ )
∥∥

�
∞∑

k=n

∥∥A(k + 1, n)−1Qk+1
∥∥ · ∥∥f ∗

k (ξ) − f ∗
k (ξ̄ )

∥∥

� cD

∞∑
k=n

(k − n + 2)−b(k + 1)ε
(
3
∥∥xk(ξ) − xk(ξ̄ )

∥∥)(
3
∥∥xk(ξ)

∥∥ + 3
∥∥xk(ξ̄ )

∥∥)q

� 3cCq+1D(6δ)qnε(q+1)−βq‖ξ − ξ̄‖
∞∑

k=n

(k − n + 2)−b(k + 1)ε(k − n + 1)aq+a

� 2q+εc(3C)q+1Dδqnε(q+2)−βq‖ξ − ξ̄‖
∞∑

k=n

(k − n + 1)aq+a−b+ε

� 2ε3cCq+1D(6δ)qλaq+a−b+ε‖ξ − ξ̄‖.
Hence, choosing δ > 0 sufficiently small (independently of ϕ, n and ξ ) we have (14). Therefore
Φ(X∗ ) ⊂ X∗ .
β β
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We now show that Φ is a contraction. Given ϕ,ψ ∈ X∗
β and n ∈ N, let xϕ and xψ be the unique

sequences given by Lemma 2 respectively for ϕ and ψ . By (33) (see (32) for the definition of γk)
and Lemma 4 we have

γk � c2Cq+1(6δ)q‖ξ‖‖ϕ − ψ‖′(k − n + 1)aq+anε(q+1)−βq

and this inequality and (3) imply

∥∥(Φϕ)n(ξ) − (Φψ)n(ξ)
∥∥

�
∞∑

k=n

∥∥A(k + 1, n)−1Qk+1
∥∥γk

� 2cCq+1D(6δ)q‖ξ‖‖ϕ − ψ‖′nε(q+1)−βq
∞∑

k=n

(k − n + 2)−b(k + 1)ε(k − n + 1)aq+a

� 21+εcCq+1D(6δ)q‖ξ‖‖ϕ − ψ‖′nε(q+2)−βq
∞∑

k=n

(k − n + 1)aq+a−b+ε

� 21+εcCq+1D(6δ)q‖ξ‖λaq+a−b+ε‖ϕ − ψ‖′.

Hence, choosing δ > 0 sufficiently small, we have

∥∥(Φϕ)n(ξ) − (Φψ)n(ξ)
∥∥ � μ‖ξ‖‖ϕ − ψ‖′

for some μ < 1. This implies that

‖Φϕ − Φψ‖′ � μ‖ϕ − ψ‖′

and this means that Φ is a contraction in X∗
β . Therefore the map Φ has a unique fixed point ϕ

in X∗
β that is the desired sequence. �

We are now in conditions to prove Theorem 1.

Proof of Theorem 1. By Lemma 2, for each ϕ ∈ X∗
β there is a unique sequence xϕ ∈ B

satisfying (19). It remains to solve (20) with x = xϕ . By Lemma 3, this is equivalent to
solve (28). Finally, by Lemma 5, there is a unique solution of (28). This establishes the exis-
tence of the stable manifolds for δ > 0 sufficiently small. Moreover, for each n ∈ N, m � n and
ξ, ξ̄ ∈ Bn(δn

−(β+ε)/C) it follows from (14) that

∥∥F(m,n)
(
ξ,ϕn(ξ)

) − F(m,n)
(
ξ̄ , ϕn(ξ̄ )

)∥∥ �
∥∥xm(ξ) − xm(ξ̄ )

∥∥ + ∥∥ϕ∗
m(ξ) − ϕ∗

m(ξ̄ )
∥∥

� 2
∥∥xm(ξ) − xm(ξ̄ )

∥∥
� 2C(m − n + 1)anε‖ξ − ξ̄‖.

Hence we obtain (18) and the theorem is proved. �
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4. Global stable manifolds

We say that a function is of class C1,1 if it is of class C1 and its derivative is Lipschitz.
We will consider that the perturbations fn in (4) are of class C1,1 and we assume that there

exists δ > 0 such that, for every n ∈ N and u,v ∈ X,

fn(0) = 0, d0fn = 0, (35)

‖dufn‖ � δn−3ε−1, (36)

‖dufn − dvfn‖ � δn−3ε−1‖u − v‖, (37)

with the same ε as in (2) and (3).
In this section, for technical reasons, we have to assume that ε > 0. It is easy to verify that

all the results in this section remain true in the case ε = 0 if we replace the exponent in (36) and
(37) by −1 − γ with γ > 0.

Let X be the space of sequences of C1,1 functions ϕn : En → Fn such that, for every n ∈ N

and x, y ∈ En,

ϕn(0) = 0, d0ϕn = 0, (38)

‖dxϕn‖ � 1, (39)

‖dxϕn − dyϕn‖ � ‖x − y‖. (40)

Given (ϕn)n∈N ∈ X we consider the graphs

Vn = {(
ξ,ϕn(ξ)

)
: ξ ∈ En

}
(41)

that we call global stable manifolds. We have the following result.

Theorem 2 (Global stable manifolds). Let (An)n∈N be a sequence of bounded invertible linear
operators, acting on a Banach space X, that admits a nonuniform polynomial dichotomy satisfy-
ing (2) and (3) for some D � 1, a < 0 � b and ε > 0 and let (fn)n∈N be a sequence of functions,
acting on X, that verify (35), (36) and (37) for some δ > 0. If

a + ε < b, (42)

then, choosing δ > 0 sufficiently small, there exists a unique sequence (ϕn)n∈N ∈ X such that

(a) F(m,n)(Vn) = Vm for every m � n, where F(m,n) is given by (4) and Vn and Vm are given
by (41);

(b) Vn is a C1,1 manifold with T0Vn = En for each n ∈ N;
(c) there exists K > 0 such that for m � n and ξ, ξ̄ ∈ En we have

∥∥F(m,n)(v) − F(m,n)(v̄)
∥∥ � K(m − n + 1)anε‖ξ − ξ̄‖, (43)∥∥dvF(m,n) − dv̄F(m,n)
∥∥ � K(m − n + 1)an2ε‖ξ − ξ̄‖, (44)

where v = (ξ,ϕn(ξ)) and v̄ = (ξ̄ , ϕn(ξ̄ )).
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The idea of the proof of this theorem follows the same lines of the proof of Theorem 1,
although with different spaces of sequences of functions. As in Theorem 1, we have to solve the
following equations

xm(ξ) = A(m,n)ξ +
m−1∑
k=n

A(m, k + 1)gk

(
xk(ξ), ϕk

(
xk(ξ)

))
, (45)

ϕm

(
xm(ξ)

) = A(m,n)ϕn(ξ) +
m−1∑
k=n

A(m, k + 1)hk

(
xk(ξ), ϕk

(
xk(ξ)

))
, (46)

for every ξ ∈ En and every m > n, where

F(m,n)
(
ξ,ϕn(ξ)

) = (
xm(ξ),ϕm

(
xm(ξ)

)) ∈ Em × Fm,

and prove that these solutions verify (43) and (44).
Given n ∈ N and C > D (note that C > 1), let B = Bn be the space of sequences of C1,1

functions xm : En → Em that, for every m � n and ξ, ξ̄ ∈ En, satisfy the following conditions

xn(ξ) = ξ, xm(0) = 0, (47)

‖dξxm‖ � C(m − n + 1)anε, (48)

‖dξxm − dξ̄ xm‖ � C(m − n + 1)an2ε‖ξ − ξ̄‖. (49)

From the mean value theorem, (47) and (48) it follows that

∥∥xm(ξ)
∥∥ � C(m − n + 1)anε‖ξ‖ (50)

for every ξ ∈ En. This allows us to equip B with the metric induced by

‖x‖′ = sup

{‖xm(ξ)‖(m − n + 1)−an−ε

‖ξ‖ : m � n, ξ ∈ En \ {0}
}

(51)

for x = (xm)m�n ∈ B. Note that ‖x‖′ � C for each x ∈ B.

Proposition 1. The space B is a complete metric space with the metric induced by (51).

Proof. Let (xk)k = ((xm,k)m�n)k be a Cauchy sequence in B with respect to the metric induced
by (51). Then for each m � n the sequence (xm,k|Bn(r))k∈N is a Cauchy sequence with respect
to the supremum norm in the space of bounded functions from Bn(r) into Fm. Here Bn(r) is the
open ball of En centered at 0 and with radius r . Therefore, for each m � n, there exists a function
ym : Bn(r) → Fm such that (xm,k|Bn(r))k∈N converges to ym in the space of bounded functions
from Bn(r) into Fm equipped with the supremum norm.

For every ξ ∈ Bn(r), from (50), (48) and (49) we get
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∥∥xm,k(ξ)
∥∥ � C(m − n + 1)anεr

‖dξxm,k‖ � C(m − n + 1)anε,

‖dξxm,k − dξ̄ xm,k‖ � C(m − n + 1)an2ε‖ξ − ξ̄‖.
Putting b = C(m − n + 1)anε max{nε, r}, it follows that, for each m � n and k ∈ N, xm,k ∈
C

1,1
b (Bn(r),Fm). Here C

1,1
b (Bn(r),Fm) is the space of C1,1 functions from Bn(r) into Fm such

that the norm defined by

‖u‖1,1 = max
{‖u‖∞,‖du‖∞,L(du)

}
,

is less or equal than b, ‖ · ‖∞ is the supremum norm and

L(u) = sup

{‖u(x) − u(y)‖
‖x − y‖ : x, y ∈ X with x 
= y

}
.

It follows from the generalization of Henry’s lemma (see [15, p. 151]) given by Elbialy [14]
(for related results see also [16] and [13]) that ym ∈ C

1,1
b (Bn(r),Fm) and

(dξ xm,k)k∈N converges pointwise to dξ ȳm when k → ∞ (52)

for every ξ ∈ Bn(r). By the uniqueness of each function ym in the ball Bn(r), we can obtain a
function ȳm ∈ C1,1(Em,Fm) such that ȳm|Bn(r) = ym for each r > 0. Using (52) we can easily
verify that (ȳm)m ∈ B. Moreover, since (xk)k is a Cauchy sequence, for each κ > 0 there exists
p ∈ N such that if k,m > p then

∥∥xq,k(ξ) − xq,m(ξ)
∥∥ � κ(q − n + 1)anε‖ξ‖ (53)

for every q � n and ξ ∈ Em. Letting m → ∞ in (53) we obtain
∥∥xq,k(ξ) − ȳq(ξ)

∥∥ � κ(q − n + 1)anε‖ξ‖,
and thus (xk)k converges to ȳ = (ȳq)q�n in the space B. �

Given ϕ = (ϕn)n∈N ∈ X and x = (xm)m�n ∈ B we write

ϕ∗
m = ϕm ◦ xm and f ∗

m(ξ) = fm

(
xm(ξ),ϕ∗

m(ξ)
)
.

Lemma 6. For each ϕ ∈ X, n ∈ N, x ∈ B, ξ, ξ̄ ∈ En, and m � n we have

∥∥xm(ξ) − xm(ξ̄ )
∥∥ � C(m − n + 1)anε‖ξ − ξ̄‖, (54)∥∥dξϕ

∗
m

∥∥ � C(m − n + 1)anε, (55)∥∥dξf
∗
m

∥∥ � 2Cδm−3ε−1(m − n + 1)anε, (56)∥∥ϕ∗
m(ξ) − ϕ∗

m(ξ̄ )
∥∥ � C(m − n + 1)anε‖ξ − ξ̄‖, (57)∥∥dξϕ

∗
m − dξ̄ϕ

∗
m

∥∥ � 2C2(m − n + 1)an2ε‖ξ − ξ̄‖, (58)∥∥dξf
∗
m − d ¯f ∗

m

∥∥ � 7C2δm−3ε−1(m − n + 1)an2ε‖ξ − ξ̄‖. (59)
ξ
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Proof. By the mean value theorem and (48) we have

∥∥xm(ξ) − xm(ξ̄ )
∥∥ � sup

r∈[0,1]
‖dξ+r(ξ̄−ξ)xm‖ · ‖ξ − ξ̄‖ � C(m − n + 1)anε‖ξ − ξ̄‖

and this establishes (54).
Eq. (55) follows immediately from (39) and (48). In fact

∥∥dξϕ
∗
m

∥∥ � ‖dxm(ξ)ϕm‖ · ‖dξxm‖ � C(m − n + 1)anε.

By (36), (48) and (55) we have

∥∥dξf
∗
m

∥∥ �
∥∥∂

1,0
xm(ξ),ϕ∗

m(ξ)fm

∥∥ · ‖dξxm‖ + ∥∥∂
0,1
xm(ξ),ϕ∗

m(ξ)fm

∥∥ · ∥∥dξϕ
∗
m

∥∥
� 2Cδm−3ε−1(m − n + 1)anε

and this proves (56).
Using the mean value theorem and (55) we obtain (57).
To prove (58) we note that by (40) and (54) we get

‖dxm(ξ)ϕm − dxm(ξ̄ )ϕm‖ �
∥∥xm(ξ) − xm(ξ̄ )

∥∥ � C(m − n + 1)anε‖ξ − ξ̄‖,

and, since C > 1, it follows from (48), (39) and (49) that

∥∥dξϕ
∗
m − dξ̄ϕ

∗
m

∥∥ � ‖dxm(ξ)ϕm − dxm(ξ̄ )ϕm‖ · ‖dξxm‖ + ‖dxm(ξ̄ )ϕm‖ · ‖dξxm − dξ̄ xm‖
� C2(m − n + 1)2an2ε‖ξ − ξ̄‖ + C(m − n + 1)an2ε‖ξ − ξ̄‖
� 2C2(m − n + 1)an2ε‖ξ − ξ̄‖.

Finally we are going to prove (59). Writing

Fλ,μ = ∥∥∂
λ,μ

xm(ξ),ϕ∗
m(ξ)fm − ∂

λ,μ

xm(ξ̄ ),ϕ∗
m(ξ̄)

fm

∥∥
where λ,μ ∈ {0,1} and λ + μ = 1, we have

∥∥dξf
∗
m − dξ̄ f

∗
m

∥∥ � F1,0‖dξxm‖ + F0,1
∥∥dξϕ

∗
m

∥∥ + ∥∥∂
1,0
xm(ξ̄ ),ϕ∗

m(ξ̄)
fm

∥∥ · ‖dξxm − dξ̄ xm‖

+ ∥∥∂
0,1
xm(ξ̄ ),ϕ∗

m(ξ̄)
fm

∥∥ · ∥∥dξϕ
∗
m − dξ̄ϕ

∗
m

∥∥. (60)

Using (37), (54) and (57) we obtain

Fλ,μ � δm−3ε−1
∥∥xm(ξ) − xm(ξ̄ )

∥∥ + δm−3ε−1
∥∥ϕ∗

m(ξ) − ϕ∗
m(ξ̄ )

∥∥
� 2Cδm−3ε−1(m − n + 1)anε‖ξ − ξ̄‖.

By the former inequalities, (48), (55), (36), (49) and (58) it follows from (60) that



A.J.G. Bento, C. Silva / Journal of Functional Analysis 257 (2009) 122–148 139
∥∥dξf
∗
m − dξ̄ f

∗
m

∥∥ � 4C2δm−3ε−1(m − n + 1)2an2ε‖ξ − ξ̄‖
+ (

C + 2C2)δm−3ε−1(m − n + 1)an2ε‖ξ − ξ̄‖.

This yields (59) and the lemma is proved. �
Lemma 7. Given δ > 0 sufficiently small, for each ϕ ∈ X and n ∈ N there exists a unique se-
quence x = xϕ ∈ B satisfying (45) for every m > n and ξ ∈ En.

Proof. We consider an operator J in B defined by (Jx)n(ξ) = ξ and by

(Jx)m(ξ) = A(m,n)ξ +
m−1∑
k=n

A(m, k + 1)gk

(
xk(ξ), ϕk

(
xk(ξ)

))

for m > n. For every m � n, one can easily verify that (Jx)m is a function of class C1 and,
from (47), (38) and (35), that (Jx)m(0) = 0.

From

dξ (Jx)m = A(m,n)Pn +
m−1∑
k=n

A(m, k + 1)Pk+1dξf
∗
k

it follows from (2), (56) and (8) that

∥∥dξ (Jx)m
∥∥ �

∥∥A(m,n)Pn

∥∥ +
m−1∑
k=n

∥∥A(m, k + 1)Pk+1
∥∥∥∥dξf

∗
k

∥∥

� D(m − n + 1)anε +
m−1∑
k=n

D(m − k)a(k + 1)ε2Cδ(k − n + 1)anεk−3ε−1

� D(m − n + 1)anε + 2CDδnε

m−1∑
k=n

(m − k)a(k − n + 1)a(k + 1)εk−3ε−1

� D(m − n + 1)anε + 21+ε−aCDδλ−2ε−1(m − n + 1)anε.

Choosing δ sufficiently small (independently of ϕ, x, n, m and ξ ) and since C > D we have

∥∥dξ (Jx)m
∥∥ � C(m − n + 1)anε. (61)

Proceeding in a similar manner, by (2), (59) and (8) it follows that

∥∥dξ (Jx)m − dξ̄ (Jx)m
∥∥ �

m−1∑
k=n

∥∥A(m, k + 1)Pk+1
∥∥ · ∥∥dξf

∗
k − dξ̄ f

∗
k

∥∥

�
m−1∑

D(m − k)a(k + 1)ε7C2δk−3ε−1(k − n + 1)an2ε‖ξ − ξ̄‖

k=n
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� 7 2ε−aC2Dδλ−2ε−1(m − n + 1)an2ε‖ξ − ξ̄‖

and choosing δ sufficiently small (independently of ϕ, x, n, m, ξ and ξ̄ ) we have

∥∥dξ (Jx)m − dξ̄ (Jx)m
∥∥ � C(m − n + 1)an2ε‖ξ − ξ̄‖. (62)

Therefore from (61) and (62) we conclude that J (B) ⊂ B.
We now show that J is a contraction in B with the metric induced by (51). Let x, y ∈ B.

By (36), the mean value theorem and (39), for k � n we have

αk := ∥∥fk

(
xk(ξ), ϕk

(
xk(ξ)

)) − fk

(
yk(ξ), ϕk

(
yk(ξ)

))∥∥
� δk−3ε−1(∥∥xk(ξ) − yk(ξ)

∥∥ + ∥∥ϕk

(
xk(ξ)

) − ϕk

(
yk(ξ)

)∥∥)
� 2δk−3ε−1

∥∥xk(ξ) − yk(ξ)
∥∥

� 2δk−3ε−1(k − n + 1)anε‖ξ‖‖x − y‖′.

Using (2), the former inequality and (8) we obtain

∥∥(Jx)m(ξ) − (Jy)m(ξ)
∥∥ �

m−1∑
k=n

∥∥A(m, k + 1)Pk+1
∥∥αk

�
m−1∑
k=n

D(m − k)a(k + 1)ε2δk−3ε−1(k − n + 1)anε‖ξ‖‖x − y‖′

� δθ ′(m − n + 1)anε‖ξ‖‖x − y‖′

with θ ′ = 21+ε−aDλ−2ε−1. Therefore,

‖Jx − Jy‖′ � δθ ′‖x − y‖′,

and for δ > 0 sufficiently small J is a contraction in B. By Proposition 1, the map J has a unique
fixed point xϕ in B, which is thus the desired sequence. �

For the next lemma we need to represent by (x
ϕ
n,k)k�n ∈ Bn the unique sequence given by

Lemma 7.

Lemma 8. Given δ > 0 sufficiently small, for each ϕ ∈ X the following properties are equivalent:

(1) for every n ∈ N, m > n, and ξ ∈ En, the identity (46) holds with x = (x
ϕ
n,k)k�n;

(2) for every n ∈ N, and ξ ∈ En we have

ϕn(ξ) = −
∞∑

k=n

A(k + 1, n)−1hk

(
x

ϕ
n,k(ξ), ϕk

(
x

ϕ
n,k(ξ)

))
. (63)
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Proof. We first show that the series in (63) converges. By the mean value theorem, using (36),
(39) and (50) we obtain

∥∥fk

(
x

ϕ
n,k(ξ), ϕk

(
x

ϕ
n,k(ξ)

))∥∥ � δk−3ε−1(∥∥x
ϕ
n,k(ξ)

∥∥ + ∥∥ϕk

(
x

ϕ
n,k(ξ)

)∥∥)
� 2δk−3ε−1

∥∥x
ϕ
n,k(ξ)

∥∥
� 2δCk−3ε−1(k − n + 1)anε‖ξ‖.

From (3), we conclude that

∞∑
k=n

∥∥A(k + 1, n)−1hk

(
x

ϕ
n,k(ξ), ϕk

(
x

ϕ
n,k(ξ)

))∥∥

=
∞∑

k=n

∥∥A(k + 1, n)−1Qk+1fk

(
x

ϕ
n,k(ξ), ϕk

(
x

ϕ
n,k(ξ)

))∥∥

�
∞∑

k=n

D(k − n + 2)−b(k + 1)ε2δCk−3ε−1(k − n + 1)anε‖ξ‖

� 21+εδCDnε‖ξ‖
∞∑

k=n

(k − n + 1)a−bk−2ε−1

� 21+εδCDnε‖ξ‖
∞∑

k=n

(k − n + 1)a−b−2ε−1 < ∞.

If the first property holds, the identity A(m,n)−1A(m, k + 1) = A(k + 1, n)−1 allows to
write (46) in the following equivalent form

ϕn(ξ) = A(m,n)−1ϕm

(
xϕ
n,m(ξ)

) −
m−1∑
k=n

A(k + 1, n)−1hk

(
x

ϕ
n,k(ξ), ϕk

(
x

ϕ
n,k(ξ)

))
. (64)

By (3) and (39), it follows that

∥∥A(m,n)−1ϕm

(
xϕ
n,m(ξ)

)∥∥ = ∥∥A(m,n)−1Qmϕm

(
xϕ
n,m(ξ)

)∥∥
� D(m − n + 1)−bmε

∥∥xϕ
n,m(ξ)

∥∥
� D(m − n − 1)−bmεC(m − n + 1)anε‖ξ‖
� CD(m − n + 1)a−b+εn2ε‖ξ‖.

Therefore by (42) we have ‖A(m,n)−1ϕm(x
ϕ
n,m(ξ))‖ → 0 when m → ∞ and letting m → ∞ in

(64) we obtain (63).
We now assume that (63) holds. Then

A(m,n)ϕn(ξ) = −
∞∑

A(m, k + 1)hk

(
x

ϕ
n,k(ξ), ϕk

(
x

ϕ
n,k(ξ)

))
,

k=n
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and thus

A(m,n)ϕn(ξ) +
m−1∑
k=n

A(m, k + 1)hk

(
x

ϕ
n,k(ξ), ϕk

(
x

ϕ
n,k(ξ)

))

= −
∞∑

k=m

A(m, k + 1)hk

(
x

ϕ
n,k(ξ), ϕk

(
x

ϕ
n,k(ξ)

))
. (65)

It follows from (63) that the right-hand side of (65) is ϕm(x
ϕ
n,m(ξ)), and Eq. (46) is satisfied with

x = xϕ . �
We now equip the space X with metric induced by

‖ϕ‖′ = sup

{‖ϕn(x)‖
‖x‖ : n ∈ N and x ∈ En \ {0}

}
. (66)

Proposition 2. The space X is a complete metric space with the metric induced by (66).

The proof of Proposition 2 is completely analogous to the proof of Proposition 1 and thus it
is omitted.

Lemma 9. Given δ > 0 sufficiently small, for each ϕ,ψ ∈ X, n ∈ N, m � n, and ξ ∈ En we have

∥∥xϕ
m(ξ) − xψ

m(ξ)
∥∥ � C

2
(m − n + 1)anε‖ξ‖ · ‖ϕ − ψ‖′.

Proof. Putting

γk = ∥∥fk

(
x

ϕ
k (ξ), ϕk

(
x

ϕ
k (ξ)

)) − fk

(
x

ψ
k (ξ),ψk

(
x

ψ
k (ξ)

))∥∥, (67)

by the mean value theorem and (36) we obtain

γk � δk−3ε−1(∥∥x
ϕ
k (ξ) − x

ψ
k (ξ)

∥∥ + ∥∥ϕk

(
x

ϕ
k (ξ)

) − ψk

(
x

ψ
k (ξ)

)∥∥)
.

Using again the mean value theorem, (39) and (50) we have

∥∥ϕk

(
x

ϕ
k (ξ)

) − ψk

(
x

ψ
k (ξ)

)∥∥ �
∥∥ϕk

(
x

ϕ
k (ξ)

) − ψk

(
x

ϕ
k (ξ)

)∥∥ + ∥∥ψk

(
x

ϕ
k (ξ)

) − ψk

(
x

ψ
k (ξ)

)∥∥
� ‖ϕ − ψ‖′ · ∥∥x

ϕ
k (ξ)

∥∥ + ∥∥x
ϕ
k (ξ) − x

ψ
k (ξ)

∥∥
� C(k − n + 1)anε‖ϕ − ψ‖′‖ξ‖ + ∥∥x

ϕ
k (ξ) − x

ψ
k (ξ)

∥∥
and this implies that

γk � δk−3ε−1(2
∥∥x

ϕ
k (ξ) − x

ψ
k (ξ)

∥∥ + C(k − n + 1)anε‖ϕ − ψ‖′‖ξ‖). (68)

We are now going to prove the lemma by induction. For k = n the result follows immediately.
Suppose that the result is true for k = n, . . . ,m − 1. Then for k = n, . . . ,m − 1 we get from (68)
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and the induction hypothesis that

γk � δk−3ε−1(C(k − n + 1)anε‖ϕ − ψ‖′‖ξ‖ + C(k − n + 1)anε‖ϕ − ψ‖′‖ξ‖)
� 2δC(k − n + 1)anεk−3ε−1‖ϕ − ψ‖′‖ξ‖.

Hence by (2), the last inequality and (8) it follows that

∥∥xϕ
m(ξ) − xψ

m(ξ)
∥∥ �

m−1∑
k=n

∥∥A(m, k + 1)Pk+1
∥∥γk

�
m−1∑
k=n

D(m − k)a(k + 1)ε2δC(k − n + 1)anεk−3ε−1‖ϕ − ψ‖′‖ξ‖

� 21+ε−aCDδλ−2ε−1(m − n + 1)anε‖ϕ − ψ‖′‖ξ‖.
Choosing δ such that 21+ε−aDδλ−2ε−1 < 1/2 we have

∥∥xϕ
m(ξ) − xψ

m(ξ)
∥∥ � C

2
(m − n + 1)anε‖ϕ − ψ‖′‖ξ‖

and this concludes the proof of the lemma. �
Lemma 10. Given δ > 0 sufficiently small, there is a unique ϕ ∈ X such that (63) holds for every
n ∈ N and ξ ∈ En.

Proof. We consider the operator Φ defined for each ϕ ∈ X by

(Φϕ)n(ξ) = −
∞∑

k=n

A(k + 1, n)−1hk

(
x

ϕ
k (ξ), ϕk

(
x

ϕ
k (ξ)

))
,

where xϕ = (x
ϕ
k )k�n is the unique sequence given by Lemma 7. One can easily verify that each

function (Φϕ)n is of class C1. Since xϕ ∈ B we have x
ϕ
m(0) = 0, m � n. It follows from (38)

and (35) that (Φϕ)n(0) = 0 for each n ∈ N. We also have d0(Φϕ)n = 0 for each n ∈ N because
d0fk = 0, k ∈ N, ϕm(0) = 0 and x

ϕ
m(0) = 0, m � n.

Furthermore, by (3) and (56) we have

∥∥dξ (Φϕ)n
∥∥ �

∞∑
k=n

∥∥A(k + 1, n)−1Qk+1
∥∥ · ∥∥dξf

∗
k

∥∥

� 2CDδ

∞∑
k=n

(k − n + 2)−b(k + 1)εk−3ε−1(k − n + 1)anε

� 21+εCDδ

∞∑
k=n

(k − n + 2)−b(k − n + 1)ak−ε−1

� 21+εCDδ

∞∑
(k − n + 1)a−b−ε−1 < ∞.
k=n
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Hence, for δ > 0 sufficiently small (independently of ϕ, n and ξ ) we have ‖dξ (Φϕ)n‖ � 1 for
every n ∈ N.

On the other hand, given ξ, ξ̄ ∈ En it follows from (59) that

∥∥dξ (Φϕ)n − dξ̄ (Φϕ)n
∥∥ �

∞∑
k=n

∥∥A(k + 1, n)−1Qk+1
∥∥ · ∥∥dξf

∗
k − dξ̄ f

∗
k

∥∥

� 7C2Dδn2ε‖ξ − ξ̄‖
∞∑

k=n

(k − n + 2)−b(k + 1)εk−3ε−1(k − n + 1)a

� 7 2εC2Dδ‖ξ − ξ̄‖
∞∑

k=n

(k − n + 1)a−b−1

� ‖ξ − ξ̄‖
provided that δ > 0 is sufficiently small (independently of ϕ, n, ξ and ξ̄ ). Hence, Φ(X) ⊂ X.

We now show that Φ is a contraction. Given ϕ,ψ ∈ X and n ∈ N, let xϕ and xψ be the unique
sequences given by Lemma 7 respectively for ϕ and ψ . By (68) (see (67) for the definition of γk)
and Lemma 9 we have

∥∥(Φϕ)n(ξ) − (Φψ)n(ξ)
∥∥

�
∞∑

k=n

∥∥A(k + 1, n)−1Qk+1
∥∥γk

�
∞∑

k=n

∥∥A(k + 1, n)−1Qk+1
∥∥δk−3ε−1

× (
C(k − n + 1)a‖ξ‖ · ‖ϕ − ψ‖′ + C(k − n + 1)anε‖ξ‖ · ‖ϕ − ψ‖′)

� 2CDδ‖ξ‖ · ‖ϕ − ψ‖′
∞∑

k=n

(k − n + 2)−b(k + 1)εk−3ε−1(k − n + 1)anε

� 21+εCDδ‖ξ‖ · ‖ϕ − ψ‖′
∞∑

k=n

(k − n + 1)a−b−ε−1.

Therefore, choosing δ > 0 such that λ := 21+εCDδλa−b−ε−1 < 1, it follows that

‖Φϕ − Φψ‖′ � λ‖ϕ − ψ‖′,

and with this λ we obtain a contraction in X. By Proposition 2, the map Φ has a unique fixed
point ϕ in X that is the desired sequence. �
Proof of Theorem 2. By Lemma 7, for each ϕ ∈ X there is a unique sequence xϕ ∈ B satisfying
identity (45). It remains to solve the identity (46) with x = xϕ . By Lemma 8, this is the same
as solving (63). Finally, by Lemma 10, there is a unique solution of (63). This establishes the
existence of the stable manifolds for δ > 0 sufficiently small. Since the functions ϕn are of class
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C1,1 the graphs Vn are C1,1 manifolds. Finally, for each n ∈ N, m � n, ξ, ξ̄ ∈ En, it follows
from (54) and (57) that

∥∥F(m,n)(v) − F(m,n)(v̄)
∥∥ �

∥∥xm(ξ) − xm(ξ̄ )
∥∥ + ∥∥ϕ∗

m(ξ) − ϕ∗
m(ξ̄ )

∥∥
� 2C(m − n + 1)anε‖ξ − ξ̄‖

and from (49) and (58) that

∥∥dvF(m,n) − dv̄F(m,n)
∥∥ � ‖dξxm − dξ̄ xm‖ + ∥∥dξϕ

∗
m − dξ̄ϕ

∗
m

∥∥
�

(
C + 2C2)(m − n + 1)an2ε‖ξ − ξ̄‖,

where v = (ξ,ϕn(ξ)) and v̄ = (ξ̄ , ϕn(ξ̄ )). This completes the proof of the theorem. �
5. Examples

In this section we are going to give examples of nonuniform polynomial dichotomies and two
families of perturbations, the first one verifying our assumptions in Section 3 and the second one
verifying the assumptions of Section 4.

Let a < 0 � b and ε � 0. We are going to construct a sequence of linear operators
An : R

2 → R
2 given by diagonal matrices

An =
[

an 0
0 bn

]

with positive entries in the diagonal and that verify (2) and (3) with D = 1 and projections given
by Pn(x, y) = (x,0) and Qn(x, y) = (0, y). Because ‖A(2,1)P1‖ = a1, from (2) we must have
a1 � 2a . Therefore we put a1 = 2a .

Using again (2) we must have

∥∥A(3,2)P2
∥∥ � 2a2ε and

∥∥A(3,1)P1
∥∥ � 3a.

Since ‖A(3,2)P2‖ = a2 and ‖A(3,1)P1‖ = a2a1, we put

a2 = min

{
2a2ε,

3a

a1

}
.

Using the same arguments we put

a3 = min

{
2a3ε,

3a2ε

a2
,

4a

a2a1

}
.

Hence the values of an are given recursively by a1 = 2a and

an+1 = min

{
2a(n + 1)ε,

3anε

, . . . ,
na2ε

,
(n + 1)a

}
.

an an . . . a2 an . . . a1



146 A.J.G. Bento, C. Silva / Journal of Functional Analysis 257 (2009) 122–148
Using similar arguments, from (3) we set b1 = 2b2−ε and

bn+1 = max

{
2b

(n + 1)ε
,

3b

(n + 1)εbn

, . . . ,
nb

(n + 1)εbn . . . b2
,

(n + 1)b

(n + 1)εbn . . . b1

}
.

It follows immediately from the construction that (An) admits a nonuniform polynomial di-
chotomy. For instance, if ε = −a = b we can easily verify that

An =
[

( n+1
n

)a 0
0 1

]
.

For the local case considered in Section 3 we have the perturbations fn : R
2 → R

2 given by

fn(x, y) = (
xq+1, yq+1) or fn(x, y) = (

yq+1, xq+1)

with q ∈ N. Obviously we have fn(0,0) = (0,0) and from inequalities

√
a2 + b2 � |a| + |b| � √

2
√

a2 + b2

and

∣∣aq+1 − bq+1
∣∣ =

∣∣∣∣∣(a − b)

q∑
k=1

aq−kbk

∣∣∣∣∣ � |a − b|
q∑

k=1

|a|q−k|b|k � |a − b|(|a| + |b|)q

it follows that

∥∥fn(x, y) − fn(u, v)
∥∥ =

√(
xq+1 − uq+1

)2 + (
yq+1 − vq+1

)2

�
∣∣xq+1 − uq+1

∣∣ + ∣∣yq+1 − vq+1
∣∣

� |x − u|(|x| + |u|)q + |y − v|(|y| + |v|)q

�
(|x − u| + |y − v|)(|x| + |u| + |y| + |v|)q

�
√

2
∥∥(x, y) − (u, v)

∥∥(|x| + |u| + |y| + |v|)q

� 2(q+1)/2
∥∥(x, y) − (u, v)

∥∥(∥∥(x, y)
∥∥ + ∥∥(u, v)

∥∥)q
.

This proves that the family of perturbations fn satisfy (10) and (11). Therefore if we have aq +
ε + 1 < 0 and a + β < 0, using Theorem 1 with (An) and (fn) as above, we get local Lipschitz
stable manifolds for the dynamics defined by (4).

Let g : R → R be the function defined by g(t) = t2e−t2
. It is easy to see that

∣∣g′(t)
∣∣ = ∣∣2t

(
1 − t2)e−t2 ∣∣ � 1 (69)

and

∣∣g′(t) − g′(s)
∣∣ � 2|t − s| (70)
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for every t ∈ R. Then if fn : R
2 → R

2 is the function defined by

fn(x, y) = δ

2
n−3ε−1(g(x), g(y)

)
or fn(x, y) = δ

2
n−3ε−1(g(y), g(x)

)
,

from (69) and (70) it follows immediately that the functions fn satisfy (35), (36) and (37).
A closer look in the proofs of Lemmas 7, 9 and 10, allows us to conclude, taking C = 2D,
that it is sufficient to have

δ <
1

14 2ε−aD3λ−ε−1
,

and in our example, since D = 1 and λ−ε−1 < 1 + 1/ε, it is enough to have

δ <
1

14 2ε−a(1 + 1/ε)
.

With these (fn) and with (An) as above, using Theorem 2 we conclude that the dynamics given
by (4) has global stable C1 manifolds when a + ε < b and ε > 0.
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