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Abstract

We study the existence, uniqueness, global asymptotic stability and propagation failure of
traveling wave fronts in a lattice delayed differential equation with global interaction for a
single species population with two age classes and a fixed maturation period living in a
spatially unbounded environment. In the bistable case, under realistic assumptions on the birth
function, we prove that the equation admits a strictly monotone increasing traveling wave front.
Moreover, if the wave speed does not vanish, then the wave front is unique (up to a translation)
and globally asymptotic stable with phase shift. Of particular interest is the phenomenon of
“propagation failure” or “pinning” (that is, wave speed c= 0), we also give some criteria for
pinning in this paper.
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1. Introduction

In recent years, spatially non-local differential equations have attracted the interest of
more and more researchers. In the context of population biology, So et al.[22] recently
derived the following delayed reaction–equation model:

wt = Dwxx − dw +
∫ ∞

−∞
b(w(t − r, y))f (x − y) dy, (1.1)

which describes the evolution of the adult population of a single species population
with two age classes and moves around in a unbounded one-dimensional spatial domain.
HereD > 0 andd > 0 denote the diffusion rate and death rate of the adult population,
respectively,r�0 is the maturation time for the species,b is related to the birth
function, and the kernel functionf describes the diffusion pattern of the immature
population during the maturation process, and hence, depends also on the maturation
delay. We refer to So et al.[22] for more details and some specific forms off, obtained
from integrating along characteristic of a structured population model, an idea from
the work of Smith and Thieme[20]. See also[23] for a similar model and[11] for a
survey on the history and the current status of the study of reaction–diffusion equations
with non-local delayed interactions. Also explored in[22] is the existence of traveling
wave fronts of (1.1) when the reaction term is of monostable type. When the reaction
term is of bistable type, Ma and Wu[16] investigated the existence, uniqueness and
stability of a traveling wave front of (1.1).
More recently, Weng et al.[24] also derived a discrete analog of (1.1) for a sin-

gle species in one-dimensional patchy environment with infinite number of patches
connected locally by diffusion. This lattice equation has the form

u′
n = D[un+1 + un−1 − 2un] − dun +

∞∑
i=−∞

J (i)b(un−i (t − r)). (1.2)

In this paper, we always assume thatJ (i) = J (−i)�0,∑i J (i) = 1 and
∑

i |i|J (i) <+∞, here and in what follows,
∑

i denotes the sum overi ∈ Z. We also assume that
the birth functionb ∈ C1(R) and there exists a constantK > 0 such that

b(0) = dK − b(K) = 0.

Therefore, (1.2) has at least two spatially homogeneous equilibria 0 andK.
We point out that non-local discrete equations also arise from other fields. For ex-

ample, in studying the phase transition phenomena, discrete convolutions equations are
used in, e.g., Bates et al.[1] and Bates and Chmaj[2] and the references therein. We
point out that the non-local terms in the models of[1,2] are linear, while the non-local
term in (1.2) is nonlinear.
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Fig. 1. The relation ofb(u) and d u.

We notice that ifJ (0) = 1 and J (i) = 0 for i �= 0, then Eq. (1.2) reduces to the
following local equation:

u′
n = D[un+1 + un−1 − 2un] − dun + b(un(t − r)). (1.3)

Traveling wave fronts in such local lattice differential equations have been intensively
studied in recent years, see, e.g.,[3–10,12–15,17–19,25–30].
From an earlier work of Keener[14], one knows that as far as traveling wave fronts

are concerned, a discrete model could behave totally different from its continuous
version. It is such an essential difference that drives us to investigate, in this paper, the
existence, uniqueness, asymptotic stability and propagation failure of traveling wave
fronts of (1.2). To this end, we make the following assumptions:
(H1) b′(�) > 0, for � ∈ (0,K);
(H2) d > max{b′(0), b′(K)};
(H3) u∗ := sup{u ∈ [0,K); du = b(u)} = inf {u ∈ (0,K]; du = b(u)} and b′(u∗) > d.
A specific function which has been widely used in the mathematical biology literature
given by b(u) = pu2e−�u with p > 0 and� > 0 does satisfy the above conditions for
a wide range of parametersp, �. Fig. 1 illustrates the relation ofb(u) and du.
Under assumptions (H1)–(H3), by using the comparison and squeezing technique, Ma

and Wu[16] have proved that Eq. (1.1) has exactly one non-decreasing traveling wave
front (up to a translation) which is monotonically increasing and globally asymptotic
stable with phase shift. The technique used in[16] has also been used previously by
several authors[6,21] for some continuum models. To our knowledge, this technique
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has not been used for discrete equations, and hence, it is not clear if this technique
can also be used to prove similar results for the lattice equation (1.2).
Motivated by Bates et al.[1,2], our approach for the existence of traveling wave

fronts is to “approximate” the wave equation of (1.2) by a sequence of equations with
smooth kernel functions, and then obtain a solution of the wave equation of (1.2) by
taking the limit in a sequence of solutions with some desired properties of the latter
equations, which can be obtained by using the continuation technique and a result
established previously by Ma and Wu[16]. The above setting enables us to obtain the
existence, uniqueness and asymptotic stability of traveling wave fronts for the lattice
equation (1.2) by using the comparison and squeezing technique. In contrast to the
results obtained in[16], we succeed in determining the sign of the wave speed in this
paper.
An important qualitative difference between traveling wave solutions of the two

systems (1.1) and (1.2) is the occurrence of “propagation failure” or “pinning” (that is,
wave speed c = 0) in thediscrete system (1.2). Such a phenomenon has been observed
by several authors, see, e.g.[4,10,14] and references therein, in different contexts,
where the authors proposed a crucial assumption on the reaction functions, that is,
the reaction functions are piecewise linear. Such an assumption allows the authors to
make straightforward use of the Fourier transform, which played a central role in the
above-mentioned papers.
In this paper, we employ a new method for studying the pinning phenomenon for

bistable lattice equations. That is, by proving asymptotic stability of traveling wave
fronts with non-zero speed, we can reduce the problem to an easier one. The significant
feature of this method is that it is applicable to lattice equations with general reaction
functions.
Our main results can be summarized by the following two theorems.

Theorem 1.1. Assume that(H1)–(H3) hold. Then (1.2) admits a strictly monotone
traveling wave frontU(n− ct) satisfyingU(−∞) = 0 andU(+∞) = K. Moreover, if

∑
i �=0

J (i) < max

{
2
∫ K

0 [b(u) − du] du∫ K

0 b(u) du
,
2
∫ K

0 [du − b(u)] du
dK2 − ∫ K

0 b(u) du

}
,

then there existsD0 > 0 such thatc = |c|sgn∫ K

0 [du − b(u)] du �= 0 for all D�D0.
If c �= 0, then the traveling wave frontU(n − ct) is unique(up to a translation) and
globally asymptotically stable with phase shift in the sense that there exists� > 0 such
that for any�(s) = {�n(s)}n∈Z with �n ∈ C([−r,0], [0,K]) and

lim inf
n→+∞ min

s∈[−r,0] �n(s) > u∗, lim sup
n→−∞

max
s∈[−r,0] �n(s) < u∗,

the solutionun(t,�) of (1.2),with un(s,�) = �n(s) for s ∈ [−r,0] andn ∈ Z, satisfies

|un(t,�) − U(n − ct + �0)|�Me−�t , t�0, n ∈ Z,

for someM = M(�) > 0 and �0 = �0(�) ∈ R.
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Theorem 1.2. Assume that(H1)–(H3) hold. Then (1.2) admits pinning if and only if
it has a stationary solutionu = {un}n∈Z with un ∈ [0,K] for all n ∈ Z satisfying
lim supn→−∞ un < u∗ and lim inf n→+∞ un > u∗. In particular, pinning occurs if∑
i �=0

J (i) = 0 and
∫ K

0 [du − b(u)] du = 0, or

D� 1

2
min


maxu∈[0,u∗]




 du − b(u)

dK − b(u)
−

∑
i �=0

J (i)


 dK − b(u)

K − u


 ,

maxu∈[u∗,K]




b(u) − du

b(u)
−

∑
i �=0

J (i)


 b(u)

u






and

d > b′
D := sup{b′(u); u ∈ [0, u−) ∪ (u+,K]},

where

u− := inf {u ∈ (0,K]; 2D(K − u) + [dK − b(u)]
∑
i �=0

J (i)�du − b(u)}

and

u+ := sup{u ∈ [0,K); 2Du + b(u)
∑
i �=0

J (i)�b(u) − du}.

We remark that these two theorems are direct implications of the main results ob-
tained in the later sections. More precisely, Theorem 1.1 is a direct consequence of
Theorems 2.1, 3.1 and 4.1, and Theorem 1.2 is a direct consequence of Theorems 2.1,
5.1, Remark 5.1 and Corollary 5.1. Throughout this paper, by “pinning” we mean that
all the waves connecting 0 andK have speedc = 0.
Under assumptions (H1) and (H2), we can choose a positive constant�0 > 0 such

that

du < b(u) < 0, for u ∈ [−�0,0) (1.4)

and

du > b(u) > 0, for u ∈ (K,K + �0]. (1.5)

We also assume thatb is strictly increasing in[−�0,K + �0]. By (H1), this can be
achieved by modifying (if necessary) the definition ofb outside the closed interval
[0,K] to a newC1-smooth function and apply our results to the new functionb.
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The rest of this paper is organized as follows. In Section 2, we establish the existence
of traveling wave fronts of (1.2). Section 3 is devoted to the uniqueness of the obtained
traveling waves with non-zero speed and the technique is similar to that used in [1,2].
A comparison result and the asymptotic stability of the unique traveling wave front are
obtained in Section 4. The arguments in the proof of the stability is very much similar
to those in [4, 12, 15], and for the reader’s convenience, the details will be given in
this section. In the last section, a necessary and sufficient condition and some sufficient
conditions for propagation failure are given.

2. Existence of traveling waves

In this section, we study the existence of monotone traveling wave solutions of (1.2).
Define J�(x) = ∑

i J (i)�(x − i), where �(·) is the Dirac delta function,J (i) =
J (−i)�0 for all i ∈ Z,

∑
i J (i) = 1 and

∑
i |i|J (i) < +∞. Clearly, for any bounded

continuous function�, we have

J� ∗ �(x) =
∫

R
J�(x − y)�(y) dy =

∑
i

J (i)

∫
R

�(x − y − i)�(y) dy =
∑
i

J (i)�(x − i).

We consider the equation

cU ′(x) + D[U(x + 1) + U(x − 1) − 2U(x)] − dU(x)

+
∫

R
b(U(x + cr − y))J�(y) dy = 0, (2.1)

and the boundary conditions

U(−∞) = 0, U(+∞) = K. (2.2)

Clearly, solutions(U, c) of (2.1) and (2.2) give traveling wave fronts for (1.2), by
settingun(t) = U(n − ct).
Our approach for the existence of traveling wave fronts is to combine continuation

technique used in[1,2] and a result obtained previously in[16] (see Lemma 2.1) to
establish firstly the existence of a strictly monotone solutions to the equation

cU ′(x) + D[U(x + 1) + U(x − 1) − 2U(x)] − dU(x)

+
∫

R
b(U(x + cr − y))J̃ (y) dy = 0, (2.3)

and then, “approximate” the wave equation (2.1) by a sequence of equations

cU ′(x) + D[U(x + 1) + U(x − 1) − 2U(x)] − dU(x)
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+
∫

R
b(U(x + cr − y))Jm(y) dy = 0, (2.4)

where J̃ and Jm are smooth kernel functions to be specified later.
Firstly, we establish the existence of monotone solutions to Eq. (2.3) subject to the

boundary conditions (2.2). We assume that

J̃ (x) ∈ C∞(R), J̃ (x) = J̃ (−x)�0,
∫

R J̃ (x) dx = 1,∫
R |x|J̃ (x) dx < +∞,

∫
R |J̃ ′(x)| dx < +∞,

∫
R |J̃ ′′(x)| dx < +∞.

(2.5)

Let � ∈ [0,1], we consider first the following equation:

cU ′(x) + �D[U(x + 1) + U(x − 1) − 2U(x)] + (1− �)DU ′′(x)

− dU(x) +
∫

R
b(U(x + cr − y))J̃ (y) dy = 0, (2.6)

In a recent paper[16], the following result has been obtained.

Lemma 2.1. Assume that(H1)–(H3) hold. Then for � = 0, (2.6) and (2.2) admit a
unique solution(U, c) satisfying0< U ′ � b(K)

2
√
Dd
on R.

Lemma 2.2. Let � ∈ [0,1) and let U satisfy(2.6) and (2.2). ThenU(x) ∈ (0,K) for
all x ∈ R.

Proof. If � = 0, then the conclusion follows from Lemma 2.1. In what follows, we
assume� ∈ (0,1).
First, it is clear that anyL∞ solution of (2.6) is of classC3. If U has a global

maximum atx0 with U(x0)�K, thenU ′(x0) = 0, U ′′(x0)�0 andU(x)�U(x0) for
all x ∈ R. So it follows from (2.6) that

�D[U(x0 + 1) + U(x0 − 1) − 2U(x0)] − dU(x0) +
∫

R
b(U(x0 + cr − y))J̃ (y) dy�0.

Since

∫
R
b(U(x0 + cr − y))J̃ (y) dy�

∫
R
b(U(x0))J̃ (y) dy = b(U(x0))�dU(x0),

it follows that

U(x0 + 1) + U(x0 − 1) − 2U(x0)�0,
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which together with the fact thatU(x0 ± 1)�U(x0) yields

U(x0 + 1) = U(x0 − 1) = U(x0).

Therefore,U(x0 + n) = U(x0)�K for all n ∈ Z, contradicting toU(−∞) = 0.
A similar argument shows thatU(x) > 0 for all x ∈ R. The proof is complete. �

Now suppose that(U0, c0) is a solution to (2.6) and (2.2) for some�0 ∈ [0,1) and
suppose thatU ′

0 > 0 on R. We will use the Implicit Function Theorem to obtain a
solution for � > �0.
We take perturbations in the space

X0 = {uniformly continuous functions onR which vanish at± ∞}.

Let L = L(U0, c0; �0) be the linear operator defined inX0 by

domL = X2 ≡ {u ∈ X0; u′′ ∈ X0},
Lu = c0u

′ + �0D[u(· + 1) + u(· − 1) − 2u] + (1− �0)Du′′

− du +
∫

R
b′(U0(· + c0r − y))u(· + c0r − y)J̃ (y) dy. (2.7)

Lemma 2.3. L has 0 as a simple eigenvalue.

Proof. Clearly, p ≡ U ′
0 is an eigenfunction ofL with corresponding eigenvalue 0. So

the only question is simplicity. Suppose that	 is another eigenfunction with eigenvalue
0 and assume	 takes on positive values at some points. We shall show thatp and	
are linearly dependent by considering the family of eigenfunctions

	
 ≡ p + 
	, 
 ∈ R.

Let


̄ = sup{
 < 0;	
(x) < 0 for somex}.

Then 
̄ is well defined since	 is positive at some points. Recall thatp > 0 on R.
For 
 < 
̄, let x
 be a point where	
 achieves its minimum. So	

′′

(x
)�0= 	′


(x
)

and it follows that

�0D[	
(x
 + 1) + 	
(x
 − 1) − 2	
(x
)] + (1− �0)D	′′

(x
)

− d	
(x
) +
∫

R
b′(U0(x
 + c0r − y))	
(x
 + c0r − y)J̃ (y) dy = 0.
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Hence

0> d	
(x
) �
∫

R
b′(U0(x
 + c0r − y))	
(x
 + c0r − y)J̃ (y) dy

� 	
(x
)

∫
R
b′(U0(x
 + c0r − y))J̃ (y) dy.

Therefore, we have

∫
R
b′(U0(x
 + c0r − y))J̃ (y) dy�d.

Suppose that there exists a sequence{
n} with 
n < 
̄ such that|x
n | → +∞ as
n → ∞. Without loss of generality, we assumex
n → −∞ asn → ∞, then it follows
from the Dominated Convergence Theorem thatb′(0)�d, a contradiction. Therefore,
{x
}
<
̄ is bounded.

Now take the limit
 ↗ 
̄ along a sequence such thatx
 converges to somēx, and
observe that	
̄(x̄) = 0�	
̄(x) for all x ∈ R and	′̄



(x̄) = 0, it follows that

�0D[	
̄(x̄ + 1) + 	
̄(x̄ − 1) − 2	
̄(x̄)] + (1− �0)D	′′̄


(x̄)

+
∫

R
b′(U0(x̄ + c0r − y))	
̄(x̄ + c0r − y)J̃ (y) dy = 0.

Therefore, we have

0 �
∫

R
b′(U0(x̄ + c0r − y))	
̄(x̄ + c0r − y)J̃ (y) dy

� 	
̄(x̄)

∫
R
b′(U0(x̄ + c0r − y))J̃ (y) dy = 0,

that is,

∫
R
b′(U0(x̄ + c0r − y))	
̄(x̄ + c0r − y)J̃ (y) dy = 0.

By Lemma 2.2,U0(x) ∈ (0,K), and henceb′(U0(x)) > 0. Therefore, if [a, b] ⊂
supp(J̃ ), then	
̄(x) = 0 for x ∈ [x̄ + c0r − b, x̄ + c0r − a] ∪ [x̄ + c0r + a, x̄ + c0r + b],
and then an induction argument shows that	
̄(x) = 0 for all x ∈ R. Hence,p and	
are linearly dependent. This completes the proof.
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The formal adjoint ofL is given by

L∗u = −c0u
′ + �0D[u(· + 1) + u(· − 1) − 2u] + (1− �0)Du′′

− du +
∫

R
b′(U0(· + c0r − y))u(· + c0r − y)J̃ (y) dy.

It is easy to show that 0 is also a simple eigenvalue ofL∗. Moreover, it can be shown
that 0 is an isolated eigenvalue. Let	∗ be the corresponding eigenfunction, then by
the Fredholm Alternative, forg ∈ X0, Lu = g has a solution inX2 if and only if∫

R g	∗ = 0.
We now give the continuation result.

Lemma 2.4.With �0, U0 and c0 as above, there exists� > 0 such that for � ∈
[�0, �0 + �), problem (2.6), (2.2)has a solution(U, c).

Proof. Without loss of generality, we may assumeU0(0) = u∗. For (u, c) ∈ X2 × R

and � ∈ R, define

G(u, c, �)

=
(
(c0 + c)(U0 + u)′ + �D[(U0 + u)(· + 1) + (U0 + u)(· − 1) − 2(U0 + u)]

+ (1− �)D(U0 + u)′′ − d(U0 + u)

+
∫

R
b((U0 + u)(· + (c0 + c)r − y))J̃ (y) dy, u(0)

)
,

so thatG : X2 × R2 → X0 × R is of classC1. We haveG(0,0, �0) = (0,0) and

DG ≡ �G
�(u, c)

(0,0, �0)

=
(
L U ′

0 + r
∫

R b′(U0(· + c0r − y))U ′
0(· + c0r − y)J̃ (y) dy

� 0

)
,

where�u ≡ u(0).
If we can show thatDG : X2 × R → X0 × R is invertible, then the lemma would

follow from the Implicit Function Theorem. To this end, leth ∈ X0 and b ∈ R, and

DG(u, c) = (h, b),

that is,

Lu + cU ′
0 + cr

∫
R
b′(U0(· + c0r − y))U ′

0(· + c0r − y)J̃ (y) dy = h, (2.8)
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u(0) = b. (2.9)

As we observed above, (2.8) is solvable if and only if

c

∫
R

(
U ′
0 + r

∫
R
b′(U0(· + c0r − y))U ′

0(· + c0r − y)J̃ (y) dy

)
	∗ =

∫
R
h	∗. (2.10)

We claim that the integral on the left of (2.10) is not zero. Suppose for the contrary
that this is not true, then there existsu0 ∈ X2 such that

Lu0 = U ′
0 + r

∫
R
b′(U0(· + c0r − y))U ′

0(· + c0r − y)J̃ (y) dy. (2.11)

Multiplying (2.11) byU ′
0 and integrating overR to get

0=
∫

R
U ′
0Lu0 =

∫
R
U ′
0{U ′

0 + r

∫
R
b′(U0(· + c0r − y))U ′

0(· + c0r − y)J̃ (y) dy} > 0,

which leads to a contradiction and establish the assertion.
So (2.10) determinesc. With this value ofc, the solution to (2.8) is determined up

to an additive term�U ′
0, where� ∈ R. Now (2.9) is satisfied by a unique choice of�

sinceU ′
0(0) > 0. Thus,DG is invertible and the lemma is proved.

Lemma 2.5. Let � ∈ [�0, �0 + �) and (U�, c�) be the solution given above. Then
U ′

�(x) > 0 for all x ∈ R.

Proof. Let

�̄ = sup{�0�� < �0 + �;U ′
� > 0 on R}.

If �̄ = �0 + �, then we are done. So we assume that�0 < �̄ < �0 + �. Then there
exists x̄ such thatU ′̄

�
(x̄) = 0�U ′̄

�
(x) for all x ∈ R. HenceU ′′

�̄
(x̄) = 0, U ′′′

�̄
(x̄)�0.

Differentiating (2.6) with� = �̄, U = U�̄ and evaluated at̄x, we obtain

�̄D[U ′̄
�
(x̄ + 1) + U ′̄

�
(x̄ − 1) − 2U ′̄

�
(x̄)] + (1− �̄)DU ′′′

�̄
(x̄)

+
∫

R
b′(U�̄(x̄ + c�̄r − y))U ′̄

�
(x̄ + c�̄r − y)J̃ (y) dy = 0.

Hence, we have

∫
R
b′(U�̄(x̄ + c�̄r − y))U ′̄

�
(x̄ + c�̄r − y)J̃ (y) dy = 0.
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Notice thatU�̄(x) ∈ (0,K) and henceb′(U�̄(x)) > 0, we conclude thatU ′̄
�
(x) ≡ 0,

that is,U�̄(x) ≡ const., a contradiction. This completes the proof.�

Lemma 2.6. Suppose that for� ∈ [0, �̄), there exists a solution(U�, c�) to (2.6) and
(2.2). Then {c�; � ∈ [0, �̄)} is bounded.

Proof. Suppose, on the contrary, that this set is unbounded. Then there would exist a
sequence{�n} with cn ≡ c�n → ±∞ asn → ∞. Writing Un ≡ U�n . SinceU

′
n(x) → 0

as |x| → +∞, |U ′
n(x)| has a maximum value at some pointxn. Clearly,U ′′

n (xn) = 0
and hence

‖cnU ′
n‖∞ = |cnU ′

n(xn)|

=
∣∣∣∣�nD[Un(xn + 1) + Un(xn − 1) − 2Un(xn)]

−dUn(xn) +
∫

R
b(Un(xn + cnr − y))J̃ (y) dy

∣∣∣∣
� 2DK + dK + b(K) = 2(D + d)K.

Therefore, we have

‖U ′
n‖∞ → 0 asn → ∞. (2.12)

We now assert that for anyε > 0 and any closed intervalS ⊂ (0,K) of positive
length there existsxn such thatUn(xn) ∈ S and |U ′′

n (xn)| < ε. If this were not the
case, there would exist such an intervalS and a numberε > 0 such that|U ′′

n |�ε on
the interval[an, bn], whereUn([an, bn]) = S. Then

2‖U ′
n‖∞ � |U ′

n(bn) − U ′
n(an)|�ε(bn − an),

and by the Mean Value Theorem, the length ofS, is

|S| = Un(b̄n) − Un(ān)�‖U ′
n‖∞|b̄n − ān|�‖U ′

n‖∞(bn − an),

whereān, b̄n ∈ [an, bn] with Un(ān) = minx∈[an,bn] Un(x), Un(b̄n) = maxx∈[an,bn] Un(x).
It follows that 2‖U ′

n‖2�ε|S|, contradicting to the fact that‖U ′
n‖∞ → 0 as n → ∞,

thus establishing the assertion.
Now take� > 0 small and letS be such that

du − b(u)� − �, for all u ∈ S (2.13)
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in the case thatcn → +∞, and such that

du − b(u)��, for all u ∈ S (2.14)

in the case thatcn → −∞. Take ε = �
2D and take{xn} to be the sequence given by

the assertion above. Without loss of generality, we assume thatcn → +∞, then (2.6)
with � = �n, c = cn andU = Un evaluated atxn gives

� � cnU
′
n(xn) − dUn(xn) + b(Un(xn))

� cnU
′
n(xn) − dUn(xn) + b(Un(xn + cnr))

= −�nD[Un(xn + 1) + Un(xn − 1) − 2Un(xn)] − (1− �n)DU ′′
n (xn)

−
∫

R
[b(Un(xn + cnr − y)) − b(Un(xn + cnr))]J̃ (y) dy

� D|Un(xn + 1) + Un(xn − 1) − 2Un(xn)| + D|U ′′
n (xn)|

+ b′
max‖U ′

n‖∞
∫

R
|y|J̃ (y) dy

� 2D‖U ′
n‖∞ + Dε + b′

max‖U ′
n‖∞

∫
R

|y|J̃ (y) dy,

Sendingn → ∞, by (2.11), we then get��Dε = �/2, a contradiction. This completes
the proof.

Lemma 2.7. Suppose that for� ∈ [0, �̄), there exists a solution(U�, c�) to (2.6) and
(2.2). Then {U�; � ∈ [0, �̄)} is bounded inC3.

Proof. Notice that

∫
R
b′(U�(x + c�r − y))U ′

�(x + c�r − y)J̃ (y) dy

= −b(U�(x + c�r − y))J̃ (y)|+∞−∞ +
∫

R
b(U�(x + c�r − y))J̃ ′(y) dy

=
∫

R
b(U�(x + c�r − y))J̃ ′(y) dy,

it follows from (2.6) thatp� ≡ U ′
� satisfies the variational equation

c�p
′
� + �D[p�(· + 1) + p�(· − 1) − 2p�] + (1− �)Dp′′

�

− dp� +
∫

R
b(U�(· + c�r − y))J̃ ′(y) dy = 0. (2.15)
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Therefore, at the pointx� wherep� achieves its positive maximum, we have

0< dp�(x�)�
∫

R
b(U�(x� + c�r − y))J̃ ′(y) dy�b(K)

∫
R

|J̃ ′(y)| dy,

and hence

‖p�‖∞ = p�(x�)�
1

d
b(K)

∫
R

|J̃ ′(y)| dy.

Notice that

∫
R
b′(U�(x + c�r − y))U ′

�(x + c�r − y)J̃ ′(y) dy

= −b(U�(x + c�r − y))J̃ ′(y)|+∞−∞ +
∫

R
b(U�(x + c�r − y))J̃ ′′(y) dy

=
∫

R
b(U�(x + c�r − y))J̃ ′′(y) dy,

by differentiating (2.15), we obtain

c�p
′′
� + �D[p′

�(· + 1) + p′
�(· − 1) − 2p′

�] + (1− �)Dp′′′
�

− dp′
� +

∫
R
b(U�(· + c�r − y))J̃ ′′(y) dy = 0. (2.16)

Assume that|p′
�(x)| achieves its maximum at the pointx�. Without loss of generality,

we also assumep′
�(x�)�0, thenp′′

�(x�) = 0, p′′′
� (x�)�0, and hence

dp′
�(x�)�

∫
R
b(U�(x� + c�r − y))J̃ ′′(y) dy�b(K)

∫
R

|J̃ ′′(y)| dy.

Therefore, we obtain

‖p′
�‖∞ = p′

�(x�)�
1

d
b(K)

∫
R

|J̃ ′′(y)| dy.

Differentiating (2.16), we get

c�p
′′′
� + �D[p′′

�(· + 1) + p′′
�(· − 1) − 2p′′

�] + (1− �)Dp(4)
�

− dp′′
� +

∫
R
b′(U�(· + c�r − y))p�(· + c�r − y)J̃ ′′(y) dy = 0.
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A similar argument shows that

‖p′′
�‖∞ � 1

d
b′
max‖p�‖∞

∫
R

|J̃ ′′(y)| dy.

The proof is complete. �

Lemma 2.8. There exists a solution(U, c) to (2.3) satisfying(2.2).

Proof. Lemma 2.4 gives a solution,U�, to (2.6) and (2.2) for each� ∈ [0, �̄) for some
�̄ ∈ (0,1]. Furthermore,U ′

� > 0 on R by Lemma 2.5.

Along a sequence�n ↗ �̄, by Lemma 2.6 and 2.6, we may pass to the limit in
(2.6), thereby obtaining a smooth solution(Ū , c̄) to (2.6) for � = �̄. Clearly, this
solution satisfiesŪ ′ �0. Therefore, if�̄ < 1 andŪ satisfies (2.2), then by Lemma 2.2,
Ū (x) ∈ (0,K), and hence the proof of Lemma 2.5 again shows thatŪ ′ > 0. So if
�̄ < 1 and Ū satisfies (2.2), Lemma 2.4 again may be applied, showing that solutions
exist for � ∈ [0,1). Thus, by passing to the limit in (2.6) along a sequence�n ↗ 1,
we obtain a solution(U, c) to (2.3).
We now show thatŪ satisfies (2.2). The same argument holds for either of the case

�̄ < 1 or �̄ = 1. BecauseŪ is bounded and monotone, it has limits asx → ±∞, and
using the Dominated Convergence Theorem, we see from (2.6) that these limits are
zeros of the functiondu − b(u), u ∈ [0,K].
Suppose that̄c�0. Recall the intermediate zerou∗ of du − b(u). Take ū ∈ (u∗,K)

and translateU� so thatU�(0) = ū for each�. We still may take a sequence of� ↗ �̄,
a subsequence of the original one, so thatU� converges pointwise to somēU . Since
c is independent of translations, we still havec� → c̄. Then limx→+∞ Ū (x) = K and
limx→−∞ Ū (x) ∈ {u∗,0}. If lim x→−∞ Ū (x) = 0, then we are done. So from now on,
assume limx→−∞ Ū (x) = u∗. Therefore, we havedŪ(x) − b(Ū(x)) < 0 on R.
By the above discussion, we see thatŪ is of classC2 and satisfies (2.6). So

0 >

∫ R

−R

{dŪ(x) − b(Ū(x))} dx

�
∫ R

−R

{dŪ(x) − b(Ū(x + c̄r))} dx

=
∫ R

−R

{c̄Ū ′(x) + �̄D[Ū (x + 1) + Ū (x − 1) − 2Ū (x)] + (1− �̄)DŪ ′′(x)

+
∫

R
[b(Ū(x + c̄r − y)) − b(Ū(x + c̄r))]J̃ (y) dy} dx

� �̄D
∫ R

−R

∫ 1

0
[Ū ′(x + t) − Ū ′(x − t)] dtdx + (1− �̄)D

∫ R

−R

Ū ′′(x) dx
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−
∫ R

−R

∫
R

∫ 1

0
b′(Ū(x + c̄r − ty))Ū ′(x + c̄r − ty) dtyJ̃ (y) dydx

= �̄D
∫ 1

0
[Ū (R + t) − Ū (−R + t) − Ū (R − t) + U(−R − t)] dt

+(1− �̄)D(Ū ′(R) − Ū ′(−R))

−
∫

R

∫ 1

0
[b(Ū(R + c̄r − ty)) − b(Ū(−R + c̄r − ty))] dtyJ̃ (y) dy.

Sending R → +∞ in the above inequality, it follows from Fubini’s Theorem,
Lebesgue’s Theorem and the evenness ofJ that

0>
∫

R
[dŪ(x) − b(Ū(x))] dx� − (b(K) − b(u∗))

∫
R
yJ̃ (y) dy = 0,

which is a contradiction.
If c̄ < 0, a similar argument is used takinḡu ∈ (0, u∗). This completes the

proof. �

In our analysis, we need the following lemma.

Lemma 2.9 (Dominated Convergence Theorem). Let {fi,j }, i ∈ Z, j�1, be a double
sequence of summable functions(i.e.,

∑
i fi,j < +∞), such thatfi,j → fi as j → +∞

for all i ∈ Z. If there exists a summable sequence{gi} such that|fi,j |�gi for all i, j ′s,
then

∑
i

fi,j →
∑
i

fi, as j → +∞.

The proof is similar to that of Lebesgue’s dominated convergence theorem and is
omitted.

Theorem 2.1. Assume that(H1)–(H3) hold. Then (1.2) admits a strictly monotone
traveling wave frontun(t) = U(n − ct) satisfyingU(−∞) = 0 and U(+∞) = K.
Moreover, if

∑
i �=0

J (i) < max

{
2
∫ K

0 [b(u) − du] du∫ K

0 b(u) du
,
2
∫ K

0 [du − b(u)] du
dK2 − ∫ K

0 b(u) du

}
, (2.17)

then there existsD0 > 0 such that for eachD�D0, c = |c|sgn∫ K

0 [du− b(u)] du �= 0.
In particular, if

∑
i �=0 J (i) = 0, then

(i) c = 0, if
∫ K

0 [du − b(u)] du = 0;
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(ii) sgn{c} = sgn
∫ K

0 [du − b(u)] du, if c �= 0.

Remark 2.1. It follows from (2.17) that the following statements hold true:
(a) if

∫ K

0 [du − b(u)] du < 0, then

1

2

∑
i �=0

J (i)

∫ K

0
b(u) du <

∫ K

0
[b(u) − du] du; (2.18)

(b) if
∫ K

0 [du − b(u)] du > 0, then

1

2

∑
i �=0

J (i)[dK2 −
∫ K

0
b(u) du] <

∫ K

0
[du − b(u)] du. (2.19)

Proof of Theorem 2.1.Let � ∈ C∞
0 (R) be such that�(x) = �(−x)�0 and

∫
R �(x) dx

= 1. Clearly, since� has compact support, we also have

∫
R

|x|�(x) dx < +∞,

∫
R

|�′(x)| dx < +∞,

∫
R

|�′′(x)| dx < +∞. (2.20)

Set �m(x) = m�(mx),m�1, then�m(x) = �m(−x)�0,
∫

R �m(x) dx = 1. Moreover,
we have

meas{x; �m(x) �= 0} = 1

m
meas{x;�(x) �= 0},

where meas(E) denotes the Lebesgue’s measure ofE.
For anym�1, define

Jm(x) = 1

Wm

∑
|i|�m

J (i)�m(x − i), (2.21)

where Wm = ∑
|i|�m

J (i). Then Jm(x) = Jm(−x)�0 and
∫

R Jm(x) dx = 1, and it

follows from (2.18) that

∫
R

|x|Jm(x) dx < +∞,

∫
R

|J ′
m(x)| dx < +∞,

∫
R

|J ′′
m(x)| dx < +∞. (2.22)

SetEm = {x ∈ R; Jm(x) �= 0}, then it is easily seen that

meas(Em)�
∑

|i|�m

meas{x; �m(x − i) �= 0}�3meas{x;�(x) �= 0} < +∞. (2.23)
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Furthermore, we assert that for any	 ∈ C∞
0 (R) and {ym} satisfyingym → 0,

Jm ∗ 	(y + ym) →
∑
i

J (i)	(y − i), as m → ∞, (2.24)

uniformly on y ∈ R. In fact, letM > 0 be such that� = 0 for |x| > M. Then by the
Mean Value Theorem, we have

|Jm ∗ 	(y + ym) −
∑
i

J (i)	(y − i)|

� 1

Wm

∑
|i|�m

J (i)

∫
R

�m(x)|	(y + ym − i − x) − 	(y − i)| dx

+ 1

Wm

∑
|i|�m

J (i)[1− Wm]|	(y − i)| +
∑
|i|>m

J (i)|	(y − i)|

� 1

Wm

∑
|i|�m

J (i)

∫ M

−M

�(x)|	(y + ym − i − x/m) − 	(y − i)| dx

+ 1

Wm

∑
|i|�m

J (i)[1− Wm]|	(y − i)| +
∑
|i|>m

J (i)|	(y − i)|

�‖	′‖∞[|ym| + M/m] + 1

Wm

∑
|i|�m

J (i)[1− Wm]‖	‖∞

+
∑
|i|>m

J (i)‖	‖∞

→ 0,

asm → ∞ and the assertion follows. �

By virtue of Lemma 2.8, for eachJm, there exists a monotone solution(Um, cm)

with Um(−∞) = 0 andUm(+∞) = K to (2.4). The solutions(Um, cm) are of course
also weak solutions of (2.4), i.e., for any	 ∈ C∞

0 (R), they satisfy

−c

∫
R
U	′ + D

∫
R
[U(· + 1) + U(· − 1) − 2U ]	 − d

∫
R
U	

+
∫

R

∫
R
b(U(· + cr − y))Jm(y) dy	 = 0. (2.25)

Consider first the casecm�0. Takeu ∈ (u∗,K) and translate eachUm so thatUm(0) =
u. By Helly’s Theorem, there exists a subsequence ofUm, which we still denote by
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Um, converging pointwise to a monotone functionU asm → ∞. Moreover, thecm’
are uniformly bounded, as can be seen from the following argument.
Assume on the contrary, that there is a sequencecm → ∞ asm → ∞. From (2.4)

we see that‖cmU ′
m‖∞ �2(D + d)K, from which we get‖U ′

m‖∞ → 0 asm → ∞.
This implies thatU ≡ u. It is easy to see that

dUm(x) − b(Um(x))

�dUm(x) − b(Um(x + cmr))

= cmU
′
m(x) + D[Um(x + 1) + Um(x − 1) − 2Um(x)]

+
∫

R
[b(Um(x + cmr − y)) − b(Um(x + cmr))]Jm(y) dy

= cmU
′
m(x) + D[Um(x + 1) + Um(x − 1) − 2Um(x)]

−
∫

R

∫ 1

0
b′(Um(x + cmr − ty))U ′

m(x + cmr − ty) dt · yJm(y) dy

�D[Um(x + 1) + Um(x − 1) − 2Um(x)] − b′
max‖U ′

m‖∞
∫

R
|y|Jm(y) dy

�D[Um(x + 1) + Um(x − 1) − 2Um(x)]

− b′
max‖U ′

m‖∞

{
1

m

∫
R

|y|�(y) dy + 1

Wm

∑
i

|i|J (i)
}
.

Sendingm → ∞, from the above inequality, we get 0> du−b(u)�0, a contradiction.
Thus by passing to another subsequence, we also havecm → c, for some c, as

m → ∞.
We now show thatU solves (2.1) and (2.2). Firstly, by Fubini’s Theorem, we find

∫
R

∫
R
b(Um(x + cmr − y))Jm(y) dy	(x) dx

=
∫

R

∫
R
b(Um(x + cr − y))Jm(y) dy	(x + (c − cm)r) dx

=
∫

R

∫
R
b(Um(y + cr))Jm(x − y) dy	(x + (c − cm)r) dx

=
∫

R

∫
R

	(x + (c − cm)r)Jm(x − y) dxb(Um(y + cr)) dy

=
∫

R

∫
R

	(y + (c − cm)r − x)Jm(x) dxb(Um(y + cr)) dy

=
∫

R
(Jm ∗ 	)(y + (c − cm)r)b(Um(y + cr)) dy. (2.26)
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Since	 has compact support, it is easily seen from (2.23) that

meas{y ∈ R; Jm ∗ 	(y + (c − cm)r) �= 0} < +∞. (2.27)

So it follows that

limm→+∞
∫

R
(Jm ∗ 	)(y + (c − cm)r)b(Um(y + cr)) dy

=
∫

R

∑
i

J (i)	(y − i)b(U(y + cr) dy

= limk→+∞
∫ k

−k

∑
i

J (i)	(y − i)b(U(y + cr) dy

= limk→+∞
∑
i

J (i)

∫ k

−k

	(y − i)b(U(y + cr)) dy

=
∑
i

J (i)

∫
R

	(y − i)b(U(y + cr) dy

=
∑
i

J (i)

∫
R
b(U(y + cr − i)	(y) dy

=
∫

R

∑
i

J (i)b(U(y + cr − i)	(y) dy

=
∫

R

∫
R
b(U(y + cr − x)J�(x) dx	(y) dy, (2.28)

where the first equality follows from (2.24) and (2.27) and the Lebesgue’s Dominated
Convergence Theorem, the third equality follows because	 has compact support and
thus the sum is finite, and the fourth equality follows from Lemma 2.9 and the fact
that ∣∣∣∣

∫ k

−k

	(y − i)b(U(y + cr)) dy

∣∣∣∣ �b(K)

∫
R

|	(y − i)| dy = const.

By passing to the limitm → ∞ in (2.25), it follows from (2.26), (2.28) and the
Lebesgue’s Dominated Convergence Theorem thatU is a weak solution of (2.1), i.e.,
it satisfies

−c

∫
R
U	′ + D

∫
R
[U(· + 1) + U(· − 1) − 2U ]	 − d

∫
R
U	

+
∫

R

∫
R
b(U(· + cr − y))J�(y) dy	 = 0. (2.29)

for 	 ∈ C∞
0 (R).
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If c �= 0, then it follows thatU ∈ W1,∞(R). A bootstrap argument then shows that
U is of classC1 (and actuallyC2) and thus a solution of (2.1).
If c = 0, thenU need not be continuous, soJ� ∗ b(U)(n) need not equal

∑
i J (i)b

(U(n− i)). However,U is monotone, and so the set of jump discontinuities is at most
countable. Thus we can find a sequence{sk} such thatsk ↘ 0 as k → ∞ and U is
continuous atn + sk for all n ∈ Z and k > 0. The equation (2.1) implies that

D[U(n + 1+ sk) + U(n − 1+ sk) − 2U(n + sk)] − dU(n + sk)

+
∑
i

J (i)b(U(n + sk − i)) = 0,

for all n ∈ Z and k > 0. It is then easily seen that the sequenceUn defined by

Un ≡ lim
k→∞U(n + sk), n ∈ Z,

satisfies

D[Un+1 + Un−1 − 2Un] − dUn +
∑
i

J (i)b(Un−i ) = 0, (2.30)

so is a stationary wave solution of (1.2).
We now show thatU(−∞) = 0 andU(+∞) = K. From the monotonicity ofU,

we easily see thatdU(±∞) = b(U(±∞)). SinceU(0) = u, we haveU(+∞) = K

and U(−∞) ∈ {u∗,0}. If U(−∞) = 0, we are done. So assume otherwise, that
U(−∞) = u∗. ThendU(x) < b(U(x)) on R.
Consider first the casec > 0. Integrate the equation (2.1) over(−N,N) to get

c

∫ N

−N

U ′(x) dx + D

∫ N

−N

[U(x + 1) + U(x − 1) − 2U(x)] dx

= d

∫ N

−N

U(x) dx −
∑
i

J (i)

∫ N

−N

b(U(x + cr − i)) dx

�
∫ N

−N

[dU(x) − b(U(x))] dx −
∑
i

J (i)

∫ N

−N

[b(U(x + cr − i))

− b(U(x + cr))] dx
=

∫ N

−N

[dU(x) − b(U(x))] dx

+
∑
i

iJ (i)

∫ N

−N

∫ 1

0
b′(U(x + cr − it))U ′(x + cr − it) dtdx

=
∫ N

−N

[dU(x) − b(U(x))] dx +
∑
i

iJ (i)

∫ 1

0
[b(U(N + cr − it))

− b(U(−N + cr − it))] dt.
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SendingN → +∞, we obtain

c(K − u∗) �
∫

R
[dU(x) − b(U(x))] dx +

∑
i

iJ (i)[b(K) − b(u∗)]

=
∫

R
[dU(x) − b(U(x))] dx < 0,

which is a contradiction. In the above calculation, we have used the Lebesgue’ Domi-
nated Convergence Theorem, Fubini’ Theorem, the evenness ofJ, and observe that

∫ N

−N

[U(x + 1) + U(x − 1) − 2U(x)] dx

=
∫ N

−N

∫ 1

0
[U ′(x + t) − U ′(x − t)] dtdx

=
∫ 1

0
[U(N + t) − U(−N + t) − U(N − t) + U(−N − t)] dt

→ 0,

asN → +∞.
Next, assume thatc = 0. Then, using an argument similar to the above, the sequence

{Un} defined above is a stationary solution of (1.2), i.e., it satisfies (2.30). Without loss
of generality, we assume limn→+∞ Un = K and limn→−∞ Un = u∗. Then we have

D
∑

|n|�N

[Un+1 + Un−1 − 2Un] +
∑

|n|�N

∑
i

J (i)[b(Un−i ) − b(Un)]

=
∑

|n|�N

[dUn − b(Un)] < 0,

and hence

D[UN+1 + U−N−1 − UN − U−N ]
+

∑
i>0

J (i)[
∑

−N−i�n�−N−1
b(Un) −

∑
N−i+1�n�N

b(Un)]

+
∑
i<0

J (i)[
∑

N+1�n�N−i

b(Un) −
∑

−N �n�−N−i−1
b(Un)]

=
∑

|n|�N

[dUn − b(Un)] < 0.

SendingN → +∞, by the evenness ofJ, we get

0=
∑
i

iJ (i)[b(u∗) − b(K)]�
∑
n∈Z

[dUn − b(Un)] < 0,

which is a contradiction.
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Finally, in the casecm�0, a similar argument is used takingu ∈ (0, u∗).
To show strict monotonicity, we consider first the casec = 0. We argue by contra-

diction. Suppose thatUn0+1 = Un0 for somen0 ∈ Z. We then have

D[Un0−1 − Un0] − dUn0 +
∑
i

J (i)b(Un0−i ) = 0 (2.31)

and

D[Un0+2 − Un0+1] − dUn0+1 +
∑
i

J (i)b(Un0+1−i ) = 0. (2.32)

Hence,

D[Un0+2 − Un0−1] +
∑
i

J (i)[b(Un0+1−i ) − b(Un0−i )] = 0,

which together with the monotonicity ofUn yields

Un0+2 = Un0−1 = Un0+1 = Un0.

By induction, it follows thatUn ≡ const., a contradiction.
Let c �= 0. Suppose thatU ′(x0) = 0 for somex0. SinceU ′(x)�0 for all x ∈ R,

U ′′(x0) = 0. Therefore,

0= −cU ′′(x0) = D[U ′(x0 + 1) + U ′(x0 − 1) − 2U ′(x0)] − dU ′(x0)

+
∑
i

J (i)b′(U(x0 + cr − i))U ′(x0 + cr − i)

= D[U ′(x0 + 1) + U ′(x0 − 1)]
+

∑
i

J (i)b′(U(x0 + cr − i))U ′(x0 + cr − i).

Hence, we obtain

U ′(x0 + 1) = U ′(x0 − 1) = U ′(x0) = 0,

and

b′(U(x0 + cr − i))U ′(x0 + cr − i) = 0, for i ∈ Z with J (i) > 0.

By induction, we conclude thatU ′(x0+ n+mcr) = 0 for all n ∈ Z andm�0. Define
wn,m(t) = U(x0+n+mcr − ct), n ∈ Z, m�0, thenwn,m(t) satisfies the initial value
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problem

w′
n,m(t) = D[wn+1,m(t) + wn−1,m(t) − 2wn,m(t)] − dwn,m(t)

+
∑
i

J (i)b(wn−i,m+1(t)),

wn,m(0) = U(x0 + n + mcr), n ∈ Z, m�0.

SinceU ′(x0+n+mcr) = 0 for all n ∈ Z, m�0, the constantwn,m(t) ≡ U(x0+n+mcr)

also solves the initial value problem, contradicting the uniqueness of solutions of the
initial value problem.
Now, we suppose thatc = 0 for all D > 0 whenever (2.18) or (2.19) holds. ViewD

as a parameter and letuD ≡ U be the monotone stationary solution of (1.2) satisfying
uD(−∞) = 0 anduD(+∞) = K, i.e.,

D[uDn+1 + uDn−1 − 2uDn ] = duDn −
∑
i

J (i)b(uDn−i ), n ∈ Z. (2.33)

Clearly, we have
∑

n∈Z(u
D
n+1−uDn ) = K. Multiply (2.33) byuDn+1−uDn anduDn −uDn−1,

respectively, and then sum over|n|�N the obtained equalities, we get

D[uDN+1 − uDN ]2 − D[uD−N − uD−N−1]2

=
∑

|n|�N

[(duDn − J (0)b(uDn ))(u
D
n+1 − uDn )

+ (duDn − J (0)b(uDn ))(u
D
n − uDn−1)]

−
∑
i �=0

J (i)
∑

|n|�N

[b(uDn−i )(u
D
n+1 − uDn )

+ b(uDn−i )(u
D
n − uDn−1)],

by sendingN → +∞, which together with the monotonicity ofuD implies that∑
n∈Z

[(duDn − J (0)b(uDn ))(u
D
n+1 − uDn ) + (duDn − J (0)b(uDn ))(u

D
n − uDn−1)]

=
∑
i �=0

J (i)
∑
n∈Z

[b(uDn−i )(u
D
n+1 − uDn ) + b(uDn−i )(u

D
n − uDn−1)]

�
∑
i<0

J (i)
∑
n∈Z

[b(uDn )(uDn+1 − uDn ) + b(uDn )(u
D
n − uDn−1)] (2.34)

and

∑
n∈Z

[(duDn − J (0)b(uDn ))(u
D
n+1 − uDn ) + (duDn − J (0)b(uDn ))(u

D
n − uDn−1)]
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=
∑
i �=0

J (i)
∑
n∈Z

[b(uDn−i )(u
D
n+1 − uDn ) + b(uDn−i )(u

D
n − uDn−1)]

�
∑
i>0

J (i)
∑
n∈Z

[b(uDn )(uDn+1 − uDn ) + b(uDn )(u
D
n − uDn−1)]

+2dK2
∑
i<0

J (i). (2.35)

We assert that

max
n∈Z

(uDn+1 − uDn ) → 0, asD → +∞. (2.36)

Suppose that there existε > 0 and a sequence{Dk} converging to+∞ so that

max
n∈Z

(u
Dk

n+1 − uDk
n ) = u

Dk

nk+1 − uDk
nk

�ε,

for k large enough. Through translation, we can assumenk = 0. Since every solu-
tion uDk is monotone, by Helly’s Theorem, there exists a subsequence ofuDk which
converges to some monotoneū. It is easily seen from (2.33) that̄u satisfies

ūn+1 + ūn−1 − 2ūn = 0, (2.37)

for all n ∈ Z. That is, ūn+1 − ūn = ūn − ūn−1. Since 0� ūn�K for all n ∈ Z, the
number of integersn for which ūn+1 − ūn�ε is finite, which is a contradiction and
establish the assertion above.
Statements (2.36) implies that the two sides of (2.34) are Riemann sums. If

∫ K

0 [du−
b(u)] du < 0, then by sendingD → +∞, (2.34) and the evenness ofJ gives

∫ K

0
[du − J (0)b(u)] du� 1

2

∑
i �=0

J (i)

∫ K

0
b(u) du,

which contradicts to (2.18). This contradiction shows that there exists a sufficiently large
numberD0 > 0 such that for eachD�D0, c �= 0 holds. In a same way, we can show,
by using (2.19) and (2.35c), that such a conclusion also valid if

∫ K

0 [du−b(u)] du > 0.

In what follows, we show that sgn{c} = |c|sgn∫ K

0 [du − b(u)] du if c �= 0. Without

loss of generality, we assume that
∫ K

0 [du−b(u)] du < 0. It suffices to show thatc < 0.
Suppose for the contrary thatc > 0, then we have

cU ′(x) + D[U(x + 1) + U(x − 1) − 2U(x)] − dU(x)

+[J (0) + 1
2

∑
i �=0

J (i)]b(U(x))

�cU ′(x) + D[U(x + 1) + U(x − 1) − 2U(x)] − dU(x)
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+J (0)b(U(x + cr)) +
∑
i �=0

J (i)b(U(x + cr − i))

= 0.

Multiply the above inequality byU ′ and integrate overR, we get

c

∫
R
[U ′(x)]2 dx + D

∫
R
[U(x + 1) + U(x − 1) − 2U(x)]U ′(x) dx

�
∫

R
{dU(x) − [J (0) + 1

2

∑
i �=0

J (i)]b(U(x))}U ′(x) dx

=
∫ K

0
[du − b(u)] du + 1

2

∑
i �=0

J (i)

∫ K

0
b(u) du.

However, since

∫
R
U(x + 1)U ′(x) dx =

∫
R
U(y)U ′(y − 1) dy

= U(y)U(y − 1)|+∞−∞ −
∫

R
U(y − 1)U ′(y) dy

= K2 −
∫

R
U(y − 1)U ′(y) dy,

we have

∫
R
[U(x + 1) + U(x − 1) − 2U(x)]U ′(x) dx = 0.

Hence, we obtain

c

∫
R
[U ′(x)]2 dx�

∫ K

0
[du − b(u)] du + 1

2

∑
i �=0

J (i)

∫ K

0
b(u) du, (2.38)

which together with (2.18) yieldsc < 0, a contradiction.
We have proved that ifc > 0, then (2.38) holds. Ifc < 0, a similar argument shows

that

c

∫
R
[U ′(x)]2 dx�

∫ K

0
[du − b(u)] du − 1

2

∑
i �=0

J (i)[dK2 −
∫ K

0
b(u) du]. (2.39)
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Finally, we assume that
∑

i �=0 J (i) = 0. Then J (0) = 1 and J (i) = 0 for i �= 0.
Then by (2.38) and (2.39), we obtain

c

∫
R
[U ′(x)]2 dx�

∫ K

0
[du − b(u)] du, if c > 0

and

c

∫
R
[U ′(x)]2 dx�

∫ K

0
[du − b(u)] du, if c < 0.

If
∫ K

0 [du − b(u)] du = 0, then the inequalities given above gives a contradiction.
This contradiction shows that (i) holds.
If c �= 0, then the inequalities given above imply

sgn{c} = sgn
∫ K

0
[du − b(u)] du.

This prove that (ii) also holds.

3. Uniqueness of traveling waves

In this section, we study the uniqueness of the traveling waves and establish the
following main result.

Theorem 3.1. Assume that(H1)–(H3) hold. Let (U, c) be a solution to(2.1) and (2.2)
as given in Theorem2.1, such thatc �= 0. Let (Û , ĉ) be another solution to(2.1) and
(2.2). Then ĉ = c and, up to a translation, Û = U .

Proof. Firstly, we observe that if(Û , ĉ) with ĉ �= 0 is a solution to (2.1) and (2.2),
then

0�Û�K. (3.1)

Suppose otherwise, i.e., letx0 be such thatÛ (x0) > K andÛ (x)�Û (x0) for all x ∈ R.
Then we haveÛ ′(x0) = 0 and so

0 � ĉÛ ′(x0) + D[Û (x0 + 1) + Û (x0 − 1) − 2Û (x0)]
= dÛ(x0) −

∑
i

J (i)b(Û(x0 + ĉr − i))

� dÛ(x0) − b(Û(x0)) > 0,

which is a contradiction. Similarly, we can show thatÛ�0.
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If {Ûn}n∈Z is a stationary solution of (1.2) with limn→−∞ Ûn = 0 and limn→+∞ Ûn =
K, then

0< Ûn < K. (3.2)

Suppose that there existsn0 ∈ Z satisfying Ûn0�K and Ûn0�Ûn for all n ∈ Z. We
can choosen0 so that Ûn0+1 + Ûn0−1 < 2Ûn0. Otherwise, if Ûn0+1 + Ûn0−1�Ûn0,
then Ûn0+1 = Ûn0−1 = Ûn0, and then by an induction argument it can be shown that
Ûn ≡ Ûn0�K, which contradicts to limn→−∞ Ûn = 0. Therefore, we have

0< D[Ûn0+1 + Ûn0−1 − 2Ûn0] = −dÛn0 +
∑
i

J (i)b(Ûn0−i )� − dÛn0 + b(Ûn0)�0,

which leads to a contradiction and prove thatÛn < K for all n ∈ Z. In a similar way,
we can show thatÛn > 0 for all n ∈ Z.
Since max{b′(0), b′(K)} < d, we can choose� > 0, � > 0 andN > 0 such that

� +
∑

|i|>N

J (i)b′
max+ � < d −max{b′(0), b′(K)}. (3.3)

Take  > 0 sufficiently small, so that

b′(�) < max{b′(0), b′(K)} + �/2, for � ∈ [−,] ∪ [K − ,K + ]. (3.4)

TakeM > |ĉ|r + N sufficiently large so that

U(�)�K − /2, for ��M − |ĉ|r − N (3.5)

and

U(�)�/2, for �� − M + |ĉ|r + N. (3.6)

Denote

� := min{U ′(�); |�|�M} > 0.

Let � ∈ (0,/2) and define

B = �
��

b′
max. (3.7)
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First consider the case wherec� ĉ. If ĉ �= 0, (so thatÛ is of classC2), we define

w(x, t) = U(x + z + (ĉ − c)t + B(1− e−�t )) + �e−�t − Û (x), (3.8)

where by (3.1),z can be chosen so that

w(x,0) = U(x + z) + � − Û (x) > 0.

We claim thatw(x, t) > 0 for all x ∈ R and t�0. To see this, suppose that there
exists (x0, t0) such that

w(x0, t0) = U(P0) + �e−�t0 − Û (x0)

= 0�w(x, t), for all x ∈ R and 0∈ [0, t0], (3.9)

where

P0 = x0 + z + (ĉ − c)t0 + B(1− e−�t0).

Clearly, we have

wx(x0, t0) = U ′(P0) − Û ′(x0) = 0. (3.10)

By using (2.1), (3.9) and (3.10), it is easily seen that

0 � wt(x0, t0) − D[w(x0 + 1, t0) + w(x0 − 1, t0) − 2w(x0, t0)]
= −��e−�t0 + �BU ′(P0) + (ĉ − c)U ′(P0)

−D[U(P0 + 1) + U(P0 − 1) − 2U(P0)] + D[Û (x0 + 1)

+ Û (x0 − 1) − 2Û (x0)]
= (−�� + �BU ′(P0))e−�t0 − d(U(P0) − Û (x0))

+
∑
i

J (i)b(U(P0 + cr − i)) −
∑
i

J (i)b(Û(x0 + ĉr − i))

= (d� − �� + �BU ′(P0))e−�t0 +
∑
i

J (i)[b(U(P0 + cr − i))

− b(Û(x0 + ĉr − i))]
� (d� − �� + �BU ′(P0))e−�t0 +

∑
i

J (i)[b(U(P0 + ĉr − i))

− b(U(P0 + ĉr − i) − w(x0 + ĉr − i, t0) + �e−�t0)]
� (d� − �� + �BU ′(P0))e−�t0
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+
∑
i

J (i)[b(U(P0 + ĉr − i)) − b(U(P0 + ĉr − i) + �e−�t0)]

� [d − � + �B
�
U ′(P0) −

∑
|i|>N

J (i)b′
max

−
∑

|i|�N

J (i)b′(�i )]�e−�t0, (3.11)

where�i ∈ (U(P0 + ĉr − i), U(P0 + ĉr − i) + �e−�t0).
If |P0|�M, then (3.7) implies that

�B
�
U ′(P0) −

∑
|i|>N

J (i)b′
max−

∑
|i|�N

J (i)b′(�i )�0,

and hence, the right-hand side of (3.11) is strictly greater than 0, which leads to a
contradiction.
If |P0|�M, then |P0 + ĉr − i|�M − |ĉ|r − N for |i|�N . Therefore, by (3.5) and

(3.6), we have

U(P0 + ĉr − i)�K − /2, or U(P0 + ĉr − i)�/2,

which together with (3.4) implies

b′(�i ) < max{b′(0), b′(K)} + �/2, for |i|�N.

Thus, by (3.3), the right-hand side of (3.11) is positive, also giving a contradiction and
establishing the claim thatw(x, t) > 0 for all x ∈ R and t�0.
If ĉ = 0, assume that̂Un, n ∈ Z, is the corresponding stationary wave solution. Let

wn(t) = U(n + z − ct + B(1− e−�t )) + �e−�t − Ûn, (3.12)

wherez is chosen so that

wn(0) = U(n + z) + � − Ûn > 0.

In this case, we also have thatwn(t) > 0 for all n ∈ Z and t�0. In fact, suppose that
there exists(n0, t0) such that

wn0(t0) = U(Q0) + �e−�t0 − Ûn0 = 0�wn(t), for all n ∈ Z and t ∈ [0, t0], (3.13)

where

Q0 = n0 + z − ct0 + B(1− e−�t0).
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Thenw′
n0
(t0)�0 and so

0 � w′
n0
(t0) − D[wn0+1(t0) + wn0−1(t0) − 2wn0(t0)]

= �BU ′(Q0)e
−�t0 − ��e−�t0 − cU ′(Q0) − D[U(Q0 + 1)

+U(Q0 − 1) − 2U(Q0)] − D[Ûn0+1 + Ûn0−1 − 2Ûn0]
= �BU ′(Q0)e

−�t0 − ��e−�t0 + d(Ûn0 − U(Q0))

+
∑
i

J (i)[b(U(Q0 + cr − i)) − b(Ûn0−i )]

� [d� − �� + �BU ′(Q0)]e−�t0 +
∑
i

J (i)[b(U(Q0 − i))

−b(U(Q0 − i) + �e−�t0)]
= [d� − �� + �BU ′(Q0)]e−�t0 −

∑
i

J (i)b′(�i )�e−�t0

� [d − � + �B
�
U ′(Q0) −

∑
|i|>N

J (i)b′
max−

∑
|i|�N

J (i)b′(�i )]�e−�t0,

where�i ∈ (U(Q0 − i), U(Q0 − i) + �e−�t0). Therefore, a similar argument as above
shows thatwn(t) > 0 for all n ∈ Z and t�0.
Suppose thatc > ĉ. Fix x̄ such thatÛ (x̄) > 0 and then it is easily seen that

w(x̄, t) → −Û (x̄) as t → +∞, which contradicts the positivity ofw.
In the case wherec < ĉ, a similar analysis as before leads to a contradiction too.

Thus we havêc = c.
Next, we show that, up to a translation,Û = U . Taking the limit t → +∞ in (3.8),

we get

U(x + z + B)�Û (x), for all x ∈ R.

Thus there exists a minimalẑ such that

U(x)�Û (x − z), for all x ∈ R and z > ẑ.

We assert that ifU(x) �= Û (x − ẑ) for somex, thenU(x) > Û(x − ẑ) for all x ∈ R.
Suppose otherwise that for somex0, U(x0) = Û (x0− ẑ). Let w(x) = U(x)− Û (x− ẑ).
Then we havew′(x0) = 0 andw(x)�w(x0) = 0 for all x ∈ R, and hence

0 � D[w(x0 + 1) + w(x0 − 1) − 2w(x0)]
= ĉw′(x0) + D[w(x0 + 1) + w(x0 − 1) − 2w(x0)]
= ĉU ′(x0) + D[U(x0 + 1) + U(x0 − 1) − 2U(x0)]

×ĉÛ ′(x0 − ẑ) + D[Û (x0 + 1− ẑ) + Û (x0 − 1− ẑ) − 2Û (x0 − ẑ)]



160 S. Ma, X. Zou / J. Differential Equations 212 (2005) 129–190

= dU ′(x0) −
∑
i

J (i)b(U(x0 + ĉr − i))

−dÛ ′(x0 − ẑ) +
∑
i

J (i)b(Û(x0 − ẑ + ĉr − i))

= −
∑
i

J (i)b′(�i )[U(x0 + ĉr − i) − Û (x0 − ẑ + ĉr − i)]

� 0,

where �i ∈ (0,K). Hence, we havew(x0 + 1) = w(x0 − 1) = w(x0) = 0 and
w(x0 + ĉr − i) = U(x0 + ĉr − i) − Û (x0 − ẑ + ĉr − i) = 0 for all i ∈ Z with
J (i) �= 0. From which, by an induction argument, we can show that

w(x0 + mĉr + n) = 0, for all n,m ∈ Z with m�0. (3.14)

Let vn,m(t) = w(x0 + mĉr + n − ĉt), n ∈ Z,m�0, then by the Mean Value Theorem,
it is easily seen thatvn,m satisfies the initial value problem

v′
n,m(t) = D[vn+1,m + vn−1,m − 2vn,m] − dvn,m +

∑
i

J (i)Pn−i,m+1vn−1,m+1,

vn,m(0) = 0,

wheren ∈ Z,m�0 and

Pn,m(t) =
∫ 1

0
b′[U(x0 + mĉr + n − ĉt) + �(Û(x0 + mĉr + n − ẑ − ĉt)

−U(x0 + mĉr + n − ĉt))] d�.

By the uniqueness of solutions to the initial value problem, we conclude thatvn,m(t) ≡
0, and hencew(x) ≡ 0, which leads to a contradiction and establish the assertion.
For � > 0, define

z(�) = inf {z;U(x)�Û (x − z) − � for all x ∈ R}.

Notice that z(�) < ẑ since U ′ is bounded and lim�↘0 z(�) = ẑ by the minimality
of ẑ.
Fix N > 0. We claim that there exists�N > 0 such that for all� ∈ (0, �N ],

U(x) > Û(x − z(�)) − �, for |x|�N. (3.15)

If not, there exist�n ↘ 0, xn → x0 ∈ [−N,N ] with

U(xn) = Û (xn − z(�n)) − �n.
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Taking the limit asn → ∞ then givesU(x0) = Û (x0 − ẑ), a contradiction to our
previously established assertion.
Let

ŵ(x, t) = U(x) − Û (x − (ẑ − ε)) + �e−�t ,

where� < �M , M is from (3.5) and (3.6),� is as in (3.3), andε > 0 is taken so that
2ε < ẑ−z(�). Thenŵ(x,0) > 0 for all x ∈ R. In fact, sinceU(x)−Û (x−z(�))+��0,
we haveU(x)−Û (x−(ẑ−ε))+��0. Suppose that there existsx0 such thatŵ(x0,0) =
U(x0)−Û (x0−(ẑ−ε))+� = 0. Then it follows thatz(�) = ẑ−ε > z(�), a contradiction.
If for some t0 > 0 andx0 ∈ R such thatŵ(x0, t0) = 0 < w(x, t) for all t ∈ [0, t0)

and x ∈ R. Then ŵx(x0, t0) = U ′(x0) − Û ′(x0 − (ẑ − ε)) = 0, and hence

0 � −D[ŵ(x0 + 1, t0) + ŵ(x0 − 1, t0) − 2ŵ(x0, t0)]
= −D[U(x0 + 1) + U(x0 − 1) − 2U(x0)]

+D[Û (x0 + 1− (ẑ − ε)) + Û (x0 − 1− (ẑ − ε)) − 2U(x0 − (ẑ − ε))]
= −d[U(x0) − Û (x0 − (ẑ − ε))] + ĉ[U ′(x0) − Û ′(x0 − (ẑ − ε))]

+
∑
i

J (i)[b(U(x0 + ĉr − i)) − b(Û(x0 − (ẑ − ε) + ĉr − i))]

= d�e−�t0 +
∑
i

J (i)[b(U(x0 + ĉr − i)) − b(Û(x0 − (ẑ − ε) + ĉr − i))]

� d�e−�t0 +
∑
i

J (i)[b(U(x0 + ĉr − i)) − b(U(x0 + ĉr − i) + �e−�t0)]

� [d − b′
max

∑
|i|>N

J (i) −
∑

|i|�N

J (i)b′(�i )]�e−�t0, (3.16)

where�i ∈ (U(x0 + ĉr − i), U(x0 + ĉr − i) + �e−�t0) andN is given by (3.3). Since
U(x0) = Û (x0 − (ẑ − ε)) − �e−�t0, it follows that z(�e−�t0) = ẑ − ε, and because
�e−�t0 < � < �M , (3.15) implies that|x0| > M. By (3.5) and (3.6),�i �K − /2 or
�i �/2 for all |i|�N , and hence, by (3.4),b′(�i ) < max{b′(0), b′(K)} + �/2 for all
|i|�N . Therefore, it follows from (3.3) that

0�[d − b′
max

∑
|i|>N

J (i) −
∑

|i|�N

J (i)b′(�i )]�e−�t0 > 0,

which is a contradiction. Thus,̂w(x, t) > 0 for all x ∈ R and t�0. Taking the limit
as t → +∞ gives

U(x)�Û (x − (ẑ − ε)), for all x ∈ R,

contradicting the minimality of ẑ and proving that U ≡ Û . The proof is
complete. �
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4. Asymptotic stability of traveling waves

In this section, we shall establish the asymptotic stability of traveling waves with
non-zero speed. To do this, we shall construct various pairs of super and subsolutions
and utilize the comparison and squeezing technique, which has been used previously
in continuum cases by several authors (e.g.,[6,7,16,17,21,25,30]) for various local
equations.

Definition 4.1. A sequence of continuous functions{�n(t)}n∈Z, t ∈ [−r, b), b > 0, is
called a supersolution (subsolution) of (1.2) on[0, b) if

�′
n(t)�(�)D[�n+1(t) + �n−1(t) − 2�n(t)] − d�n(t) +

∑
i

J (i)b(�n−i (t − r)) (4.1)

for all t ∈ [0, b).

At first, we establish the following existence and comparison result.

Lemma 4.1. For any � ∈ [0, �0] and any� = {�n}n∈Z with �n ∈ C([−r,0], [−�,K+
�]), (1.2) admits a unique solutionu(t) = {un(t)}n∈Z on [0,+∞) satisfyingun(s) =
�n(s) and−��un(t)�K+� for s ∈ [−r,0], t ∈ [−r,+∞) andn ∈ Z. For any pair of
supersolutionw+

n (t) and subsolutionw
−
n (t) of (1.2)on [0,+∞) with −�0�w−

n (t)�K,

0�w+
n (t)�K+�0 for t ∈ [−r,+∞), n ∈ Z, andw+

n (s)�w−
n (s) for s ∈ [−r,0], n ∈ Z,

there holdsw+
n (t)�w−

n (t) for t�0, n ∈ Z, and

w+
n (t) − w−

n (t) � e−(2D+d)(t−t0)
∑
k∈Z

(w+
k (t0) − w−

k (t0))

×
+∞∑
j=0

C
j
2j+|n−k|

[D(t − t0)]2j+|n−k|

(2j + |n − k|)! , (4.2)

for any n ∈ Z and t > t0�0.

Proof. Clearly, (1.2) is equivalent to

un(t) = �n(0)e
−(2D+d)t +

∫ t

0
e(2D+d)(�−t)H [un](�) d�,

whereH [un](�) = D[un+1(�) + un−1(�)] + ∑
i

J (i)b(un−i (� − r)).

For u = {un}n∈Z with un ∈ C([−r,+∞), [−�,K + �]) and un(t) = �n(t) for
t ∈ [−r,0], define

Fn[u](t) =
{

�n(0)e
−(2D+d)t + ∫ t

0 e
(2D+d)(�−t)H [un](�) d� for n ∈ Z and t > 0,

�n(t) for n∈ Z and t ∈ [−r,0].
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Then for t > 0, we have

Fn[u](t)�(K + �)e−(2D+d)t + (K + �)(2D + d)

∫ t

0
e(2D+d)(�−t) d� = K + �

and

Fn[u](t)� − �e−(2D+d)t − �(2D + d)

∫ t

0
e(2D+d)(�−t) d� = −�,

and hence,F = {Fn}n∈Z : S → S is well defined, where

S := {u = {un}n∈Z; un ∈ C([−r,+∞), [−�,K + �]),
un(t) = �n(t) for t ∈ [−r,0]}.

For � > 0, let

X� := {u = {un}n∈Z; un ∈ C([−r,+∞),R), sup
t �−r,n∈Z

|un(t)|e−�t < +∞},

‖u‖� := sup
t �−r,n∈Z

|un(t)|e−�t < +∞.

Then (X�, ‖ · ‖�) is a Banach space andS ⊂ X� is a closed subset ofX�.
For anyu, ū ∈ S, let w = {wn}n∈Z, wn(t) = un(t)− ūn(t) for n ∈ Z, then for t > 0,

we have

|Fn[u](t) − Fn[ū](t)|e−�t

�e−(2D+d+�)t
∫ t

0
e(2D+d)�|H [un](�) − H [ūn](�)| d�

�
∫ t

0
e(2D+d+�)(�−t){D[|wn+1(�)| + wn−1(�)|]e−��

+ b′
maxe

−�r |wn−i (� − r)|e−�(�−r)} d�

�‖w‖�(2D + b′
maxe

−�r )

∫ t

0
e(2D+d+�)(�−t) d�

� 2D + b′
maxe

−�r

2D + d + �
‖w‖�.

Therefore, we can choose� > 0 large enough so thatF : S → S is a contracting map.
Clearly, the unique fixed pointu ∈ S is a solution of (2.1) on[0,+∞).
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In what follows, we show the comparison result. Putwn(t) := w−
n (t) − w+

n (t), n ∈
Z, t ∈ [−r,+∞), thenwn(t) is continuous and bounded from above byK, �(t) :=
supn∈Z wn(t) is continuous on[−r,+∞). Suppose the assertion is not true. LetM0 > 0
be such thatM0 + d − b′

maxe
−M0r > 0, then there existst0 > 0 such that�(t0) > 0

and

�(t0)e
−M0t0 = sup

t �−r

{�(t)e−M0t } > �(�)e−M0�, for all � ∈ [−r, t0). (4.3)

Let {nj }∞j=1 be a sequence so thatwnj (t0) > 0 for all j�1 and limj→+∞ wnj (t0) =
�(t0). Let {tj }∞j=1 be a sequence in(0, t0] so that

e−M0tj wnj (tj ) = max
t∈[0,t0]

{e−M0twnj (t)}. (4.4)

It follows from (4.3) that limj→+∞ tj = t0. Since

e−M0t0wnj (t0)�e−M0tj wnj (tj )�e−M0tj �(tj )�e−M0t0�(t0),

we have

e−M0(t0−tj )wnj (t0)�wnj (tj )�e−M0(t0−tj )�(t0),

which yields limj→+∞ wnj (tj ) = �(t0).
In view of (4.4), for eachj�1, we obtain

0� d

dt
{e−M0twnj (t)}|t=tj− = e−M0tj [w′

nj
(tj ) − M0wnj (tj )],

and hence,

w′
nj
(tj )�M0wnj (tj ).

Therefore, it follows from (4.1) that

0 � w′
nj
(tj ) − D[wnj+1(tj ) + wnj−1(tj ) − 2wnj (tj )] + dwnj (tj )

−
∑
i

J (i)[b(w−
nj−i (tj − r)) − b(w+

nj
(tj − r))]

� (M0 + 2D + d)wnj (tj ) − D[wnj+1(tj ) + wnj−1(tj )] − b′
maxmax{0,�(tj − r)}

� (M0 + 2D + d)wnj (tj ) − 2D�(tj ) − b′
maxmax{0,�(tj − r)}.
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Sendingj → +∞ to get

0 � (M0 + 2D + d)�(t0) − 2D�(t0) − b′
maxe

M0(t0−r)max{0,�(t0 − r)e−M0(t0−r)}
� (M0 + d)�(t0) − b′

maxe
M0(t0−r)�(t0)e

−M0t0

= [M0 + d − b′
maxe

−M0r ]�(t0).

Recall thatM0+ d − b′
maxe

−M0r > 0, we conclude that�(t0)�0, which contradicts to
�(t0) > 0. This contradiction shows thatwn(t) = w−

n (t)−w+
n (t)�0 for all n ∈ Z and

t ∈ (0,+∞).
Sincew+

n (t)�w−
n (t) for all n ∈ Z and t� − r, it follows from (4.1) that

w+
n (t) − w−

n (t) � e−(2D+d)(t−t0)(w+
n (t0) − w−

n (t0))

+
∫ t

t0

e(2D+d)(s−t){D[w+
n+1(s) − w−

n+1(s) + w+
n−1(s) − w−

n−1(s)]

+
∑
i

J (i)[b(w+
n−i (s − r)) − b(w−

n−i (s − r))]} ds

� e−(2D+d)(t−t0)(w+
n (t0) − w−

n (t0))

+D

∫ t

t0

e(2D+d)(s−t)[w+
n+1(s) − w−

n+1(s) + w+
n−1(s)

−w−
n−1(s)] ds.

Then (4.2) follows from a straightforward and tedious calculation. The proof is com-
plete. �

Remark 4.1. In particular, (4.2) yields

w+
n (t) − w−

n (t) > e−(2D+d)(t−t0)
∑
k∈Z

(w+
k (t0) − w−

k (t0))
[D(t − t0)]|n−k|

|n − k|! , (4.5)

for any n ∈ Z and t > t0�0.

Let � ∈ C∞(R) be a fixed function with the following properties:

�(s) = 0, if s� − 2; �(s) = 1, if s�2;
0< �′(s) < 1, if s ∈ (−2,2).

Then we have the following result.
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Lemma 4.2. Assume that(H1)–(H3) hold. Then for any� ∈ (0, �0), there exist two
positive numbers� = �(�) and C = C(�) such that for every�± ∈ R, the functions
�±
n (t) defined by

�+
n (t) := (K + �) − [K − (u∗ − 2�)e−�t ]�(−�(n − �+ + Ct)),

�−
n (t) := −� + [K − (K − u∗ − 2�)e−�t ]�(�(n − �− − Ct))

are a supersolution and a subsolution of(1.2) on [0,+∞), respectively.

Proof. Sincedu − b(u) > 0, u ∈ (0, u∗) ∪ (K,K + �0), we have

M1 = M1(�) = min{du − b(u); u ∈ [�, u∗ − �/2]} > 0,

M2 = M2(�) = min{du − b(u); u ∈ [K + �/2,K + �]} > 0.

Take � = �(�) > 0 small enough such thatu∗e�r < K and

�u∗ + 2�DK + �ru∗b′
maxe

�r + �Kb′
max

∑
i

|i|J (i) < min{M1,M2}. (4.6)

Let �∗ = �∗(�) > 0 be such thatK�∗ < �, and let = (�) ∈ (0,1) be such that

0��(s) < �∗/2, if s < −2+ , (4.7)

1��(s) > 1− �∗/2, if s > 2− . (4.8)

Define

� := min{�′(s); −2+ /2�s�2− /2} > 0.

Then takeC = C(�) > 0 sufficiently large so that

�C�(K − u∗) > �u∗ + 2�DK + �ru∗b′
maxe

�r + �Kb′
max

∑
i

|i|J (i)

+max{|du − b(u)|; u ∈ [−�,K + �]}. (4.9)

Set � = n − �+ + Ct . Then for t�0, we have

S(�+
n )(t) : = d

dt
�+
n (t) − D[�+

n+1(t) + �+
n−1(t) − 2�+

n (t)]
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+ d�+
n (t) −

∑
i

J (i)b(�+
n−i (t − r))

= −�(u∗ − 2�)e−�t�(−��) + �C[K − (u∗ − 2�)e−�t ]�′(−��)

+D[K − (u∗ − 2�)e−�t ]{�(−�(� + 1)) + �(−�(� − 1)) − 2�(−��)}
+ d�+

n (t) −
∑
i

J (i)b(�+
n−i (t − r))

� −�u∗ + �C(K − u∗)�′(−��)

+D[K − (u∗ − 2�)e−�t ]{�(−�(� + 1)) + �(−�(� − 1)) − 2�(−��)}
+ d�+

n (t) − b(�+
n (t − r)) −

∑
i

J (i)[b(�+
n−i (t − r))

− b(�+
n (t − r))]. (4.10)

By the Mean Value Theorem, it is easily seen that

|�(−�(� + 1)) + �(−�(� − 1)) − 2�(−��)|�2�,

|b(�+
n−i (t − r)) − b(�+

n (t − r))| � b′
max|�+

n−i (t − r) − �+
n (t − r)|

� Kb′
max|�(−�(� − i − Cr)) − �(−�(� − Cr))|

� �|i|Kb′
max

and

b(�+
n (t)) − b(�+

n (t − r)) = rb′(�) d
dt

�+
n (t̄)

= rb′(�){−�(u∗ − 2�)e−�t̄�(−�(� + Ct̄ − Ct))

+�C[K − (u∗ − 2�)e−�t̄ ]�′(−�(� + Ct̄ − Ct))}
� −�ru∗b′

maxe
�r ,

where� ∈ [�+
n (t), �

+
n (t − r)] and t̄ ∈ [t − r, t]. Hence, (4.10) implies that

S(�+
n )(t) � −�u∗ − 2�DK − �ru∗b′

maxe
�r − εKb′

max

∑
i

|i|J (i)

+ �C(K − u∗)�′(−��) + d�+
n (t) − b(�+

n (t)). (4.11)

We distinguish among three cases:
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Case (i): −��� − 2+ /2. In this case,−��� − 2+ ,0��(−��)��∗/2. Recall
thatK�∗ < �, we then find

K + ���+
n (t) � (K + �) − [K − (u∗ − 2�)e−�t ]�∗/2

� K + � − K�∗/2

� K + �/2,

for all t�0. It then follows from (4.6) and (4.11) that

S(�+
n )(t)� − �u∗ − 2�DK − �ru∗b′

maxe
�r − εKb′

max

∑
i

|i|J (i) + M2 > 0.

Case (ii): −���2− /2. In this case,−���2− , 1− �∗/2��(−��)�1. It then
follows that

���+
n (t) � (K + �) − [K − (u∗ − 2�)e−�t ](1− �∗/2)

� (K + �) − [K − (u∗ − 2�)](1− �∗/2)

= u∗ − � + [K − (u∗ − 2�)]�∗/2
� u∗ − � + K�∗/2

� u∗ − �/2,

for all t�0. Therefore, by (4.6) and (4.11), we also have

S(�+
n )(t)� − �u∗ − 2�DK − �ru∗b′

maxe
�r − εKb′

max

∑
i

|i|J (i) + M1 > 0.

Case(iii): −2+/2� − ���2−/2. In this case, by (4.9) and (4.11), we also have

S(�+
n )(t) � −�u∗ − 2�DK − �ru∗b′

maxe
�r − εKb′

max

∑
i

|i|J (i)

+�C(K − u∗)� −max{|du − b(u)|; u ∈ [−�,K + �]}
> 0.

Combining cases (i)–(iii), we obtain

d

dt
�+
n (t) − D[�+

n+1(t) + �+
n−1(t) − 2�+

n (t)] + d�+
n (t) −

∑
i

J (i)b(�+
n−i (t − r))�0,

for all t�0 and n ∈ Z. Thus �+
n (t) is a supersolution of (1.2) on[0,+∞). In a

similar way, we can prove that�−
n (t) is a subsolution of (1.2) on[0,+∞). The proof

is complete. �
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Remark 4.2. Clearly, the functions�+
n and �−

n have the following properties:




�+
n (s) = K + �, if s ∈ [−r,0], and n��+ − Cs + 2�−1,

�+
n (s) � u∗ − �, for all s ∈ [−r,0], and n ∈ Z,

�+
n (t) = � + (u∗ − 2�)e−�t , for all t� − r and n��+ − Ct − 2�−1,

�−
n (s) = −�, if s ∈ [−r,0], and n��− + Cs − 2�−1,

�−
n (s) � u∗ + �, for all s ∈ [−r,0], and n ∈ Z,

�−
n (t) = K − � − (K − u∗ − 2�)e−�t , for all t� − r and n��− + Ct + 2�−1.

Lemma 4.3. Assume that(H1)–(H3) hold. Let (U, c) be the solution to(2.1) and (2.2)
as given in Theorem2.1, such thatc �= 0. Then there exist three positive numbers
0
(which is independent of U), �0 and �̄ such that for any� ∈ (0, �̄] and every�̂ ∈ R,
the functionsw±

n (t) defined by

w±
n (t) := U(n − ct + �̂ ± �0�(e
0r − e−
0t )) ± �e−
0t

are a supersolution and a subsolution of(1.2) on [0,+∞), respectively.

Proof. Sinced > max{b′(0), b′(K)}, we can choose
0 > 0 and �∗ > 0 such that

d > 
0 + e
0r (max{b′(0), b′(K)} + �∗). (4.12)

By (1.4) and (1.5), there exists a�∗ > 0 such that

0�b′(�)�b′(0) + �∗, for all � ∈ [−�∗, �∗], (4.13)

0�b′(�)�b′(K) + �∗, for all � ∈ [K − �∗,K + �∗]. (4.14)

Let c0 = |c|r + (e
0r − 1). Then there exists a constantN0 = N0(U,
0, �
∗, �∗) > 0

such that

U(�)��∗, for all �� − N0/2+ c0, (4.15)

U(�)�K − �∗, for all ��N0/2− c0 (4.16)

and

d > 
0 + e
0r (max{b′(0), b′(K)} + �∗) + e
0rb′
max

∑
|i|>N0/2

J (i). (4.17)

Denote

m0 = m0(U,
0, �
∗, �∗) = min{U ′(�); |�|�N0} > 0,



170 S. Ma, X. Zou / J. Differential Equations 212 (2005) 129–190

and define

�0 := 1


0m0
[(e
0rb′

max− d) + 
0] > 0 (4.18)

and

�̄ = min

{
1

�0
, �∗e−
0r

}
.

For any given� ∈ (0, �̄], let � = n− ct + �̂ + �0�(e
0r − e−
0t ). Then for all t�0, we
have

S(w+
n )(t) : = d

dt
w+
n (t) − D[w+

n+1(t) + w+
n−1 − 2w+

n (t)] + dw+
n (t)

−
∑
i

J (i)b(w+
n−i (t − r))

= (−c + �0�
0e
−
0t )U ′(�) − �
0e

−
0t

−D[U(� + 1) + U(� − 1) − 2U(�)] + dU(�) + d�e−
0t

−
∑
i

J (i)b(U(� + cr − i + �0�(1− e
0r )e−
0t ) + �e−
0(t−r))

= �0�
0e
−
0tU ′(�) − �
0e

−
0t + d�e−
0t +
∑
i

J (i)b(U(� + cr − i))

−
∑
i

J (i)b(U(� + cr − i + �0�(1− e
0r )e−
0t ) + �e−
0(t−r))

= [�0
0U ′(�) − 
0 + d]�e−
0t

−
∑
i

J (i)b′(�i )[U ′(�i )�0�(1− e
0r )e−
0t + �e−
0(t−r)]

= {�0
0U ′(�) − 
0 + d +
∑
i

J (i)b′(�i )[U ′(�i )�0(e
0r − 1)

− e
0r ]}�e−
0t ,

where�i = � + cr − i + ��0�(1− e
0r )e−
0t and

�i = �U(� + cr − i + �0�(1− e
0r )e−
0t )

+��e−
0(t−r) + (1− �)U(� + cr − i). (4.19)
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Clearly, 0��i �K + �e
0r �K + �∗. Therefore,b′(�i )�0, and hence

S(w+
n )(t)�{�0
0U ′(�) − 
0 + d − e
0r

∑
i

J (i)b′(�i )}�e−
0t . (4.20)

We distinguish among three cases:
Case(i): |�|�N0. In this case, we have

S(w+
n )(t)�{�0
0m0 − 
0 + d − e
0rb′

max}�e−
0t = 0.

Case(ii): ��N0. For i ∈ [−�/2, �/2], we have
1
2N0�

1
2��� − i� 3

2�.

By the choice of�̄, for any � ∈ (0, �̄], we have�0��1, and hence

� + cr − i + �0�(1− e
0r )e−
0t � 1
2N0 + cr + �0�(1− e
0r )� 1

2N0 − c0

and

� + cr − i� 1
2N0 + cr� 1

2N0 − c0.

Therefore, it follows from (4.14) and (4.16) that

K + �∗ �K + �e
0r ��i �K − �∗,

and hence

b′(�i )�b′(K) + �∗.

Therefore, by (4.17) and (4.20), we have

S(w+
n )(t) � {−
0 + d − e
0rb′

max

∑
|i|>�/2

J (i) − e
0r
∑

|i|��/2

J (i)b′(�i )}�e−
0t

� {−
0 + d − e
0rb′
max

∑
|i|>N0/2

J (i) − e
0r (b′(K) + �∗)}�e−
0t

� 0.

Case (iii): �� − N0. In this case, the proof is similar to the case (ii) and thus is
omitted. This completes the proof.
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Let (U, c) be the solution given by Theorem 3.1, and letc �= 0. We define the
following functions:

w±(n, �, �)(t) = U(n − ct + � ± �0�(e
0r − e−
0t )) ± �e−
0t , (4.21)

where�0 and 
0 are as in Lemma 4.3. By the proof of Lemma 4.3, we can choose

0 > 0 as small as we wish.

Lemma 4.4. Assume that(H1)–(H3)hold. Let (U, c) be the solution given by Theorem
2.1, and let c �= 0. Let � = {�n}n∈Z with �n ∈ C([−r,0], [0,K]) be such that

lim inf
n→+∞ min

s∈[−r,0] �n(s) > u∗, lim sup
n→−∞

max
s∈[−r,0] �n(s) < u∗.

Then for any� > 0, there existT = T (�, �) > 0, � = �(�, �) ∈ R andh = h(�, �) > 0
such that

w−
0 (n,−cT + �, �)(s) < (un)T (s) < w+

0 (n,−cT + � + h, �)(s), s ∈ [−r,0], n ∈ Z.

Proof. By Lemma 4.1,un(t,�) exists globally for allt ∈ [0,∞) and 0�un(t,�)�K

for all t�0 and n ∈ Z. For any � > 0, we can choose a positive constant�1 =
�1(�,�) < min{�, �̄} such that

lim inf
n→+∞ min

s∈[−r,0] �n(s) > u∗ + �1

and

lim sup
n→−∞

max
s∈[−r,0] �n(s) < u∗ − �1.

Hence, there exists a constantM3 = M3(�1,�) > 0 such that

�n(s) < u∗ − �1, for all s ∈ [−r,0], n� − M3, (4.22)

�n(s) > u∗ + �1, for all s ∈ [−r,0], n�M3. (4.23)

Let � = �(�1) andC = C(�1) be defined in Lemma 4.2 with� replaced by�1. Define
�+ = −M3−Cr−2�−1 and�− = M3+Cr+2�−1, and let�±

n (t) be defined in Lemma
4.2. By (4.22), (4.23) and Remark 4.2, it follows that for alls ∈ [−r,0],

�n(s) < u∗ − �1��+
n (s), for n� − M3,

�n(s)�K < K + �1��+
n (s), for n��+ + Cr + 2�−1 = −M3

and
�n(s) > u∗ + �1��−

n (s), for n�M3,

�n(s)�0> −�1��−
n (s), for n��− − Cr − 2�−1 = M3.
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Therefore, we have

�−
n (s) < �n(s) < �+

n (s), s ∈ [−r,0], n ∈ Z. (4.24)

By Lemma 4.2 and the comparison, it follows that

�−
n (t) < un(t,�) < �+

n (t), t�0, n ∈ Z. (4.25)

Since �1 < �, we can choose a sufficiently large constantT > r such that, for all
t�T − r,

�1 + (u∗ − 2�1)e−�t < �, and K − �1 − (K − u∗ − 2�1)e−�t > K − �,

and hence, again by Remark 4.2, we find that fort�T ,

un(t,�) < �+
n (t) < �, for n��+ − Ct − 2�−1, (4.26)

and

un(t,�) > �−
n (t) > K − �, for n��− + Ct + 2�−1. (4.27)

Let x− = �+ −CT −2�−1 andx+ = �− +CT +2�−1. By (4.26) and (4.27), it follows
that, for all t ∈ [T − r, T ],

un(t,�) < �, for n�x−, un(t,�) > K − �, for n�x+. (4.28)

Take a large constantM4 > 0 so that

U(n) < �, for n� − M4, U(n) > K − �, for n�M4. (4.29)

Let � = −M4 − x+ − |c|(T + r), then forn�x+ and s ∈ [−r,0], by (4.28), we get

U(n − cs − cT + �) − ��K − � < (un)T (s,�),

and for n�x+ and s ∈ [−r,0], by (5.25), we get

U(n − cs − cT + �) − � � U(x+ + |c|(T + r) + �) − �

= U(−M4) − � < 0�(un)T (s,�).

Therefore, we have

U(n − cs − cT + �) − � < (un)T (s,�), for s ∈ [−r,0], n ∈ Z. (4.30)
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Let h = M4 − x− + |c|(T + r) − � = 2(M3 + M4) + 2(C + |c|)(T + r) + 8�−1 > 0.
Then for n�x− and s ∈ [−r,0], by (4.28), we get

U(n − cs − cT + � + h) + ��� > (un)T (s,�),

and for n�x− and s ∈ [−r,0], by (4.29), we get

U(n − cs − cT + � + h) + � � U(x− − |c|(T + r) + � + h) + �

= U(M4) + ��K > (un)T (s,�).

Therefore, we have

U(n − cs − cT + � + h) + � > (un)T (s,�), for s ∈ [−r,0], n ∈ Z. (4.31)

Thus, it follows from (4.30) and (4.31) that

U(n − cs − cT + � − �0�(e
0r − e−
0s)) − �e−
0s

< (un)T (s,�)

< U(n − cs − cT + � + h + �0�(e
0r − e−
0s)) + �e−
0s ,

for all s ∈ [−r,0] and n ∈ Z.

This completes the proof. �

Lemma 4.5. Assume that(H1)–(H3) hold. Let U(n − ct) be the traveling wave front
of (1.2) and c �= 0. Then there exists a positive numberε∗ such that ifun(t) is a
solution of (1.2) on [0,+∞) with 0�un(t)�K for t ∈ [0,+∞) and n ∈ Z, and for
some� ∈ R, h > 0, � > 0 and T �0, there holds

w−
0 (n,−cT + �, �)(s) < (un)T (s) < w+

0 (n,−cT + � + h, �)(s), s ∈ [−r,0], n ∈ Z,

then for anyt�T + r + 1, there exist�̂(t), �̂(t) and ĥ(t) such that

w−
0 (n,−ct + �̂(t), �̂(t))(s)

< (un)t (s)

< w+
0 (n,−ct + �̂(t) + ĥ(t), �̂(t))(s), s ∈ [−r,0], n ∈ Z,

with �̂(t), �̂(t) and ĥ(t) satisfying

�̂(t) ∈ [� − �0(2� + ε∗min{1, h})e
0r , � + h − �0(2� + ε∗min{1, h})e
0r ];
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�̂(t) = (� + ε∗min{1, h})e−
0[t−T−r−1];

ĥ(t) = h − 2�0ε∗min{1, h} + �0(3� + ε∗min{1, h})e
0r

= h − �0[ε∗min{1, h}(2− e
0r ) − 3�e
0r ] > 0.

Proof. By virtue of Lemma 4.3,w+(n,−cT+�+h, �)(t) andw−(n,−cT+�, �)(t) are a
supersolution and a subsolution of (1.2), respectively. Clearly,�n(t) = un(T + t), t�0,
is also a solution of (1.2) with(�n)0(s) = (un)T (s), s ∈ [−r,0], n ∈ Z. Then the
comparison implies that

w−(n,−cT + �, �)(t) < un(T + t) < w+(n,−cT + � + h, �)(t), t�0, n ∈ Z.

That is,

U [n − c(T + t) + � − �0�(e
0r − e−
0t )] − �e−
0t

< un(T + t)

< U [n − c(T + t) + � + h + �0�(e
0r − e−
0t )] + �e−
0t ,

t�0, n ∈ Z. (4.32)

Let m ∈ Z be such thatm − 1 < cT − ��m. Then it follows from Lemma 4.1 that
for all t > 0,

un(T + t) − w−(n,−cT + �, �)(t)

> e−(2D+d)t (Dt)|n−m|

|n − m|! [um(T ) − w−(m,−cT + �, �)(0)]

= e−(2D+d)t (Dt)|n−m|

|n − m|! [um(T ) − U(m − cT + � − �0�(e
0r − 1)) + �]

�e−(2D+d)t (Dt)|n−m|

|n − m|! [um(T ) − U(m − cT + �)]. (4.33)

Since lim|�|→+∞ U ′(�) = 0, we can fix a positive numberM5 > 0 such that

U ′(�)� 1

2�0
, for all |�|�M5. (4.34)

Let J = M5 + |c|(1+ r) + 3, h̄ = min{1, h}, and

ε1 = 1
2 min{U ′(�);0���2} > 0.
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Since 0�m − cT + ��m − cT + � + h̄�2, by the Mean Value Theorem, it follows
that

U(m − cT + � + h̄) − U(m − cT + �)�2ε1h̄,

and hence, one of the following must holds:

(i) um(T ) − U(m − cT + �)�ε1h̄,

(ii) U(m − cT + � + h̄) − um(T )�ε1h̄.

In what follows, we consider only case (i). Case (ii) is similar and thus the proof is
omitted. �

For any s ∈ [−r,0], |n − m|�J , letting t = 1+ r + s�1 in (5.29), we get

un(T + 1+ r + s)

> U [n − c(T + 1+ r + s) + � − �0�(e
0r − e−
0(1+r+s))] − �e−
0(1+r+s)

+e−(2D+d)(1+r+s) [D(1+ r + s)]|n−m|

|n − m|! [um(T ) − U(m − cT + �)]

�U [n − c(T + 1+ r + s) + � − �0�(e
0r − e−
0(1+r+s))] − �e−
0(1+r+s)

+�1h̄e−(2D+d)(1+r) D
|n−m|

|n − m|!
�U [n − c(T + 1+ r + s) + � − �0�(e
0r − e−
0(1+r+s))] − �e−
0(1+r+s)

+F0(J )�1h̄, (4.35)

whereF0(J ) = min0� j �J e
−(2D+d)(1+r)Dj/j !. Let J1 = J +|c|(1+r)+3, and choose

a positive constantε∗ > 0 such that

ε∗ � min

{
min|�|�J1

F0(J )ε1

2�0U ′(�)
,
1

3�0

}
, (4.36)

then

U [n − c(T + 1+ r + s) + � + 2�0ε∗h̄ − �0�(e
0r − e−
0(1+r+s))]
−U [n − c(T + 1+ r + s) + � − �0�(e
0r − e−
0(1+r+s))]

= U ′(�1)2�0ε∗h̄�F0(J )ε1h̄, (4.37)

where�1 = n− c(T + 1+ r + s)+ � − �0�(e
0r − e−
0(1+r+s))+ � · 2�0ε∗h̄, � ∈ (0,1),
and in the last inequality, we have used (4.36) and the estimate

|�1|� |n − m| + |m − cT + �| + |c|(1+ r) + �0�e
0r + 2�0ε∗ �J1.
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Hence, (4.35) and (4.37) imply that

un(T + 1+ r + s) > U [n − c(T + 1+ r + s) + � + 2�0ε∗h̄

−�0�(e
0r − e−
0(1+r+s))] − �e−
0(1+r+s). (4.38)

For s ∈ [−r,0] and |n − m|�J , it follows that

U [n − c(T + 1+ r + s) + � − �0�(e
0r − e−
0(1+r+s))]
−U [n − c(T + 1+ r + s) + � + 2�0ε∗h̄ − �0�(e
0r − e−
0(1+r+s))]

= −U ′(�2)2�0ε∗h̄� − ε∗h̄, (4.39)

where�2 = n− c(T + 1+ r + s)+ � − �0�(e
0r − e−
0(1+r+s))+ � · 2�0ε∗h̄, � ∈ (0,1),
and in the last inequality, we have used (4.34) and the estimate

|�2|� |n − m| − {|m − cT + �| + |c|(1+ r) + �0�e
0r + 2�0ε∗}�M5.

Therefore, it follows from (4.39) and (4.32) that for alls ∈ [−r,0] and |n − m|�J ,

un(T + 1+ r + s) > U [n − c(T + 1+ r + s) + � + 2�0ε∗h̄ − �0�(e
0r

− e−
0(1+r+s))] − �e−
0(1+r+s) − ε∗h̄. (4.40)

Combining (4.38) and (4.40), we find that for alls ∈ [−r,0] and n ∈ Z,

(un)T+1+r (s) > U [n − c(T + 1+ r + s) + � + 2�0ε∗h̄ − �0�(e
0r − e−
0(1+r+s))]
−�e−
0(1+r+s) − ε∗h̄

� U [x + cs + c(T + 1+ r) + � + 2�0ε∗h̄ − �0�e
0r

−�0(� + ε∗h̄)(e
0r − e−
0s)] − (� + ε∗h̄)e−
0s

= w−
0 (x, �, � + ε∗h̄)(s), s ∈ [−r,0], x ∈ R, (4.41)

where� = −c(T + 1+ r) + � + 2�0ε∗h̄ − �0�e
0r .
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Therefore, by the comparison, it follows that fort�T + 1+ r,

(un)t (s) > w−(n, �, � + ε∗h̄)(t − (T + 1+ r) + s)

� U [n − cs − ct + c(T + 1+ r) + � − �0(� + ε∗h̄)e
0r ]
−(� + ε∗h̄)e−
0[t−(T+1+r)] · e−
0s

� U [n − cs − ct + c(T + 1+ r) + � − �0(� + ε∗h̄)e
0r

−�0�̂(t)(e
0r − e−
0s)] − �̂(t)e−
0s

= w−
0 (n,−ct + �̂(t), �̂(t))(s), s ∈ [−r,0], n ∈ Z, (4.42)

where

�̂(t) = (� + ε∗h̄)e−
0[t−(T+1+r)] (4.43)

and

�̂(t) = −c(T + 1+ r) + � − �0(� + ε∗h̄)e
0r

= � + 2�0ε∗h̄ − �0(2� + ε∗h̄)e
0r . (4.44)

Clearly, by (4.36), it is easily seen that

�̂(t) ∈ [� − �0(2� + ε∗h̄)e
0r , � + h − �0(2� + ε∗h̄)e
0r ]. (4.45)

On the other hand, fort�T , by (4.32), we have

un(t) < U [n − ct + � + h + �0�(e
0r − e−
0(t−T ))] + �e−
0(t−T ),

which implies, for all t�T + 1+ r, that

(un)t (s) < U [n − c(t + s) + � + h + �0�(e
0r − e−
0(t+s−T ))] + �e−
0(t+s−T )

� U [n − cs − ct + � + h + �0�e
0r + �0�̂(t)(e
0r − e−
0s)] + �̂(t)e−
0s

= U [n − cs − ct + �̂(t) + (h − 2�0ε∗h̄ + �0(3� + ε∗h̄)e
0r )

+�0�̂(t)(e
0r − e−
0s)] + �̂(t)e−
0s , s ∈ [−r,0], n ∈ Z.

Therefore, fort�T + 1+ r, we have

(un)t (s) < w+
0 (n,−ct + �̂(t) + ĥ(t), �̂(t))(s), s ∈ [−r,0], n ∈ Z, (4.46)
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where

ĥ(t) = h − 2�0ε∗h̄ + �0(3� + ε∗h̄)e
0r

= h − �0[ε∗h̄(2− e
0r ) − 3�e
0r ] > 0, (4.47)

and in (4.47), we have used (4.36) and the estimate

h − 2�0ε∗h̄ > h − 3�0ε∗h̄�h − h̄�0.

Now the conclusions of the lemma follow from (4.42), (4.43), and (4.45), (4.46)
and (4.47).

Theorem 4.1. Assume that(H1)–(H3) hold. Let U(n− ct) with c �= 0 be the traveling
wave front of(1.2) as given in Theorem2.1.ThenU(n− ct) is globally asymptotically
stable with phase shift in the sense that there exists� > 0 such that for any� =
{�n}n∈Z with �n ∈ C([−r,0], [0,K]) satisfying

lim inf
n→+∞ min

s∈[−r,0] �n(s) > u∗, lim sup
n→−∞

max
s∈[−r,0] �n(s, x) < u∗,

the solutionun(t,�) of (1.2) satisfies

|un(t,�) − U(n − ct + �0)|�Me−�t , t�0, n ∈ Z,

for someM = M(�) > 0 and �0 = �0(�) ∈ R.

Proof. Let 
0,�0, �̄ be as in Lemma 4.3 with
0 > 0 chosen so thate
0r < 2, and let
ε∗ be as in Lemma 4.5 withε∗ > 0 chosen so that�0ε∗(2− e
0r ) < 1. We further
choose a 0< �∗ < min{�0

2 , �̄,
1
�0

} such that

1> k∗ := �0[ε∗(2− e
0r ) − 3�∗e
0r ] > 0

and then fix at∗ �r + 1 such that

e−
0(t
∗−r−1)(1+ ε∗/�∗) < 1− k∗.

We first prove the following two claims.
Claim 1. There existT ∗ = T ∗(�) > 0, �∗ = �∗(�) ∈ R such that

w−
0 (n,−cT ∗ + �∗, �∗)(s) < (un)T ∗(s,�) < w+

0 (n,−cT ∗ + �∗ + 1, �∗)(s),

s ∈ [−r,0], n ∈ Z. (4.48)
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Indeed, by Lemma4.4, there existT = T (�) > 0, � = �(�) ∈ R and h = h(�) > 0
such that

w−
0 (n,−cT + �, �∗)(s) < (un)T (s,�) < w+

0 (n,−cT + � + h, �∗)(s),

s ∈ [−r,0], n ∈ Z. (4.49)

If h�1, then the Claim 1 follows from the monotonicity ofU(·). In what follows,
we assume thath > 1, and let

N = max{m;m is a nonnegative integer andmk∗ < h}.

Since 0< k∗ < 1 and h > 1, we haveN�1, Nk∗ < h�(N + 1)k∗, and hence,
0< h−Nk∗ �k∗ < 1. Clearly, h̄ = min{1, h} = 1. By (4.49), the choice ofk∗ and t∗,
and Lemma 4.5, we have

w−
0 (n,−c(T + t∗) + �̂(T + t∗), �̂(T + t∗))(s)

< (un)T+t∗(s,�)

< w+
0 (n,−c(T + t∗) + �̂(T + t∗) + ĥ(T + t∗), �̂(T + t∗))(s),

s ∈ [−r,0], n ∈ Z, (4.50)

where

�̂(T + t∗) ∈ [� − �0(2�
∗ + ε∗)e
0r , � + h − �0(2�

∗ + ε∗)e
0r ],

�̂(T + t∗) = (�∗ + ε∗)e−
0[t∗−r−1] < �∗(1− k∗),

0� ĥ(T + t∗)�h − �0[ε∗(2− e
0r ) − 3�∗e
0r ] = h − k∗.

Repeating the same processN times, we then have that (4.50), withT + t∗ replaced
by T +Nt∗, holds for somê� ∈ R,0< �̂��∗(1− k∗)N , and 0� ĥ�h−Nk∗ < 1. Let
T ∗ = T + Nt∗, �∗ = �̂. Again by the monotonicity ofU(·), (4.48) then follows.

Claim 2. Let p = 1 + �0(2�
∗ + ε∗)e
0r , Tm = T ∗ + mt∗, �∗

m = (1 − k∗)m�∗ and
hm = (1− k∗)m < 1,m�0. Then there exists a sequence{�̂m}∞m=0 with �̂0 = �∗ such
that

|�̂m+1 − �̂m|�phm, m�0 (4.51)
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and

w−
0 (n,−cTm + �̂m, �m)(s) < (un)Tm(s,�) < w+

0 (n,−cTm + �̂m + hm, �
∗
m)(s),

s ∈ [−r,0], n ∈ Z, m�0. (4.52)

In fact, Claim 1 implies that (4.52) holds form = 0. Now suppose that (4.52)
holds for somem = 5�0. By Lemma 4.5, withT = T5, � = �̂5, h = h5, � = �∗

5 and
t = T5 + t∗ = T5+1�T5 + r + 1, we then have

w−
0 (n,−cT5+1 + �̂, �̂)(s) < (un)T5+1(s,�)

< w+
0 (n,−cT5+1 + �̂ + ĥ, �̂)(s), s ∈ [−r,0], n ∈ Z,

where

�̂ ∈ [�̂5 − �0(2�
∗
5 + ε∗h5)e
0r , �̂5 + h5 − �0(2�

∗
5 + ε∗h5)e
0r ],

�̂ = (�∗
5 + ε∗h5)e−
0[T5+1−T5−r−1]

= (1− k∗)5(�∗ + ε∗)e−
0[t∗−r−1]

� (1− k∗)5 · �∗(1− k∗)

= (1− k∗)5+1 · �∗ = �∗
5+1,

ĥ = h5 − �0[ε∗h5(2− e
0r ) − 3�∗
5e


0r ]
= (1− k∗)5{1− �0[ε∗(2− e
0r ) − 3�∗e
0r ]}
= (1− k∗)5+1 = h5+1.

We choose�̂5+1 = �̂. Then

|�̂5+1 − �̂5| � h5 + �0(2�
∗
5 + ε∗h5)e
0r

= [1+ �0(2�
∗ + ε∗)e
0r ]h5

= ph5.

It follows that (4.51) holds form = 5, and (4.52) holds form = 5 + 1. By induction,
(4.51) and (4.52) holds for allm�0.
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For everym�0, by (4.52) and the comparison, it follows that for allt�Tm, n ∈ Z,

U(n − ct + �̂m − �0�
∗
m(e


0r − e−
0(t−Tm))) − �∗
me

−
0(t−Tm)

< un(t,�)

< U(n− ct + �̂m +hm +�0�
∗
m(e


0r − e−
0(t − Tm)))+ �∗
me

−
0(t − Tm). (4.53)

For any t�T ∗, let m =
[
t−T ∗
t∗

]
�0 be the largest integer not greater thant−T ∗

t∗ , and

define �(t) = �∗
m, �(t) = �̂m − �0�

∗
me


0r , and h(t) = hm + 2�0�
∗
me


0r , then we have
Tm = T ∗ +mt∗ � t < T ∗ + (m+ 1)t∗ = Tm+1. By (4.53), it follows that for allt�T ∗
and n ∈ Z,

U(n − ct + �(t)) − �(t) < un(t,�) < U(n − ct + �(t) + h(t)) + �(t). (4.54)

Set � := − 1
t∗ ln(1 − k∗) > 0 and q = exp{−(1+ T ∗/t∗) ln(1− k∗)}. Since 0�

m� t−T ∗
t∗ < m + 1, we have

(1− k∗)m < (1− k∗)
t−T ∗
t∗ −1 = exp

{(
t − T ∗

t∗
− 1

)
ln(1− k∗)

}
= qe−�t .

Therefore, for anyt�T ∗, we have

�(t) = �∗
m = (1− k∗)m�∗ ��∗qe−�t , (4.55)

h(t) = hm + 2�0�
∗
me


0r = (1+ 2�0�
∗e
0r )(1− k∗)m�(1+ 2�0�

∗e
0r )qe−�t , (4.56)

and for anyt ′ � t�T ∗, by (4.51), we have

|�(t ′) − �(t)| = |�̂n − �0�
∗
me


0r − (�̂m − �0�
∗
me


0r )|
� |�̂n − �̂m| + �0|�∗

n − �∗
m|e
0r

�
n−1∑
5=m

ph5 + �0�
∗
me


0r

=
[
p

�∗
n−m−1∑
5=0

(1− k∗)5 + �0e
0r

]
�∗
m

�
( p

k∗�∗ + �0e
0r
)

�(t)

�
( p

k∗ + �0�
∗e
0r

)
qe−�t , (4.57)
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where n =
[
t ′−T ∗
t∗

]
�m =

[
t−T ∗
t∗

]
. Therefore, it follows from (4.57) that�0 :=

lim t→+∞ �(t) exists, and fort�T ∗, we have

|�0 − �(t)|�
( p

k∗ + �0�
∗e
0r

)
qe−�t . (4.58)

Set

M := max
{
U ′
max

[ p
k∗ + 3�0�

∗e
0r + 1
]
q + �∗q,2Ke�T ∗}

.

it then follows from (4.54)–(4.56) and (4.58) that for allt�T ∗,

|un(t,�) − U(n − ct + �0)| � U ′
max[|�(t) − �0| + h(t)] + �(t)

�
{
U ′
max

[ p
k∗ + 3�0�

∗e
0r + 1
]
q + �∗q

}
e−�t ,

which together with the fact that|un(t,�) − U(n − ct + �0)|�2K, t ∈ [0, T ∗] yields
|un(t,�) − U(n − ct + �0)|�Me−�t for all t�0. The proof is complete. �

5. Propagation failure of traveling waves

An important qualitative difference between traveling wave solutions of the two
systems (1.1) and (1.2) is the occurrence of “propagation failure” or “pinning” in the
discrete system (1.2). In this section, we shall find some criteria for pinning of traveling
waves for the equation (1.2).
The following theorem is an easy consequence of Theorem 2.1 and Theorem 4.1.

Theorem 5.1. Assume that(H1)–(H3) hold. Then (1.2) admits pinning if and only if
one of the following statements holds true:
(i) the equation

D[un+1 + un−1 − 2un] − dun +
∑
i

J (i)b(un−i ) = 0 (5.1)

has a solutionu = {un}n∈Z with un ∈ [0,K] for all n ∈ Z satisfyinglim supn→−∞ un <

u∗ and lim inf n→+∞ un > u∗;
(ii) Eq. (5.1) has a strictly monotone solutionu = {un}n∈Z satisfyinglimn→−∞ un = 0
and limn→+∞ un = K.
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Consider the one-parameter family of equations

�D[un+1 + un−1 − 2un] − dun + (1− �
∑
i �=0

J (i))b(un)

+ �
∑
i �=0

J (i)b(un−i ) = 0, � ∈ [0,1]. (5.2)

Lemma 5.1. Any bounded non-constant solutionu = {un}n∈Z of (5.2) satisfies0�un
�K. If � ∈ (0,1], then the strict inequality

0< un < K, f or all n ∈ Z (5.3)

holds true.

Proof. SetM− = inf n∈Z un, M+ = supn∈ Z un. Let {n−
j } be a sequence inZ such

that un−
j

→ M− as j → ∞, and {n+
j } a sequence such thatun+

j
→ M+ as j → ∞.

If M− andM+ are achieved at some pointsn− or n+ ∈ Z, then the corresponding
sequence{n−

j } or {n+
j } is defined asn−

j ≡ n− or n+
j ≡ n+. We have

(2�D + d)un−
j

= �D[un−
j +1 + un−

j −1] + (1− �
∑
i �=0

J (i))b(un−
j
)

+ �
∑
i �=0

J (i)b(un−
j −i )

� 2�DM− + b(M−).

Passing to the limit asj → ∞ in the last inequality, we get

dM− �b(M−), (5.4)

from which it follows thatM− �0. A similar argument can be used to show that
M+ �K.
Next, we show that (5.3) holds if� ∈ (0,1]. Without loss of generality, we suppose

that un0 = K and un0−1 < K for somen0 ∈ Z, then

K = un0 = 1

2�D + d
{�D[un0+1 + un0−1] + (1− �

∑
i �=0

J (i))b(un0)

+ �
∑
i �=0

J (i)b(un0−i )}
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<
1

2�D + d
{2�DK + b(K)} = K,

a contradiction. This contradiction shows thatun < K for all n ∈ Z. Similarly, we can
show thatun > 0 for all n ∈ Z and thus completes the proof. �

Lemma 5.2. For � ∈ (0,1], any bounded non-constant solutionu = {un}n∈Z of (5.2)
satisfies

2D(K − un) + (dK − b(un))
∑
i �=0

J (i) > dun − b(un)

and

2Dun + b(un)
∑
i �=0

J (i) > b(un) − dun.

Proof. By virtue of Lemma 5.1, we have 0< un < K, and hence

0 < (2�D + d)un − (1− �
∑
i �=0

J (i))b(un)

= �D[un+1 + un−1] + �
∑
i �=0

J (i)b(un−i )

< 2�DK + �dK
∑
i �=0

J (i),

from which the conclusion follows. The proof is complete.�

In what follows, we shall give some sufficient conditions for the existence of non-
constant solutions to (5.1).

Theorem 5.2. Assume that(H1)–(H3) hold. Assume that

∑
i �=0

J (i) < min

{
max

u∈[0,u∗]

{
du − b(u)

dK − b(u)

}
, max

u∈[u∗,K]

{
b(u) − du

b(u)

}}
(5.5)
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and

D� 1
2 min

{
maxu∈[0,u∗]

{[
du−b(u)
dK−b(u)

− ∑
i �=0

J (i)

]
dK−b(u)
K−u

}
,

max
u∈[u∗,K]

{[
b(u)−du
b(u)

− ∑
i �=0

J (i)

]
b(u)
u

}}
.

(5.6)

Let

u− := inf {u ∈ (0,K]| 2D(K − u) + [dK − b(u)]
∑
i �=0

J (i)�du − b(u)}

and

u+ := sup{u ∈ [0,K)| 2Du + b(u)
∑
i �=0

J (i)�b(u) − du}.

Suppose thatd > b′
D := sup{b′(u)| u ∈ [0, u−) ∪ (u+,K]}. Then for any two disjoint

subsetsS− andS+ of Z with S−∪S+ = Z, (5.1)admits a unique solutionu = {un}n∈Z

satisfyingun ∈ [0, u−) for n ∈ S− and un ∈ (u+,K] for n ∈ S+.

Remark 5.1. In fact, sinceD > 0, it is easily seen that (5.5) holds if (5.6) holds.

Proof of Theorem 5.2.By (5.5) and (5.6), it is easily seen that there existu1 ∈ (0, u∗)
and u2 ∈ (u∗,K) such that

2D(K − u1) + (dK − b(u1))
∑
i �=0

J (i)�du1 − b(u1) (5.7)

and

2Du2 + b(u2)
∑
i �=0

J (i)�b(u2) − du2. (5.8)

Therefore, by the definition, we haveu− ∈ [0, u1] and u+ ∈ [u2,K].
ConsiderG(u, �) = {Gn(u, �)}n∈Z, u = {un}n∈Z, defined by

Gn(u, �) := �D[un+1 + un−1 − 2un] − dun + (1− �
∑
i �=0

J (i))b(un)

+ �
∑
i �=0

J (i)b(un−i ). (5.9)



S. Ma, X. Zou / J. Differential Equations 212 (2005) 129–190 187

Then u0 = {u0n}n∈Z with u0n = 0 for n ∈ S− andK for n ∈ S+ satisfiesG(u0,0) = 0.
It is easily seen that the Frechet derivativeDuG(u0,0) of G at (u0,0) is given by

[DuG(u0,0)v]n = −[d − b′(u0n)]vn, for v = {vn} ∈ l∞.

SinceDuG(u0,0) is invertible in l∞, by the Implicit Function Theorem, there exist
some�0 > 0 and a unique continuous mapu(�) from [0, �0] to l∞ such thatu(0) = u0

andG(u(�), �) = 0 for � ∈ [0, �0]. Moreover, by (5.7), (5.8) and Lemma 5.2, it is easy
to see thatun(�) ∈ [0, u−) for n ∈ S− and un(�) ∈ (u+,K] for n ∈ S+. We continue
this solution to the interval� ∈ [0,1] in the following way.
Suppose that for some�1 ∈ [�0,1), such a solutionu = u(�1) exists to the equation

G(u, �1) = 0. First, we show that there exists� > 0 such that for� ∈ [�1, �1 + �),
G(u, �) = 0 has a solution with the above described property.
By the Implicit Function Theorem, it suffices to show thatDuG(u(�1), �1) is invert-

ible. It is easy to see that for anyv ∈ l∞,

[DuG(u(�1), �1)v]n
= �1D[vn+1 + vn−1 − vn] − dvn + (1− �1

∑
i �=0

J (i))b′(un(�1))vn

+�1
∑
i �=0

J (i)b′(un−i (�1))vn−i

= (2�1D + d)


 1

2�1D + d
[�1D(vn+1 + vn−1) + (1− �1

∑
i �=0

J (i))b′(un(�))vn

+�1
∑
i �=0

J (i)b′(un−i (�1))vn−i] − vn


 . (5.10)

Since un(�1) ∈ [0, u−) ∪ (u∗,K], we haved�b′(un(�1)) if
∑
i �=0

J (i) > 0 and d >

b′(un(�1) if
∑
i �=0

J (i) = 0. Therefore, it follows from the fact that�1 < 1 that for

v ∈ l∞ with |v|l∞ > 0,

|�1D(vn+1+vn−1)+(1− �1
∑
i �=0

J (i))b′(un(�1))vn+�1
∑
i �=0

J (i)b′(un−i (�1))vn−i |

�
(
2�1D + b′

D

) |v|l∞
< (2�1D + d)|v|l∞ ,

which together with (5.10) implies thatDuG(u(�1), �1) is invertible.
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To show that we can continue the solution to� ∈ [�0,1], we argue by contradiction.
Suppose that there is somē� ∈ [�0,1] such that a solutionu(�) = {un(�)}, with
un(�) ∈ [0, u−) for n ∈ S− and un(�) ∈ (u+,K] for n ∈ S+, exists for� ∈ [�0, �̄),
but not for � = �̄. Choose a sequence�j → �̄ as j → ∞. By a diagonal argument,
there exists a subsequence, which we also denote by�j , such thatun(�j ) → un(�̄) for
all n ∈ Z, as j → ∞. Continuity and the Dominated Convergence Theorem implies
that u = u(�̄) is a solution ofG(u, �̄) = 0. By (5.7), (5.8) and Lemma 5.2, we find
that un(�̄) ∈ [0, u−) for n ∈ S− and un(�̄) ∈ (u+,K] for n ∈ S+. This completes the
existence proof.
Finally, suppose that there are two distinct solutionsu1 and u2 of (5.1), such that

u1n, u
2
n ∈ [0, u−) for n ∈ S− and u1n, u

2
n ∈ (u+,K] for n ∈ S+. Then

|u1n − u2n| � 1

2D + d

[
2D +

∑
i

J (i)b′(�iu1n−i + (1− �i )u2n−i )

]
|u1 − u2|l∞

� 2D + b′
D

2D + d
|u1 − u2|l∞

< |u1 − u2|l∞ ,

where�i ∈ (0,1) for i ∈ Z, which is a contradiction. This contradiction establish the
statement for uniqueness and completes the proof.�

In particular, takingS− = Z \ N and S+ = N in Theorem 5.2, we then get the
following

Corollary 5.1. Under the conditions given in Theorem5.2, (1.2) admits pinning. In
particular, pinning occurs provided thatD > 0 and

∑
i �=0 J (i)�0 are small enough.
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