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a b s t r a c t

The subdivision graph S(Σ) of a graph Σ is obtained from Σ by ‘adding a vertex’ in the
middle of every edge of Σ . Various symmetry properties of S(Σ) are studied. We prove
that, for a connected graph Σ , S(Σ) is locally s-arc transitive if and only if Σ is ⌈

s+1
2 ⌉-arc

transitive. The diameter of S(Σ) is 2d + δ, where Σ has diameter d and 0 ⩽ δ ⩽ 2, and
local s-distance transitivity of S(Σ) is defined for 1 ⩽ s ⩽ 2d+δ. In the general case where
s ⩽ 2d − 1 we prove that S(Σ) is locally s-distance transitive if and only if Σ is ⌈

s+1
2 ⌉-arc

transitive. For the remaining values of s, namely 2d ⩽ s ⩽ 2d+ δ, we classify the graphs Σ

for which S(Σ) is locally s-distance transitive in the cases, s ⩽ 5 and s ⩾ 15 + δ. The cases
max{2d, 6} ⩽ s ⩽ min{2d + δ, 14 + δ} remain open.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

All graphs in this paper are simple and undirected, that is to say, a graphΣ consists of a vertex setV (Σ) and a subset E(Σ)
of unordered pairs from V (Σ), called edges. The subdivision graph S(Σ) of a graph Σ is defined as the graph with vertex set
V (Σ) ∪ E(Σ) and edge set {{x, e} | x ∈ V (Σ), e ∈ E(Σ), x ∈ e}. Informally, S(Σ) is the graph obtained from Σ by ‘adding
a vertex’ in the middle of each edge of Σ . The purpose of this paper is to elucidate connections between various symmetry
properties of Σ and of its subdivision graph S(Σ), in particular local s-arc-transitivity, and local s-distance transitivity
(defined in Section 2). These properties are generalisations and natural analogues of graph properties extensively studied in
the literature, namely s-arc transitivity introduced by Tutte [12,13] and distance transitivity introduced by Higman [8], and
studied further by Biggs and many others (see [2,3,11,14,15]). Moreover, the families of locally s-arc transitive graphs and
locally s-distance transitive graphs were analysed in [7] and [5], respectively.

In Section 2, we give basic graph theoretic concepts and notation, including definitions of the transitivity properties we
study. Some basic properties of S(Σ) are given in Section 3. First, S(Σ) is bipartite and is connected if Σ is connected, and
the graph Σ can be reconstructed from S(Σ) (in the exceptional case where Σ is a cycle, reconstruction of Σ from S(Σ)
is up to isomorphism only). Cycles arise as exceptions in other ways also. The automorphism group Aut (Σ) acts on V (Σ)
and E(Σ) and preserves the incidence of S(Σ) giving a natural embedding Aut (Σ) ≤ Aut (S(Σ)). With the exception of
cycles, this embedding is an isomorphism. For cycles Σ = Cn, S(Σ) = C2n and Aut (S(Σ)) = D4n = (Aut (Σ)).2. Note that
the subdivision graphs of cycles are vertex transitive, while for all other graphs Σ , Aut (S(Σ)) = Aut (Σ) fixes V (Σ) and
E(Σ) setwise.

In Section 4, we prove a decisive relationship between the levels of arc transitivity of Σ and S(Σ).

Theorem 1.1. Let Σ be a connected graph, s a positive integer, and G ≤ Aut (Σ). Then S(Σ) is locally (G, s)-arc transitive if
and only if Σ is (G, ⌈ s+1

2 ⌉)-arc transitive.
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Table 1
Σ and G for s = 2, 3, 4, 5.

Σ s d δ Aut (Σ) G

K2 2 1 0 S2 S2
K3 2, 3 1 1 S3 S3
Kn , (n ≥ 4) 2, 3 1 2 Sn 3-transitive subgroup of Sn

4 4-transitive subgroup of Sn or
n = 9 and G = P0L(2, 8)

Kn,n ,
(n ≥ 2)

4 2 0 Sn ≀ S2 Conditions of Proposition 5.2

C5 4, 5 2 1 D10 D10
P 4, 5 2 2 S5 S5
HoSi 4, 5 2 2 PSU(3, 5).2 PSU(3, 5) or PSU(3, 5).2

This generalises Theorem 3.10 of [7], which proves the result for odd s. The concepts of (G, 1)-arc transitivity and
(G, 1)-distance transitivity are equivalent, as are their local variants. Thus Theorem 1.1 implies the equivalence of (G, 1)-
arc transitivity of Σ and local (G, 1)-distance transitivity of S(Σ). Moreover, if s = 2 or 3, then the local (G, s)-distance
transitivity of S(Σ) is equivalent to the (G, 2)-arc transitivity of Σ , see Corollary 4.2. A similar relationship holds for larger
values of s provided s ≤ 2 diam(Σ) − 1 (proved in Section 4).

Theorem 1.2. Let Σ be a connected graph and s a positive integer such that s ≤ 2 diam(Σ)−1 (so in particular diam(S(Σ)) >
s). Then S(Σ) is locally (G, s)-distance transitive if and only if Σ is (G, ⌈ s+1

2 ⌉)-arc transitive.

We denote the diameter of Σ by d. The diameter of S(Σ) is 2d+ δ with δ ∈ {0, 1, 2} (see Remark 3.1). Thus the s-values
for which Theorem 1.2 gives no information are those satisfying 2d ≤ s ≤ 2d + δ. For very large and very small values of s
in this range we can determine explicitly the pairs Σ,G for which S(Σ) is locally (G, s)-distance transitive. In this result, P
and HoSi denote the Petersen graph and the Hoffman–Singleton graph, respectively.

Theorem 1.3. Let Σ be a connected graph with |V (Σ)| ≥ 2 and diameter d, let G ≤ Aut (Σ), and let s be a positive integer
such that 2d ≤ s ≤ 2d + δ = diam(S(Σ)).

(a) If s ≥ 15 + δ, then S(Σ) is locally (G, s)-distance transitive if and only if Σ = Cn and G = D2n, either with n = s, or with
n = s + 1 odd.

(b) If s ≤ 5, then S(Σ) is locally (G, s)-distance transitive if and only if Σ and G are as in Table 1.

The first part of Theorem 1.3 is an application of the deep theorem of Weiss [15] that the only 8-arc transitive graphs
are the cycles, while the second part uses the classification by Ivanov [10] of 3-arc transitive graphs of girth 5. As R. Weiss’s
result relies on the finite simple group classification so also does Theorem 1.3(a). The local distance transitivity properties
claimed for the graphs S(Σ) in Table 1 are established in Section 5.

We prove in fact that, for each of the graphs Σ in Table 1, S(Σ) is locally distance transitive. This enables us to classify
all graphs Σ of diameter at most 2 for which S(Σ) is locally distance transitive.

Corollary 1.4. Let Σ be a connected graph with |V (Σ)| ≥ 2 and diam(Σ) ≤ 2, and let G ≤ Aut (Σ). Then S(Σ) is locally
G-distance transitive if and only if Σ,G are as in Table 1 (for the maximum value of s).

The first two authors are considering the unresolved cases of Theorem 1.3, attacking in particular the problem:

Problem 1.5. Classify graphs Σ for which S(Σ) is locally distance transitive.

2. Concepts and symmetry for graphs

For a positive integer s, an s-arc of a graph Σ is an (s + 1)-tuple (v0, v1, . . . , vs) of vertices such that {vi−1, vi} ∈ E(Σ)
for 1 ≤ i ≤ s, and vj−1 ≠ vj+1 for 1 ≤ j ≤ s − 1. The integer s is called the length of the s-arc. A 1-arc is often called an arc.

The distance between two vertices v1 and v2, denoted by dΣ (v1, v2), is the minimum number s such that there exists an
s-arc from v1 to v2. For a connected graph Σ , the diameter of Σ , denoted diam(Σ), is the maximum distance between two
vertices of Σ . For 0 ≤ i ≤ diam(Σ) define

Σi := {(v, w) ∈ V (Σ) × V (Σ) | dΣ (v, w) = i}

and, for v ∈ V (Σ), define Σi(v) := {w ∈ V (Σ)|dΣ (v, w) = i}. We often write Σ(v) for Σ1(v). A graph Σ is bipartite if its
vertex set can be partitioned into two non-empty sets called biparts such that every edge has one vertex in each bipart.

We denote a complete graph and a cycle on n vertices by Kn and Cn respectively; Km,n denotes the complete bipartite
graph with biparts of sizesm and n. A graph is regular if its vertices have a constant valency, that is, lie in a constant number
of edges. If Σ contains a cycle then the girth of Σ is the length of its shortest cycle.
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Table 2
Properties P for G-action on a connected graph Σ .

Property P P (Σ) = {∆i|1 ≤ i ≤ s}, and
∆s ≠ ∅

G-arc transitivity s = 1 and ∆1 = Σ1
(G, s)-arc transitivity ∆i is the set of i-arcs of Σ
(G, s)-distance
transitivity

∆i = Σi

G-distance transitivity s = diam(Σ) and ∆i = Σi

Table 3
Local properties P for G-action on a connected graph Σ .

Local property P P (Σ, v) = {∆i(v)|1 ≤ i ≤ s}, and ∆s(v) ≠

∅ for some v

Local G-arc transitivity s = 1 and ∆1(v) = Σ1(v)

Local (G, s)-arc transitivity ∆i(v) is the set of i-arcs of Σ with initial vertex v

Local (G, s)-distance
transitivity

∆i(v) = Σi(v)

Local G-distance transitivity s = diam(Σ) and ∆i(v) = Σi(v)

Let G ≤ Aut (Σ). The properties we study are defined relative to the G-action on Σ . Each property P is defined by the
requirement that G be transitive on each set in some collection P (Σ) of sets, as in Table 2. Moreover, each property has a
‘local variant’ that is defined by requiring that, for each v ∈ V (Σ), the stabiliser Gv be transitive on each set in a related
collection P (Σ, v) of sets, as in Table 3. Notice that our definition of local (G, s)-arc transitivity is slightly stronger that the
definition in [7] (actually it is equivalent to our definition as long as Σ has no vertex with valency 1).

These concepts are sometimes used without reference to a particular group G, especially when G = Aut (Σ). It follows
from the definitions that, for s ≥ 2, (local) (G, s)-arc transitivity implies (local) (G, s − 1)-arc transitivity, and (local) (G, s)-
distance transitivity implies (local) (G, s − 1)-distance transitivity.

Remark 2.1. For s = 1, several of the concepts coincide. Indeed, for a connected graph Σ and G ≤ Aut (Σ), the properties
of local G-arc transitivity, local (G, 1)-arc transitivity and local (G, 1)-distance transitivity are equivalent.

Lemma 2.2. Let Σ be a connected graph and let G ≤ Aut (Σ).

(a) If G is intransitive on V (Σ), then each of the equivalent conditions of Remark 2.1 holds if and only if G is transitive on E(Σ).
Moreover, in this case, Σ is a bipartite graph and the G-orbits in V (Σ) are the two biparts.

(b) Σ is locally (G, 2)-arc transitive if and only if, for all v ∈ V (Σ), Gv is 2-transitive on Σ1(v).

This Lemma is very easy to prove. See for instance [7, Lemma 3.1, Lemma 3.2] for details, noticing that with our definition
of local (G, s)-arc transitivity, the hypothesis that no vertex has valency 1 can be dropped.

Each of the ‘global’ properties P for a graph Σ implies the local variant, but the converse is not true in general. For
example if Σ = Km,n and G = Sm × Sn, then all the local properties, but none of the global properties, hold with s = 2.
However, for each of the local properties, the corresponding global property holds if and only if G is transitive on V (Σ) (and
in this case, in particular, all vertices have the same valency).

3. Basic properties of subdivision graphs

Wegive some further definitions and results related to graphs thatwill be used in the next sections. The line graph L(Σ) of
a graphΣ is defined as the graphwith vertex set E(Σ) and edges {e1, e2}, for e1, e2 ∈ E(Σ) such that e1∩e2 ≠ ∅. The distance
2 graph ofΣ is the graphΣ [2] with the same vertex set asΣ butwith the edge set replaced by the set of all vertex pairs {u, v}

such that dΣ (u, v) = 2. If Σ is connected, then all vertices at even Σ-distance from v lie in the same connected component
of Σ [2], as do all vertices at odd Σ-distance from v, and so Σ [2] has at most two connected components. Moreover, if Σ is
connected and bipartite, then Σ [2] has exactly two components.

Clearly, if Σ is connected, then the subdivision graph S(Σ) is connected and bipartite with biparts V (Σ) and E(Σ). Note
that, in S(Σ), each vertex in E(Σ) has valency 2 while the valency of each vertex in V (Σ) is equal to its valency in Σ .

The graph S(Σ) is closely related to the line graph L(Σ) ofΣ , the link arising via the distance 2 graph S(Σ)[2] of S(Σ). As
mentioned in the introduction, for connected graphsΣ , we can reconstructΣ from its subdivision graph S(Σ). Indeed, for a
connected graphΣ (not K1), S(Σ)[2] has two connected components, namelyΣ and L(Σ). Moreover, eitherΣ ∼= L(Σ) ∼= Cn
for some n ≥ 3, or Σ is the unique connected component of S(Σ)[2] containing vertices of valency different from 2 in S(Σ).

The diameter of Σ and S(Σ) are linked in the following way.

Remark 3.1. Suppose that Σ is a connected graph with |V (Σ)| ≥ 2. Then
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(a) Distances in Σ and Γ = S(Σ) are related as follows: for α, β ∈ V (Γ ),

dΓ (α, β) =

2dΣ (α, β) if α and β ∈ V (Σ);
2min{dΣ (α, u), dΣ (α, v)} + 1 if α ∈ V (Σ) and β = {u, v} ∈ E(Σ);
2min{dΣ (x, y), dΣ (x, v), dΣ (y, u), dΣ (u, v)} + 2 if α = {x, u} and β = {y, v} ∈ E(Σ);

(b) It follows easily that diam(Γ ) = 2diam(Σ) + δ for some δ ∈ {0, 1, 2}.
(c) The inequality 0 ≤ δ ≤ 2 cannot be improved (as is illustrated by the complete graphs on up to 4 vertices). Note that

δ = 2 if and only if Σ contains two edges e = {x, y}, f = {u, v} ∈ E(Σ) satisfying dΣ (x, u) = dΣ (x, v) = dΣ (y, u) =

dΣ (y, v) = diam(Σ).

4. Local distance and arc transitivity of S(Σ)

By Remark 3.1, from now on we assume the following hypothesis.

Hypothesis 1. Σ is a connected graph of diameter d with |V (Σ)| ≥ 2, such that S(Σ) has diameter 2d + δ, for some
δ ∈ {0, 1, 2}, and G ≤ Aut (Σ).

We study relationships between various symmetry properties of Σ and S(Σ). In particular we prove Theorems 1.1 and
1.2. First we consider the effect of local transitivity conditions on S(Σ) related to edges of Σ . Note that the assumption
Σ ≠ K2, under Hypothesis 1, is equivalent to the condition that Σ contains at least one 2-arc.

Lemma 4.1. Suppose that Hypothesis 1 holds, and in part (b) suppose that Σ ≠ K2. Set Γ := S(Σ).

(a) If Ge is transitive on Γ1(e) for all e ∈ E(Σ), then Σ is G-vertex transitive.
(b) Ge is transitive on Γ1(e) and Γ2(e) for all e ∈ E(Σ) if and only if either Σ is (G, 2)-arc transitive, or Σ = Cn with n even

and G ∼= Dn has two orbits in E(Σ).

Proof. (a) Let u, v ∈ V (Σ). There is a path x1, x2, x3, . . . , xn in Σ such that x1 = u, xn = v, since Σ is connected. By
assumption, for each i there exists gi ∈ G{xi,xi+1} such that xgii = xi+1. The element g1g2 · · · gn−1 maps x1 = u to xn = v.

(b) Let e = {u, v} ∈ E(Σ). Then Γ1(e) = {u, v} and Γ2(e) = (Γ1(u) ∪ Γ1(v)) \ {e}. Moreover, Ge is transitive on Γ2(e)
if and only if Ge is transitive on Γ1(e) and the stabiliser Gu,v is transitive on Γ1(u) \ {e} (or equivalently Gu,v is transitive on
Σ1(u) \ {v}).
(H⇒) Suppose that, for all e ∈ E(Σ), Ge is transitive on Γi(e), for i = 1, 2, and let e = {u, v} ∈ E(Σ). By Part (a), G is
transitive on V (Σ), and so, since Σ is connected and Σ ≠ K2, all vertices of Σ have valency at least 2. As discussed above,
Gu,v is transitive onΣ1(u)\{v}, and this holds for all edges {u, v′

} containing u. IfΣ has valency at least 3 then the subgroup
⟨Gu,v′ | v′

∈ Σ1(u)⟩ of Gu is transitive on Σ1(u), and it follows that Gu is 2-transitive on Σ1(u). In this case Σ is G-vertex
transitive by part (a), and locally (G, 2)-arc transitive by Lemma 2.2(b), and hence Σ is (G, 2)-arc transitive. On the other
hand if Σ has valency 2 then Σ = Cn for some n. By part (a), G is transitive on V (Σ) and we have that Ge interchanges the
endpoints of e. Thus either G = D2n is 2-arc transitive on Σ , or n is even and G ∼= Dn with two orbits on E(Σ).
(⇐H) In the exceptional casewhereG = Dn actingwith two edge orbits on Cn, the required properties ofGe hold for all edges
e. Thus we may suppose that Σ is (G, 2)-arc transitive. In particular G is transitive on V (Σ), and so, since Σ is connected
and Σ ≠ K2, all vertices of Σ have valency at least 2. Also Σ is (G, 1)-arc transitive so Ge is transitive on Γ1(e) for each edge
e. Further, by Lemma 2.2(b), Gu is 2-transitive on Σ(u) for all u ∈ V (Σ). Therefore, for e = {u, v} ∈ E(Σ), Gu,v is transitive
on Σ1(u) \ {v}. Thus by our remarks above, Ge is transitive on Γ2(e) for all e = {u, v} ∈ E(Σ), �

4.1. Proof of Theorem 1.1

Let Γ = S(Σ), let t := ⌈
s+1
2 ⌉, and note that 2t − 1 = s if s is odd, and 2t − 2 = s if s is even.

Suppose that Σ is (G, t)-arc transitive. We prove first that Γ is locally (G, 2t − 1)-arc transitive. Let α =

(u0, e0, u1, e1, . . . , ut−1, et−1) and α′
= (u0, e′

0, u
′

1, e
′

1, . . . , u
′

t−1, e
′

t−1) be (2t − 1)-arcs in Γ with initial vertex u0 ∈ V (Σ).
Thus α̂ := (u0, u1, . . . , ut−1, ut) and α̂′ := (u0, u′

1, . . . , u
′

t−1, u
′
t) are t-arcs in Σ where et−1 = {ut−1, ut}, e′

t−1 = {u′

t−1, u
′
t}.

By assumption there exists g ∈ Gu0 such that α̂g
= α̂′, and hence αg

= α′. Thus Gu0 acts transitively on (2t − 1)-
arcs in Γ starting with u0. Now consider (2t − 1)-arcs in Γ of the form β = (e0, u1, e1, . . . , us−1, et−1, ut) and β ′

=

(e0, u′

1, e
′

1, . . . , u
′

s−1, e
′

t−1, u
′
t) with initial vertex e0 ∈ E(Σ). Now e0 = {u0, u1} = {u′

0, u
′

1}, and β, β ′ correspond to t-arcs
β̂ := (u0, u1, . . . , ut−1, ut) and β̂ ′ := (u′

0, u
′

1, . . . , u
′

t−1, u
′
t) in Σ . Hence, there exists g ∈ G such that β̂g

= β̂ ′. The element
g fixes e0 setwise and therefore satisfies βg

= β ′. Thus Γ is locally (G, 2t − 1)-arc transitive. Since 2t − 1 ≥ s, we have that
Γ is locally (G, s)-arc transitive.

Conversely, suppose Γ is locally (G, s)-arc transitive. We prove that Σ is (G, t)-arc transitive. Consider two t-arcs
α = (u0, u1, . . . , ut) and α′

= (u0, u′

1, . . . , u
′
t) in Σ with initial vertex u0. The corresponding (2t − 1)-arcs in Γ are

α̂ := (u0, e0, u1, e1, . . . , ut−1, et−1) and α̂′
:= (u0, e′

0, u
′

1, e
′

1, . . . , u
′

t−1, e
′

t−1), where for i < t , ei = {ui, ui+1} and
e′

i = {u′

i, u
′

i+1}, and u′

0 = u0. Suppose first that s is odd (so that s = 2t − 1). Then Γ is locally (G, 2t − 1)-arc transitive so
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there exists g ∈ Gu0 such that α̂g
= α̂′. Thus egt−1 = e′

t−1 and ug
t−1 = u′

t−1, and hence ug
t = u′

t and αg
= α′. Therefore Σ is

locally (G, t)-arc transitive. By Lemma 4.1, G is vertex transitive on Σ , and hence Σ is (G, t)-arc transitive.
Finally suppose that s is even, so that s = 2t − 2 and Γ is locally (G, 2t − 2)-arc transitive. Note that t ≥ 2 in this

case. Then the (2t − 1)-arcs of Γ in the previous paragraph are of the form α̂ = (β, et−1) and α̂′
= (β ′, e′

t−1) with
β, β ′ both (2t − 2)-arcs in Γ with initial vertex u0. Since Γ is locally (G, 2t − 2)-arc transitive, there exists g ∈ Gu0
such that βg

= β ′. Thus αg
= (β ′, egt−1) and egt−1 = {ug

t−1, u
g
t } = {u′

t−1, u
g
t }. Now we also have two (2t − 2)-arcs

γ := (e′

0, u
′

1, e
′

1, . . . , u
′

t−1, e
g
t−1) and γ ′

:= (e′

0, u
′

1, e
′

1, . . . , u
′

t−1, e
′

t−1) in Γ with initial vertex e′

0, so there exists h ∈ Ge′0

such that γ h
= γ ′. Since {u0, u′

1} = e′

0 = e′

0
h

= {uh
0, u

′

1
h
} = {uh

0, u
′

1}, we have uh
0 = u0 and hence αgh

= α′, with gh ∈ Gu0 .
Therefore Σ is locally (G, t)-arc transitive, and as in the previous paragraph, Σ is (G, t)-arc transitive. �

4.2. Some consequences of Theorem 1.1

We show for the cases s = 2, 3, how to link local (G, s)-distance transitivity of S(Σ) with symmetry properties of Σ .

Corollary 4.2. Suppose that Hypothesis 1 holds, and Σ ≠ K2. Then the following four conditions are equivalent.

(a) S(Σ) is locally (G, 2)-distance transitive.
(b) Σ is (G, 2)-arc transitive.
(c) S(Σ) is locally (G, 3)-arc transitive.
(d) S(Σ) is locally (G, 3)-distance transitive.

Since Σ ≠ K2, Σ contains a 2-arc, so (b) is well defined, and diam(S(Σ)) ≥ 3 by Remark 3.1, so (a), (c) and (d) are well
defined.

Proof. By Theorem 1.1 for s = 3, conditions (b) and (c) are equivalent. It follows easily from the definition of local (G, 3)-
distance transitivity that condition (c) implies condition (d). Also, by definition, condition (a) follows from condition (d).
Thus it is sufficient to prove that condition (a) implies condition (b).

LetΓ = S(Σ), and suppose thatΓ is locally (G, 2)-distance transitive. In particular then, for all e ∈ E(Σ), Ge is transitive
on Γ1(e) and Γ2(e), so by Lemma 4.1(b), Σ is (G, 2)-arc transitive, or Σ = Cn and G = Dn with two edge orbits in E(Σ).
However in the latter case, condition (a) does not hold since Gu = 1 for u ∈ V (Σ). �

Remark 4.3. Typically, a graph Σ for which one of the equivalent conditions of Corollary 4.2 holds will have girth at least
4. Otherwise girth(Σ) = 3, and since G is transitive on the 2-arcs of Σ , all 2-arcs form a 3-cycle, and it follows that Σ = Kn
for some n. As Σ ≠ K2, n ≥ 3 and G is a 3-transitive subgroup of Sn.

We finish this subsection with a result about local (G, 4)-distance transitivity when the girth of Σ is greater than 4.

Proposition 4.4. Suppose that Hypothesis 1 holds, and girth(Σ) ≥ 5. Then diam(S(Σ)) ≥ 5, and if S(Σ) is locally (G, 4)-
distance transitive, then Σ is (G, 3)-arc transitive.

Proof. Let Γ = S(Σ). Since g = girth(Σ) ≥ 5, Σ contains a minimal cycle (v0, v1, . . . , vg−1), and so dΓ (v0, {v2, v3}) = 5,
thus diam(Γ ) ≥ 5. Let (u0, u1, u2, u3) and (u′

0, u
′

1, u
′

2, u
′

3) be two 3-arcs in Σ . Since Γ is locally (G, 4)-distance transitive
it follows from Corollary 4.2 that Σ is (G, 2)-arc transitive. Thus there exists a ∈ G such that (u0, u1, u2)

a
= (u′

0, u
′

1, u
′

2).
Now we have two 4-arcs β = (e′

0, u
′

1, e
′

1, u
′

2, f ) and β ′
= (e′

0, u
′

1, e
′

1, u
′

2, e
′

2) in S(Σ), where e′

i = {u′

i, u
′

i+1} for 0 ≤ i ≤ 2
and f = {u′

2, u
a
3}. Thus dΓ (e′

0, f ) ≤ 4. Also e′

0 ≠ f since u′

2 ∈ f . If dΓ (e′

0, f ) = 2 then e0 ∩ f ≠ ∅, which is impossible
since g ≥ 5. Hence dΓ (e′

0, f ) = 4 and similarly dΓ (e′

0, e
′

2) = 4. By the local (G, 4)-distance transitivity of Γ , there exists
b ∈ Ge′0

such that f b = e′

2. If b ∈ Ge′0
\ Gu′

0
, then u′

0
b

= u′

1, u′

1
b

= u′

0. Also u′

2
b

= u′
2 or u′

2
b

= u′
3, and so the edge {u′

1, u
′

2} is
mapped by b onto {u′

0, u
′

2} or {u′

0, u
′

3} respectively, however those cannot be edges, as g ≥ 5. Thus b ∈ Gu′
0,u

′
1
and f b = e′

2. If

u′

2
b
= u′

3, then {u′

1, u
′

2}
b
= {u′

1, u
′

3} would be an edge, again a contradiction. Hence u′

2
b
= u′

2, (ua
3)

b
= u′

3, and we have that
(u0, u1, u2, u3)

ab
= (u′

0, u
′

1, u
′

2, u
′

3). Thus Σ is (G, 3)-arc transitive. �

4.3. Proof of Theorem 1.2

The following Lemma 4.5 is a critical ingredient in the proof of Theorem 1.2.

Lemma 4.5. Suppose that Hypothesis 1 holds, and that s is an even positive integer satisfying s ≤ 2d − 1. If S(Σ) is locally
(G, s)-distance transitive, then girth(Σ) ≥ s + 2.

Proof. Let Γ = S(Σ), s = 2t , and suppose that Γ is locally (G, 2t)-distance transitive. By assumption d ≥ t + 1 ≥ 2. Note
that, by Lemma 4.1, G is transitive on V (Σ). We prove the lemma by induction on t . If t = 1, then Σ is (G, 2)-arc transitive
by Corollary 4.2, and since d ≥ 2, some 2-arc does not lie in a 3-cycle. Hence no 2-arcs lie in a 3-cycle and girth(Σ) ≥ 4.
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Table 4
(G, s)-distance transitivity of S(Σ) for Σ = Kn and n ≥ 4.

s Conditions on G

1 2-transitive on V (Σ)

2, 3 3-transitive on V (Σ)

4 4-transitive on V (Σ), or n = 9 and G = P0L(2, 8)

Suppose now that t ≥ 2 and the result holds for t − 1. Then the conditions of the lemma hold for t − 1, and so, by
induction, girth(Σ) ≥ 2t . We must show that g := girth(Σ) ≠ 2t, 2t + 1. Assume to the contrary that g = 2t or 2t + 1.
Then Σ contains a cycle c = (u0, u′

1, . . . , u
′

g−1) of length g , and a vertex v ∈ V (Σ) such that dΣ (u0, v) = t + 1. There
is a path p = (u0, u1, . . . , ut , ut+1) in Σ with ut+1 = v. Since Γ is locally (G, 2)-distance transitive, there exists a ∈ Gu0 ,
such that {u0, u1}

a
= {u0, u′

1} = e, say. So dΣ (u0, v
a) = dΣ (u0, v) = t + 1. Setting f = {ua

t , v
a
} and f ′

= {u′
t , u

′

t+1},
we have dΓ (e, f ) = dΓ (e, f ′) = 2t since p is a shortest path from u0 to v and c is a shortest cycle in Σ . Then by the
local (G, 2t)-distance transitivity of Γ , there exists b ∈ Ge such that f b = f ′. Since b fixes e setwise, u0

b
∈ {u0, u′

1}. Also
t + 1 = dΣ (u0, v

a) = dΣ (u0
b, vab) and vab

∈ f ′. Therefore ub
0 and vab are vertices in c at distance t + 1 in Σ , which is a

contradiction. Hence g ≥ 2t + 2. �

Proof of Theorem 1.2. If s = 1 then the claimed equivalence follows from Remark 2.1 and Theorem 1.1 (with s = 1). Also,
if s = 2 or 3, then the equivalence follows from Corollary 4.2. Thus we may assume that s ≥ 4. Let s′ be the largest even
integer s′ ≤ s, and let t := ⌈

s+1
2 ⌉ =

s′
2 + 1. Note that t ≥ 3.

Let Γ = S(Σ) and suppose that Γ is locally (G, s)-distance transitive. Then by Lemma 4.5, girth(Σ) ≥ s′ + 2 ≥ s + 1.
Consider two t-arcs α = (u0, u1, . . . , ut) and α′

= (u0, u′

1, . . . , u
′
t) of Σ . These correspond to two (s′ + 2)-arcs β =

(u0, e0, u1, e1, . . . , ut−1, et−1, ut) and β ′
= (u0, e′

0, u
′

1, e
′

1, . . . , u
′

t−1, e
′

t−1, u
′
t) of Γ , where u0 = u′

0, ei = {ui, ui+1} and
e′

i = {u′

i, u
′

i+1} for each i < t . Now Γ is locally (G, 2)-distance transitive and u1, u′

1 ∈ Γ2(u0), so there exists a ∈ Gu0
such that ua

1 = u′

1. Therefore ea0 = e′

0 and βa
= (u0, e′

0, u
′

1, e
a
1, . . . , u

a
t−1, e

a
t−1, u

a
t ). For each r < t the initial (2r + 1)-

arc (u0, e0, u1, e1, . . . , ur , er) of β is a path in Γ of length 2r + 1 and hence dΓ (u0, er) ≤ 2r + 1. If there were a shorter
path in Γ from u0 to er , then we would obtain a cycle in Γ of length at most (2r + 1) + (2r − 1) = 4r , corresponding
to a cycle in Σ of length at most 2r ≤ 2t − 2 = s′ < girth(Σ), which is a contradiction. Hence dΓ (u0, er) = 2r + 1
for each r < t . Thus dΓ (u0, et−1

a) = dΓ (u0, et−1) = 2t − 1, and it follows that dΓ (e′

0, et−1
a) = dΓ (e0, et−1) = 2t − 2

and also dΓ (e′

0, e
′

t−1) = 2t − 2 for similar reasons. Since 2t − 2 = s′ ≤ s, the graph Γ is locally (G, s′)-distance
transitive, so there exists b ∈ Ge′0

such that et−1
ab

= e′

t−1. The element b fixes u0 and u′

1, since otherwise we would have
2t−1 = dΓ (u0, et−1

a) = dΓ (u0
b, et−1

ab) = dΓ (u′

1, e
′

t−1) = 2t−3, which is a contradiction. Hence b ∈ Gu0 , and so ab ∈ Gu0 .
Similarly, since dΓ (u0, er) = 2r + 1, for all r < t , we see that b maps each ur

a to u′
r and er a to e′

r . Thus b also maps ut
a to

u′
t , and so αab

= α′. Thus Σ is locally (G, t)-arc transitive. Since, by Lemma 4.1, Σ is G-vertex transitive, Σ is (G, t)-arc
transitive.

Conversely, suppose that Σ is (G, t)-arc transitive. Then by Theorem 1.1, Γ is locally (G, s)-arc transitive. Let r ≤ s and
let x, y, y′

∈ V (Γ ) with dΓ (x, y) = dΓ (x, y′) = r . Then there are r-arcs β and β ′ in Γ from x to y and y′ respectively. Since
r ≤ s, Gx is transitive on the r-arcs with initial vertex x, and so there exists g ∈ Gx such that βg

= β ′, and hence yg = y′.
Thus Γ is locally (G, s)-distance transitive. �

5. Local distance transitivity of S(Σ) for Σ in Table 1

Suppose that Hypothesis 1 holds, for G, Σ, d, δ, and that s ≤ diam(S(Σ)).

5.1. Σ = Kn with n ≥ 2

We easily see that diam(Σ) = 1, Aut (Σ) = Sn and diam(S(Σ)) = min{n, 4}.
For n = 2, 3, the graph S(Σ) is locally (G, s)-distance transitive if and only if G = Sn if and only if S(Σ) is locally

G-distance transitive.

Proposition 5.1. Let Σ = Kn with n ≥ 4. Then the graph S(Σ) is locally (G, s)-distance transitive if and only if G and s are as
in Table 4.

Proof. By Theorem 1.2 and Corollary 4.2, for s = 1, 2 respectively, S(Σ) is locally (G, s)-distance transitive if and only if Σ
is (G, s)-arc transitive, or equivalently, G is (s + 1)-transitive on V (Σ). Also S(Σ) is locally (G, 3)-distance transitive if and
only if Σ is (G, 2)-arc transitive, that is, G is 3-transitive. Finally if Γ = S(Σ) is locally (G, 4)-distance transitive, then for
e = {1, 2}, Ge is transitive on Γ4(e) = {{i, j} | i > j > 2}, and it follows that G is transitive on 4-subsets of V (Σ). By
[6, Theorem 9.4B], either G is 4-transitive (and all such groups act locally 4-distance transitively on Γ ), or n = 9,
G = PGL(2, 8) or P0L(2, 8), or n = 33, G = P0L(2, 32). The groups PGL(2, 8) and P0L(2, 32) do not arise since in these
cases |Γ4(e)| does not divide |Ge|. On the other hand if n = 9 and G = P0L(2, 8), then Γ is locally (G, 3)-distance transitive
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by Corollary 4.2, Γ4(v) = ∅ for v ∈ V (Σ) and Ge is transitive on both Γ2(e) and Γ4(e) by [4, p. 6]; it follows that Γ is locally
(G, 4)-distance transitive. �

5.2. Σ = Kn,n with n ≥ 2

We have diam(Σ) = 2, diam(S(Σ)) = 4 and Aut (Σ) = Sn ≀ S2 acting imprimitively on the vertices with the two biparts
forming an invariant vertex partition. If a subgroup G is vertex transitive then, by the Embedding Theorem [1, Theorem 8.5]
for imprimitive groups, we may assume that G ≤ H ≀ S2 with G∩ (H ×H) projecting onto H in each component. In this case
the group H ≤ Sn is called the component of G.

Proposition 5.2. Let ∆1 and ∆2 be biparts of Σ = Kn,n with n ≥ 2. Then the graph S(Σ) is locally (G, 4)-distance transitive if
and only if (i) G is transitive on V (Σ) with G ≤ H ≀ S2 having component H, (ii) H is 2-transitive on each ∆i and, for u1 ∈ ∆1,
Gu1 is transitive on (∆1 \ {u1}) × ∆2, and (iii) for u1 ∈ ∆1 and u2 ∈ ∆2, the stabiliser G{u1,u2} interchanges u1 and u2, and is
transitive on {{v1, v2} | vi ∈ ∆i \ {ui} }. In particular, S(Σ) is locally G-distance transitive if and only if G satisfies these three
conditions.

Proof. Let Γ = S(Σ). It is not difficult to show that conditions (i)–(iii) together ensure that Γ is locally (G, 4)-distance
transitive. So suppose conversely that G is such that Γ is locally (G, 4)-distance transitive. By Lemma 4.1(a), G is transitive
on V (Σ), so wemay assume that G ≤ H ≀ S2 with component H and H acts transitively on each ∆i. Let u1 ∈ ∆1 and u2 ∈ ∆2,
and e = {u1, u2}. Since,Gu1 is transitive onΓ2(u1) = ∆2 andΓ4(u1) = ∆1\{u1}, and these sets have coprime sizes, it follows
that Gu1 is transitive on (∆1 \ {u1}) × ∆2. In particular H is 2-transitive on each ∆i. Also, since Ge is transitive on Γ1(e) and
Γ4(e), it follows that G{u1,u2} interchanges u1 and u2, and is transitive on {{v1, v2} | vi ∈ ∆i \ {ui} }. The final assertion holds
since diam(Γ ) = 4. �

5.3. Σ = Cn for n ≥ 3

Here we consider Cn in general instead of C5 (which is in Table 1) because we will need it in the proof of Theorem 1.3(a).
We have diam(Σ) = ⌊

n
2⌋, diam(S(Σ)) = n = girth(Σ) (so δ = 0 if n is even and δ = 1 if n is odd), and Aut (Σ) = D2n.

Proposition 5.3. The graph S(Σ) is locally (G, s)-distance transitive for some s ≤ n if and only if G = D2n and if and only if
S(Σ) is locally G-distance transitive.

5.4. Σ = P, the Petersen graph

Here diam(Σ) = 2, diam(S(Σ)) = 6 and Aut (Σ) = S5.

Proposition 5.4. The graph S(Σ) is locally (G, s)-distance transitive, for s = 4 or for s = 5, if and only G = S5. Moreover, S(Σ)
is locally S5-distance transitive.

Proof. Let Γ = S(Σ) and suppose that Γ is locally (G, 4)-distance transitive. Then by Lemma 4.1(a), G is transitive on
V (Σ). Since |V (Σ)| = 10, |Γ4(v)| = 4 and |Γ4(e)| = 8, for v ∈ V (Σ) and e ∈ E(Σ), we have that 120 | |G|, and so
G = S5. Conversely, let G = S5. Then we have Gv = S3 × S2, Ge = D8 and we can easily check that S(Σ) is locally G-distance
transitive. �

5.5. Σ = HoSi, the Hoffman–Singleton graph

The Hoffman–Singleton graph is a regular graph of valency k = 7 and diameter 2 with the largest possible number k2 +1
of vertices, see [9]. Here, diam(Σ) = 2, diam(S(Σ)) = 6 and Aut (Σ) = H.2, where H = PSU(3, 5).

Proposition 5.5. The graph S(Σ) is locally (G, s)-distance transitive, for s = 4 or for s = 5, if and only if G = H or H.2.
Moreover, S(Σ) is locally H-distance transitive and locally H.2-distance transitive.

Proof. Let Γ = S(Σ) and suppose that Γ is (G, 4)-distance transitive. Then by Lemma 4.1(a), G is transitive on V (Σ). Since
|V (Σ)| = 50, |Γ1(v)| = 7 and |Γ4(e)| = 72, for v ∈ V (Σ) and e ∈ E(Σ), we have that 23.32.52.7 = |H|/10 divides |G|, and
hence G = H or H.2 by [4, p. 34]. On the other hand, for G = H , it follows from [4, p. 34] that Gv = A7 and Ge = M10, and so
we can easily prove that Γ is locally X-distance transitive for X = H or H.2. �

6. Proofs of Theorem 1.3 and Corollary 1.4

Proof of Theorem 1.3(a). Suppose that 2d ≤ s ≤ 2d + δ and that s ≥ 15 + δ. Then d ≥ 8 and so s ≥ max{16, 15 + δ}.
Let Γ = S(Σ). Suppose first that Γ = S(Σ) is locally (G, s)-distance transitive. Set s′ := s − δ − 1. Then s′ ≤ 2d − 1 and
Γ = S(Σ) is locally (G, s′)-distance transitive. By Theorem 1.2, Σ is (G, t)-arc transitive, where t = ⌈

s′+1
2 ⌉. If s = 16 then
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16 ≥ 15 + δ so δ ≤ 1 and s′ = s − δ − 1 ≥ 14. On the other hand if s ≥ 17, then s′ = s − δ − 1 ≥ 14. Thus in both cases
s′ ≥ 14 and hence t ≥ 8. By Weiss’ Theorem [15], it follows that Σ = Cn for some n. Since S(Σ) is locally (G, s)-distance
transitive, G = D2n by Proposition 5.3. If n is even, then δ = 0, and so s = 2d = n, whence Σ = Cs. If n is odd, then δ = 1,
and so s = 2d = n − 1 or s = 2d + 1 = n, giving Σ = Cs+1 or Cs, respectively. Notice that in the former case, s is even.

Conversely, suppose that Σ = Cs and G = D2s or s is even, Σ = Cs+1 and G = D2s+2. Then S(Σ) is locally G-distance
transitive by Proposition 5.3, and since diam(S(Σ)) ≥ s, we have that S(Σ) is locally (G, s)-distance transitive. Notice that
s ≥ 16, as δ = 1 for Σ = Cs with s odd. �

Proof of Theorem 1.3(b). Suppose that Hypothesis 1 holds and that 2d ≤ s ≤ 2d + δ and s ≤ 5. In particular d ≤ 2.
Suppose first that d = 1. Then Σ = Kn for some n ≥ 2. If n = 2 or n = 3 then the assertions of Theorem 1.3 and the entries
in Table 1 hold, see Section 5.1. If n ≥ 4, then these hold by Proposition 5.1.

Suppose now that d = 2, so 4 ≤ s ≤ 4 + δ and by assumption s ≤ 5. Let Γ = S(Σ). Suppose first that Γ is locally
(G, s)-distance transitive. Then in particular Γ is locally (G, 3)-distance transitive, and so by Theorem 1.2, Σ is (G, 2)-arc
transitive. Note that the girth of Σ is at most 5 (since d = 2) and at least 4 (since Σ is (G, 2)-arc transitive and d ≠ 1, see
Remark 4.3).

We now prove that if girth(Σ) = 4 then Σ = Kn,n, for some n ≥ 2. Let (u0.u1, u2, u3) be a 4-cycle in Σ and set
ei = {ui, ui+1} for 0 ≤ i ≤ 2. Then α := (e0, u1, e1, u2, e2) is a 4-arc in Γ , and dΓ (e0, e2) = 4 since e0 ∩ e2 = ∅. Thus
Γ4(e0) ≠ ∅. For every edge e′

1 = {u1, u′

2} containing u1, dΣ (u0, u′

2) = 2 since girth(Σ) > 3. For the same reason, for every
edge e′

2 = {u′

2, u
′

3} containing u′

2 with e′

2 ≠ e′

1, we have dΣ (u′

3, u1) = 2 and u′

3 ≠ u0, so e0 ∩ e′

2 = ∅ and dΓ (e0, e′

2) = 4.
Thus e2, e′

2 ∈ Γ4(e0) and so ea2 = e′

2 for some a ∈ Ge0 . This implies that ua
3 ∈ Σ1(ua

0) ∩ Σ2(ua
1) ∩ e′

2. If a fixes u0 and u1, then
we conclude that ua

3 = u′

3 ∈ Σ2(u1) and hence u′

3 ∈ Σ1(u0). On the other hand, if a does not fix u0 then it must interchange
u0 and u1, and we must have ua

3 = u′

2 ∈ Σ1(u1) ∩ e′

2, which implies that u′

3 = ua
2 ∈ Σ1(ua

1) = Σ1(u0). In either case u′

3 is
adjacent to u0 in Σ . Thus Σ1(u′

2) ⊆ Σ1(u0) for each u′

2 ∈ Σ2(u0). It follows that Σ1(u′

2) = Σ1(u0) since u0 and u′

2 have the
same valency, and hence that Σ is a complete bipartite graph Kn,m for some n,m ≥ 2. Since G is transitive on V (Σ), n = m.

It follows from Proposition 5.2 that the assertions of Theorem 1.3 and the entries in Table 1 hold if Σ = Kn,n with n ≥ 2,
and hence if girth(Σ) = 4. Thus we may assume that girth(Σ) = 5. In this case, it follows from Proposition 4.4, that Σ is
(G, 3)-arc transitive. Therefore by [10, Lemma3.4],Σ is one of the graphs C5, P or HoSi. It now follows, fromPropositions 5.3–
5.5, that the assertions of Theorem 1.3 and the entries in Table 1 hold in the case where girth(Σ) = 5. This completes the
proof. �

Proof of Corollary 1.4. Suppose that Σ is a connected graph of diameter d ≤ 2 such that |V (Σ)| ≥ 2 and let G ≤ Aut (Σ).
Thus diam(S(Σ)) = 2d + δ ≤ 6. Suppose that S(Σ) is locally G-distance transitive. If 2d + δ ≤ 5 then, applying
Theorem 1.3(b) with s = 2d+δ, we find thatΣ,G are as in Table 1. Thus wemay assume that diam(S(Σ)) = 2d+δ = 6, so
(d, δ) = (2, 2). Then Theorem1.3(b) applieswith s = 5, again yielding the graphs in Table 1. The localG-distance transitivity
of the graphs in Table 1 follows from the properties proved in Section 5 about these graphs. �
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