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Abstract

We are concerned with a class of weak linear bilevel programs with nonunique lower leve
tions. For such problems, we give via an exact penalty method an existence theorem of so
Then, we propose an algorithm.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction

Let us consider the following weak linear bilevel programming problem:

(S): Min
x∈X
x�0

sup
y∈M(x)

F (x, y) = cT x + dT
1 y,
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whereM(x) is the set of solutions to the lower level problem

P(x): Min
y∈R

m+
Ax+By�b

f (x, y) = dT
2 y

with c ∈ R
n, d1, d2 ∈ R

m, b ∈ R
p, A ∈ R

p×n, B ∈ R
p×m, X is a closed subset ofRn, and

T stands for transpose. Set

X+ = {x ∈ X | x � 0},
and forx ∈ X+,

Y(x) = {
y ∈ R

m+ | By � b − Ax
}
.

The problem(S) called also a weak linear Stackelberg problem, corresponds to a
uncooperative two player game, where a leader plays against a follower. The leader
ing the objective functionf and the constraints of the follower, selects first a strategx

in X+, in order to minimize his objective functionF . Then, for this announced strateg
the follower reacts optimally by selecting a strategyy in Y(x). The formulation of the
problem that we consider is called a pessimistic formulation. It corresponds to the
where the solution setM(x) is not always a singleton, and the leader provides him
against the possible worst choice of the follower inM(x). So, he minimizes the functio
Supy∈M(x) F (x, y).

Note that several papers have been devoted to weak bilevel problems dealin
different subjects (existence of solutions, approximation, regularization. . . ); we cite, for
example, [1–5]. The reader is also referred to the annotated bibliography on bileve
mization given in [6,7].

As is well known, weak bilevel programming problems are difficult to solve on both
theoretical and the numerical aspects. In this paper, for the problem(S), we will give an
existence theorem of solutions via an exact penalty method. This penalty method t
present is inspired from [8,9], where the authors consider a strong linear bilevel pro
ming problem. Finally, we give an algorithm. In [9], White and Anandalingam develo
a penalty function approach that gives global solutions, while in [8], they only obtain
solutions. However, in [9], some trouble have been identified by Campelo et al. [10].
they have given a new resolution of the considered problem under a weaker assu
than the two assumptions used in [9], which one of them is nonvalid.

The paper consists of four sections. In Section 2, we present our penalty meth
Section 3, we give preliminary results and establish our main result (Theorem 3.3)
existence of solutions to(S). Finally in Section 4, we propose an algorithm.

2. The exact penalty method

The exact penalty method that we will give is based on the use of the duality g
the lower level. First, remark that in the definition of the objective functionf , we have
ignored a term of the formeT x, since for a given x, eT x is a constant in the follow
er’s problemP(x). Throughout the paper, we assume that the following assumption

satisfied.
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(H1) For anyx ∈ X+, Y(x) �= ∅, and there exists a compact subsetZ of R
m, such that

Y(x) ⊂ Z.
(H2) The setX+ is a polytope.

Forx ∈ X+, set

v(x) = Sup
y∈M(x)

dT
1 y.

Then,(S) can be written as

Min
x∈X+

[
cT x + v(x)

]
.

Let D(x) denote the follower’s dual problem ofP(x), i.e.,

D(x): Max
z∈R

P+
BT z�−d2

(Ax − b)T z

and let

π(x, y, z) = dT
2 y − (Ax − b)T z,

denote the duality gap.

Remark 2.1. We have thaty solvesP(x), andz solvesD(x) if and only if (y, z) is a
solution of the following system:




dT
2 y − (Ax − b)T z = 0,

By � b − Ax,

BT z � −d2,

y ∈ R
m+, z ∈ R

p
+.

Thus,v(x) is also the optimal value of the following linear maximization problem

P̃(x):




Max dT
1 y,

(y, z) ∈ R
m+ × R

p
+,

subject to




dT
2 y − (Ax − b)T z = 0,

By � b − Ax,

BT z � −d2.

For k ∈ R+, we consider the following penalized problem ofP̃(x), where the nonnegativ
duality gap is introduced in the objective function ofP̃(x), by the penalty parameterk,

P̃k(x):




Max{dT
1 y − k[dT

2 y − (Ax − b)T z]},
(y, z) ∈ R

m+ × R
p
+,{

By � b − Ax,
subject to
BT z � −d2,
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and denote byvk(x) its optimal value. Then, the dual problem ofP̃k(x) is

D̃k(x):




Min[dT
2 t + (b − Ax)T u],

(t, u) ∈ R
m+ × R

p
+,

subject to

{−BT u � kd2 − d1,

Bt � k(b − Ax).

Under assumption(H1), we will see later (Lemma 3.1), that for anyx ∈ X+, the problem
P̃k(x) has a solution. So, from the theory of linear programming,vk(x) is the common
optimal value ofP̃k(x) andD̃k(x). Then, in the first level we get the following intermedia
penalized problem:

(S̃k):




Min[cT x + dT
2 t + (b − Ax)T u],

(x, t, u) ∈ X+ × R
m+ × R

p
+,

subject to

{−BT u � kd2 − d1,

Bt � k(b − Ax).

Finally, we obtain the following penalized problem of(S):

(Sk): Min
x∈X+

[
cT x + vk(x)

]
.

3. Preliminaries and main results

In this section, we first give preliminary results and establish our main result o
existence of solutions (Theorem 3.3). Finally, we give an algorithm.

Set

Q= {
z ∈ R

p
+ | BT z � −d2

}
,

and let(S̃) be the strong bilevel programming problem corresponding to(S), i.e., the prob-
lem

(S̃): Min
x∈X+ inf

y∈M(x)

[
cT x + dT

1 y
]
.

In the sequel, we will work with its equivalent form, i.e., the problem

(S̄): Min
x∈X+

y∈M(x)

[
cT x + dT

1 y
]
.

Let the following assumption which was introduced in [10]:

(H∗) Q �= ∅, and the following relaxed problem of(S̄):

Min
(x,y)∈X+×R

m+
Ax+By�b

[
cT x + dT

1 y
]

has a solution.
Then, we have the following proposition.
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Proposition 3.1. Let assumption(H∗) hold. Then, the problem(S̄) has a solution.

See [10] for a proof.

Corollary 3.1. Let assumptions(H1) and(H2) hold. Then, the problem(S̄) has a solution.

Proof. We can easily see that under assumptions(H1) and(H2), the assumption(H∗) is
satisfied, and the result follows.�

Let us introduce the following notations. Fork ∈ R+, set

Uk = {
u ∈ R

p
+ | −BT u � kd2 − d1

}
,

Zk = {
(x, t) ∈ X+ × R

m+ | Bt � k(b − Ax)
}
,

and for(k, x) ∈ R+ × X+, set

Zk(x) = {
t ∈ R

m+ | Bt � k(b − Ax)
}
.

In the sequel, for a subsetA of R
q , we shall denote byV (A) the set of vertices ofA. Set

F̂ (x, t, u) = cT x + dT
2 t + (b − Ax)T u.

For k ∈ R+, let θk(.) be the marginal function defined onUk , by

θk(u) = Inf
(x,t)∈Zk

F̂ (x, t, u).

Then, we have the following result.

Theorem 3.1. Let k ∈ R+. Suppose that assumptions(H1) and (H2) are satisfied. Then
the problem

Min
u∈Uk

θk(u)

has at least one solution inV (Uk).

Proof. First note thatθk(.) is a concave function (see, for example, [11]). Otherwise, u
the fact thatvk(x) is the value ofP̃k(x) andD̃k(x), we obtain

inf
u∈Uk

θk(u) = inf
x∈X+ inf

t∈Zk(x)
u∈Uk

[
cT x + dT

2 t + (b − Ax)T u
]

= inf
x∈X+

[
cT x + sup

(y,z)∈R
m+×R

p
+

By�b−Ax

BT z�−d2

(
dT

1 y − kπ(x, y, z)
)]

� inf
x∈X+

[
cT x + dT

1 y − kπ(x, y, z)
]

for all (y, z) ∈ R
m+ × R

p
+, such thatBy � b − Ax, BT z � −d2. In particular, lety∗ be a

solution ofP(x), andz∗ be a solution ofD(x). Then, sinceπ(x, y∗, z∗) = 0, we get

inf θk(u) � inf+
[
cT x + dT

1 y∗] � inf+
[
cT x + dT

1 y
]
.

u∈Uk x∈X x∈X
y∈M(x)
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Using Corollary 3.1, we deduce that the functionθk(.) is bounded from bellow by the finit
optimal value of the problem(S̄). Since the functionθk(.) is concave and the setUk is a
polyhedron, then result follows by using [11, Corollary 32.3.4].�

According to the notations introduced above, the problem(S̃k) can be written as

(S̃k): Min
(x,t)∈Zk

u∈Uk

[
cT x + dT

2 t + (b − Ax)T u
]
.

Then, we have the following theorem.

Theorem 3.2. Let k ∈ R+, and let assumptions(H1) and(H2) hold. Then,

(1) the problem(S̃k) has at least one solution inV (Zk) × V (Uk),
(2) the problem(Sk) has at least one solution inV (X+).

Proof. (1) Letu∗
k ∈ V (Uk) be a solution to the problem (Theorem 3.1)

Min
u∈Uk

θk(u).

We have

inf
(x,t)∈Zk

[
cT x + dT

2 t + (b − Ax)T u∗
k

] = inf
(x,t)∈Zk

u∈Uk

[
cT x + dT

2 t + (b − Ax)T u
]

� inf
x∈X+

y∈M(x)

[
cT x + dT

1 y
]
,

where the last inequality follows from the proof of Theorem 3.1. Then, for the same re
as in Theorem 3.1, and by applying [11, Corollary 32.3.4], we deduce that the proble

Min
(x,t)∈Zk

F̂ (x, t, u∗
k)

has a solution(x∗
k , t∗k ) ∈ V (Zk), and hence(x∗

k , t∗k , u∗
k) ∈ V (Zk) × V (Uk) is a solution

of (S̃k).
(2) It is obvious thatx∗

k which is inV (X+), solves(Sk). �
Set

X∗ = {
(x, y) ∈ X+ × R

m+ | Ax + By � b
}
,

and define the function

g(x, y, z) = dT
1 y − k

[
dT

2 y − (Ax − b)T z
] = dT

1 y − kπ(x, y, z).

Then, we have the following lemmas.

Lemma 3.1. Let k ∈ R+, andx ∈ X+. Assume that assumption(H1) is satisfied. Then, th

problemP̃k(x) has a solution inV (Y (x)) × V (Q).
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Proof. We have

sup
(y,z)∈R

m+×R
p
+

By�b−Ax

BT z�−d2

[
dT

1 y − kπ(x, y, z)
]
� sup

y∈R
m+

By�b−Ax

dT
1 y = max

y∈R
m+

By�b−Ax

dT
1 y,

where the equality follows from the fact that the setY(x) is a polytope (see assum
tion (H1)). That is the functiong(x, . , .) is bounded from above. Then, using [11, Cor
lary 32.3.4], we deduce that the problem̃Pk(x) admits a solution(yk, zk) in V (Y (x)) ×
V (Q). �
Lemma 3.2. Let assumptions(H1) and(H2) hold. Let(xk), xk ∈ V (X+), be a sequence o
solutions of the problems(Sk), k ∈ R+. Then, there existsk1 ∈ R+, such that for allk � k1,

(1) π(xk, yk, zk) = 0, for all (yk, zk) ∈ V (Y (xk)) × V (Q), solution ofP̃k(xk),
(2) vk(xk) = v(xk).

Proof. (1) Let (yk, zk) ∈ V (Y (xk)) × V (Q) be a solution of the problemP̃k(xk)

(Lemma 3.1). Then,

vk(xk) = dT
1 yk − kπ(xk, yk, zk) � dT

1 y − kπ(xk, y, z),

∀(y, z) ∈ Y(xk) ×Q.

In particular, lety andz be solutions ofP(xk) andD(xk), respectively. Then,π(xk, y, z)

= 0, and from the above inequality we deduce that

0� π(xk, yk, zk) �
dT

1 (yk − y)

k
� ‖d1‖2(‖yk‖2 + ‖y‖2)

k
,

where‖.‖2 denotes the euclidean norm. Since(y, yk) ∈ Y(xk) × Y(xk) ⊂ Z × Z, which is
a compact set, there existsM > 0, such that‖d1‖2(‖yk‖2 + ‖y‖2) � M , and hence

0� π(xk, yk, zk) � M

k
.

So

lim
k→+∞π(xk, yk, zk) = 0.

Using the fact that(xk, yk, zk) ∈ V (X∗) × V (Q) (becauseV (X∗) = V (X+) × V (Y (xk)),
and thatV (X∗) × V (Q) is a finite set, it follows that there existsk1 ∈ R+, such that

π(xk, yk, zk) = 0, ∀k � k1.

(2) We have

vk(xk) = dT
1 yk − kπ(xk, yk, zk) = dT

1 yk, for all k � k1.

Let us show that(yk, zk) solvesP̃(xk). First, we remark that(yk, zk) is a feasible point o
P̃(xk). Now, let(y, z) be a feasible point of̃P(xk) and let us show that
dT
1 yk � dT

1 y.
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Since(y, z) is also a feasible point of̃Pk(xk), it follows that

dT
1 yk − kπ(xk, yk, zk) = dT

1 yk � dT
1 y − kπ(xk, y, z) = dT

1 y, k � k1,

where the last equality follows from the fact thatπ(xk, y, z) = 0, since(y, z) is a feasible
point of P̃(xk). That is(yk, zk) solvesP̃(xk). Then,

v(xk) = dT
1 yk = vk(xk), for all k � k1. �

Lemma 3.3. Let assumptions(H1) and(H2) hold. Then, there existsk2 ∈ R+, such that

vk(x) � v(x), ∀x ∈ X+, ∀k � k2.

Proof. Let x ∈ X+. For k ∈ R+, let (yk, zk) ∈ V (Y (x)) × V (Q) be a solution ofP̃k(x).
Then, with a similar arguments as in Lemma 3.2, we can show that there existsk2 ∈ R+,
such that

π(x, yk, zk) = 0, ∀k � k2.

So(yk, zk) is a feasible point of̃P(x), and

vk(x) = dT
1 yk − kπ(x, yk, zk) = dT

1 yk, ∀k � k2.

Then,

v(x) � dT
1 yk = vk(x), ∀k � k2. �

Now, we are able to establish the following theorem which shows that the pena
exact.

Theorem 3.3. Let assumptions(H1) and(H2) hold. Let(xk), xk ∈ V (X+), be a sequenc
of solutions of the problems(Sk), k ∈ R+. Then, there existsk∗ ∈ R+, such that for all
k � k∗, xk solves(S).

Proof. Sincexk (xk ∈ V (X+)) is a solution of(Sk) (see Theorem 3.2), we have

cT xk + vk(xk) � cT x + vk(x), ∀x ∈ X+.

Let k∗ = max(k1, k2). Then, by Lemma 3.3, and (2) of Lemma 3.2, for allk � k∗, we
obtain

cT xk + v(xk) = cT xk + vk(xk) � cT x + vk(x) � cT x + v(x), ∀x ∈ X+.

That is, for allk � k∗, xk is a solution of the original problem(S). �
The following theorem and remark will be used for a test of optimality in the algori

Theorem 3.4. Assume that assumptions(H1) and (H2) are satisfied. Letk ∈ R+, and
(u,u′) ∈ Uk × Uk . Let (xk(u

′), tk(u′)) be a solution to the problem

Min
(x,t)∈Zk

F̂ (x, t, u′).

Then,
′ ( ′ )T ′
θk(u) � θk(u ) + b − Axk(u ) (u − u ).
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Proof. We have

θk(u
′) = cT xk(u

′) + dT
2 tk(u

′) + (
b − Axk(u

′)
)T

u′ (3.1)

and

θk(u) � cT x + dT
2 t + (b − Ax)T u, ∀(x, t) ∈ Zk.

Then,

θk(u) � cT xk(u
′) + dT

2 tk(u
′) + (

b − Axk(u
′)
)T

u. (3.2)

From (3.1), we have

cT xk(u
′) + dT

2 tk(u
′) = θk(u

′) − (
b − Axk(u

′)
)T

u′.

Finally, the inequality (3.2) implies that

θk(u) � θk(u
′) + (

b − Axk(u
′)
)T

(u − u′). �
From Theorem 3.4, we deduce the following remark.

Remark 3.1. Set

αk(u
′) = min

u∈Uk

(
b − Axk(u

′)
)T

(u − u′).

If αk(u
′) < 0, then

u′ /∈ argmin
{
θk(u): u ∈ Uk

}
.

The following algorithm is inspired from the algorithm given in [8].

4. The algorithm

Initialization i = 0,

choosek > 0 (k large),u0
k ∈ Uk , andλ > 0.

Iteration i = 1,2, . . .

(1) Compute(xi
k, t

i
k) ∈ argmin{cT x + dT

2 t + (b − Ax)ui
k: (x, t) ∈ Zk}.

(2) Computeαi
k = min{(b − Axi

k)
T (u − ui

k): u ∈ Uk}, and a solutionu∗
k,i .

Optimality test

(3) If αi
k � 0, then,ui

k ∈ argmin{θk(u): u ∈ Uk}, and go to (a).
(a) Compute a solution(y(xi

k), z(x
i
k)) of the linear programP̃k(x

i
k):

(a1) If π(xi
k, y(xi

k), z(x
i
k)) = 0, thenxi

k solves the problem(S),
i i i
(a2) If π(xk, y(xk), z(xk)) > 0, putk ← k + λ, and go to (1).
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(4) If αi
k < 0, setui+1

k = u∗
k,i . Then, puti ← i + 1, and go to (1).

In (3), (a1) of the algorithm, the penalty parameterk is increased by discrete sma
stepsλ.

Remark 4.1. We note that all results remain valid if replace the termcT x by a concave
function g̃(x).
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